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a  b  s  t  r  a  c  t

We  have  investigated  several  ways  of  introducing  a solvated  proton  into  a DFT  calculation  in  order  to
mimic  an electrochemical  interface:  an  extra  hydrogen  introduced  into  a metal  bilayer,  a  Zundel  and  an
Eigen ion.  In all  these  cases  the  charge  on the  supposed  proton  is  substantially  less  than  a unit  positive
charge.  In  contrast,  when  the electrode  is  represented  as  a cluster,  the  charge  on Zundel  ion is  indeed
plus  one.  However,  the distribution  of  the  compensating  charge  on  the  cluster  is  quite  different  from  that
on a plane  metal  surface.

© 2013 Elsevier Ltd. All rights reserved.

1. Introduction

During the last decade, much effort has been spent in modeling
electrochemical interfaces with density functional theory (DFT).
One of the principal difficulties is to incorporate charge separation
between the two phases, and this implies that the solvent part of
the interface must contain ions. When DFT is used in the periodic
slab configuration, it is not straightforward to put ions into the
system. DFT minimizes the energy of the system, and places the
electrons wherever it is energetically most favorable. If there
is sufficient solvent in the system, ions that are stable in water
should form spontaneously, as can be seen by going through a
simple Born–Haber cycle. Let us take the proton, on which this
article is focused, as an example. A single hydrogen atom placed
in water does not interact strongly with its surroundings. Taking
an electron away costs about 13.6 eV, but the gain in solvation
energy is −11.3 eV; placing the electron onto the electrode entails
on energy gain given by the work function, which for metals are of
the order of 4–5 eV. Thus the formation of the proton is favorable
when the hydrogen is not adsorbed on the electrode. However,
this argument holds only if the solvation of the proton in the
model system is sufficiently strong. Also, this argument ignores
the electric field that is formed at the interface when the electron
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is transferred to the metal, and which also stores energy. In real
systems this field will be shielded by the reorientation of water,
but in the model this can only happen if there is sufficient water.

However, an advice like: ‘use sufficient water’ is not really use-
ful, since adding water molecules is computationally expensive.
Therefore, we examine here the charge on the proton in a few
common configurations: an extra hydrogen atom added to a water
bilayer on Pt(1 1 1), a Zundel ion H5O2

+ and an Eigen ion H9O4
+ on

Au and Pt surfaces, both in the absence and in the presence of an
external field. Finally, we consider the situation for a Zundel ion in
front of a metal cluster calculated by the Gaussian program, which
does not use the slab configuration, and allows to place charges onto
atoms. The technical details for the reported calculations have been
relegated to Appendix A.

2. Proton in a water bilayer on Pt(1 1 1)

In the vacuum, water adsorbs on Pt(1 1 1) at low temperatures
and forms a water bilayer, whose structure is well-documented in
the literature [1]. Therefore, a metal slab in contact with one or
more bilayers of water has become quite a popular model for the
electrochemical interface [2], and the group of Nørskov et al. [3]
have charged this interface by adding extra hydrogen atoms to the
bilayer, which acquired a positive charge. In order to investigate the
charge separation in models of the electrochemical interface based
on the water bilayer, we  have investigated the following situation:
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Fig. 1. Position and positive charge on the extra hydrogen atom Hw and charge on
the  water layer over the course of the molecular dynamics run.

hydrogen atoms adsorb strongly on platinum, and in the potential
region where hydrogen evolution takes place, the Pt(1 1 1) surface
is already covered by hydrogen atoms strongly adsorbed in the
fcc(1 1 1) hollow sites. We  have therefore considered a Pt(1 1 1) sur-
face covered with a monolayer of this strongly adsorbed hydrogen
Hs – in the electrochemical literature this hydrogen is also known as
upd hydrogen, i.e. hydrogen deposited at underpotential – and by
two layers of water within the familiar 2

√
3 × 2

√
3R30◦ geometry.

This structure was allowed to relax at zero Kelvin. To this system we
added a single hydrogen atom adsorbed on a top site, which is the
next favorable site. The corresponding adsorbed hydrogen is known
as weakly adsorbed hydrogen Hw, or opd hydrogen (adsorbed at
overpotentials). This setup was used as the starting configuration
in an ab initio molecular dynamics (AIMD) simulation performed
at room temperature; the technical details have been published in
Ref. [4].

The motion of the weakly adsorbed hydrogen and the concomi-
tant changes in charge distribution, obtained from Bader analysis,
are shown in Fig. 1. At short times, a slight rearrangement of
the hydrogen atoms, which are the lightest particles, takes place.
The adsorbed hydrogen atoms repel each other, and the strongly
adsorbed hydrogen atoms move a little away from the fcc hol-
low sites [5]. The average position of the Hw atom at first does
not change much, till suddenly, after about 8.2 ps, it jumps into
the water layer, where it becomes solvated. Obviously, this jump
requires a favorable fluctuation in the water, which has to assume
a configuration that is suitable to accept another hydrogen atom.
Note the large fluctuations in the position of the extra hydrogen
after it has jumped to the water layer. Qualitatively similar behav-
ior of the charge distribution of a solvated proton on a mercury
surface vs. the proton–metal distance was reported previously in
Ref. [6] on the basis of cluster calculations

For our purpose, the development of the charge on the extra Hw
atom is of particular interest. In the initial state, its positive charge is
quite small, of the order of 0.1 units. After it has jumped to the water
layer, its charge becomes more positive, of the order of 0.6 units;
evaluation of charge differences gives a somewhat smaller value of
about 0.4 units. Actually, the charge on an atom is not an observ-
able and depends on the attribution of the electronic density to
individual atoms. Therefore, different methods tend to give some-
what different values. The important point is that the excess charge
is somewhere intermediate between zero and unity. The hydrogen
atoms pertaining to water molecules also carry a positive charge
of about the same magnitude, indicating that all hydrogen atoms
within the layer are equivalent, like one would expect to happen in
the long run. When the excess hydrogen jumps into the water layer
the total charge in that layer, which now includes the extra hydro-
gen, also rises. The increase in the total charge of the water layer

Fig. 2. Distribution of the excess charge after 10 ps. Red indicates electron buildup.

is somewhat larger than that on the extra hydrogen, indicating a
certain delocalization of the positive charge.

The excess positive charge within the water layer must be
balanced by a negative excess charge concentrated on the metal
surface. In order to investigate in detail the charge distribution
we have calculated the electron density differences for t > 8.20 ps,
i.e. after the jump, according to: !"(r) = "full(r) − ["Pt+Hs (r) +
"Hsw+H2Ob

(r)], where "Pt+Hs (r) is the electron density distribution
of the H-covered Pt surface, and "Hw+H2Ob

(r) is the electron den-
sity distribution of the water bilayers with the extra hydrogen. Fig. 2
shows the situation after 10 ps. It clearly shows an excess negative
charge located mainly on the Hs atoms, between the metal surface
and the water layer, which in a classical context would be an image
charge, i.e. the surface charge which mimics an image inside the
metal.

3. Zundel and Eigen ion

In water at ambient temperatures, there are two stable forms of
the solvated proton: the Zundel ion H5O+

2 and the Eigen ion H9O+
4 .

In the vacuum the Zundel ion has almost C2v geometry, when it
is adsorbed on a metal surface it lies flat. The energy of ionization
of the neutral molecule H5O2 is about 4.36 eV. Therefore, at a first
glance one should expect a transfer of an electron to metals with
work functions larger than this value. However, this simple con-
sideration disregards the fact, that DFT can place partial charges
onto atoms even if they do not participate in a chemical bond; in
addition, as mentioned before, an ion in front of a metal surfaces
generates an electric field, which also contains energy.

We have studied the adsorption of the Zundel molecule H5O2
on several surfaces – by calling it a molecule we anticipate that it
carries little excess charge. Typical configurations for the adsorp-
tion on (1 1 1) surfaces are shown in Fig. 3. The corresponding
energies of adsorption are given in Table 1. Considering the fact
that water adsorbs but weakly on metal surfaces, the adsorption
energies for the Zundel species are surprisingly large, indicating a
chemical bond formation. They are of the same order of magnitude
as the adsorption energies for a single hydrogen atom. Adsorption
on the more open Au(1 0 0) surface is notably stronger than on the
others. For Pt(1 1 1) and Ag(1 1 1) we  have varied the surface cov-
erage by changing the size of the unit cell. The adsorption energies

Table 1
Adsorption energies of the Zundel molecule on various substrates and for various
sizes of the unit cell; all energies are in eV.

Au(1 0 0) Au1 1 1 Pt(1 1 1) Ag(1 1 1)

3 × 3 3 × 3 3 × 3 4 × 4 3 × 3 4 × 4
−3.52 −2.29 −3.04 −3.49 −1.97 −2.29
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Fig. 3. Top and side views of the Zundel molecule adsorbed on Au(1 1 1) and Pt(1 1 1).

Fig. 4. Distribution of the integrated excess charge !"  along the z axis perpendicular to the metal surface for Au(1 1 1) and Pt(1 1 1). The upper panels show the case for the
adsorbed Zundel molecule; the lower panels illustrate the case in which the central hydrogen atom of the Zundel molecule has been eliminated. Positive values correspond
to  electron accumulation, negative values to depletion. The blue circles indicate metal surface atoms, the red circles the atoms of the Zundel molecule.

become substantially less negative with coverage, which shows
that the adsorbates repel each other; we will return to this point
below.

In this article we are especially interested in the charge distribu-
tion to see, to what extent the adsorbate is positively charged. For
this purpose we have calculated the integrated charge difference as
a function of the distance perpendicular to the metal surface (see
Fig. 4). For comparison, we also show the distribution for the case
in which the central hydrogen atom has been eliminated, keep-
ing the other atoms fixed. Both on Au(1 1 1) and on Pt(1 1 1) the
Zundel molecule does carry a positive excess charge, which is com-
pensated by a negative charge located mainly between the Zundel
molecule and the metal surface. When the central hydrogen atom
has been eliminated, a positive charge remains, but it is substan-
tially smaller. Note that this positive charge is larger in the case of
Pt(1 1 1), indicating a stronger interaction. Mulliken analysis gives
an excess charge of the order of 0.1 units in all investigated cases,
which is somewhat smaller than the excess charge distribution
shown in the figure, which is about 0.24–0.25. The excess charge
on the adsorbed species is probably the cause for the repulsion that
we observed above. Thus, the two water molecules attached to the
central hydrogen atom do not provide enough solvation energy to
induce a sizable ionization.

The Eigen ion (see Fig. 5) has twice as many water molecules;
however, the ionization energy of the neutral species is 4.18 eV and
thus not much higher than that of the Zundel molecule. We  have
investigated two adsorption structures with high symmetry on a
Au(1 0 0), which are shown in the figure. The structure on the right
of the figure has two water molecules pointing toward the surface,
and the third is directed toward the vacuum; it has an adsorption
energy of −3.19 eV and is locally stable. The one in the center has
three of its four water molecules in contact with the surface, and
has a larger energy of adsorption, −3.73 eV, and is the most sta-
ble configuration. The former has a positive Mulliken charge of
0.4, the latter of only 0.23; neither structure shows spin polariza-
tion. The overall charge distribution is similar to that for the Zundel
ion, showing a positive charge on the Eigen molecule compensated
by a negative charge on the metal surface. However, the charge
separation is appreciably larger. Thus, the larger number of water
molecules in the Eigen species induces a larger charge localization
than for the Zundel molecule, but less than for the extra hydrogen
atom in the bilayer structure.

The positive charge on the ions can be increased by applying a
field which raises the electronic levels; this is equivalent to placing
a negative excess charge on the metal. In the case of the two struc-
tures investigated for the Eigen ion, the most favorable structure
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Fig. 5. Structure of an Eigen ion in vacuum (left) and two adsorption structures for the Eigen ion on Au(1 0 0) with high symmetry; the structure in the middle is the most
favorable.

(center in Fig. 5) requires a field of the order of 2 V Å−1 to achieve
unit positive charge. The other structure, which has a higher excess
charge to start with, requires a lower field of about 1.3 V Å−1. These
fields are somewhat higher than those encountered in electric dou-
ble layers, which are typically of the order of a few tenths of V Å−1.
We note that placing a positive charge onto a molecule by appli-
cation of a field is less problematic than placing a negative charge.
When the corresponding positive field is high, at large distances
the vacuum level drops below the Fermi level, and may  accumu-
late negative charge, which is unphysical [7]. This can be prevented
by using a code with localized orbitals, which has no states in the
distant vacuum region. For details we refer to calculations with OH−

and O−
2 [8,9].

Charge localization is much easier to achieve for protons above
a small cluster of metal atoms using a program like Gaussian. As
an example, we discuss results for a Zundel ion above a two  layer
Au15(10 + 5) cluster representing a Au(1 1 1) surface. In Gaussian,
one can specify the total charge Q on the system, and we have inves-
tigated both for a positive unit charge Q = 1, and for Q = 0. For Q = 1
the Mulliken charge on the Zundel ion is 0.7, while the Natural Pop-
ulation Analysis (NPA) gives 1, For Q = 0 the corresponding values
are 0.65 (Mulliken) and 0.98 (NPA). Thus the Zundel ion acquires
automatically a positive charge of about +1, which is an advantage
of such cluster calculations. However, the counter charge tends to
be accumulated at the edges of the cluster for electrostatic reasons;
therefore it depends on the size of the cluster, and is far from the
image-like distribution one would expect on a plane surface. The
ionization energy of the cluster is 6.3 eV, and the affinity 3.1 eV.
For comparison, the work function of Au(1 1 1) obtained from our
cluster calculations is 5.22 eV. Thus, the electron affinity of the clus-
ter cannot be the reason for the larger charge separation in the
cluster calculation. It is rather the distribution of the extra charge,
which is more favorable at the edges of a cluster than on a planar
surface.

4. Conclusions

We  have investigated three different structures meant to rep-
resent a proton: an extra hydrogen atom within a water bilayer,
a Zundel and an Eigen ion. The slab configuration does not result
in a unit positive excess charge in any of these cases. This remains

true even if we account for the uncertainty in the evaluation of
an excess charge: Mulliken and Bader analysis always give some-
what different values, and this is true of the various alternatives.
We encountered the highest positive charge for the extra hydrogen
in the bilayer, a somewhat lower charge in the Eigen ion, while the
Zundel ion is almost uncharged. Thus, charge localization increases
with the amount of water, which was to be expected. In any case,
when attempting to model the electric double layer one has to con-
sider the fact that in all the cases investigated the proton carries at
best a partial positive charge.

Cluster calculation with Gaussian do not have any difficul-
ties to localize a complete positive charge on the proton, and
may therefore be an attractive alternative for some purposes. The
disadvantages are the finite size of the cluster and the artificial
distribution of the counter charge on the metal.
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Appendix A. Technical details

A.1. AIMD simulations

The total energy calculations for the proton in the water bilayer
total-energy calculations were carried out using the periodic DFT
package VASP [10], employing the generalized gradient approx-
imation (GGA) to describe the exchange-correlation effects by
employing the exchange-correlation functional by Perdew, Burke
and Ernzerhof (PBE) [11]. The ionic cores were represented by pro-
jector augmented wave (PAW) potentials [12] as constructed by
Kresse and Joubert [13]. The electronic one-particle wave function
was expanded in a plane-wave basis set up to an energy cutoff of
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400 eV. The Pt(1 1 1) substrate was represented by a four-layer slab,
of which the outermost two layers were always given full degrees
of freedom to move during the geometry optimization and in the
molecular dynamics runs as well.

Ab initio molecular dynamics (AIMD) simulations were per-
formed using the Verlet algorithm [14] at a temperature of 300 K
within the microcanonical ensemble for at least 11 ps. As a rule of
the thumb, the time step in MD simulations should be approxi-
mately one-tenth of the shortest period of motion [15]. As far as
water is concerned, this corresponds to the O–H stretch vibrational
period which is typically about 10 fs. Hence we have chosen a time
step of 1 fs.

The Pt(1 1 1)–water interface was modeled with two  water lay-
ers within a 2

√
3 × 2

√
3R30◦ geometry, leading to 12 metal atoms

and 8 water molecules per layer. Energy-minimum structures of
the water bilayers were used as the initial configurations of the
molecular dynamics runs, and were determined using 4 × 4 ×1 k
points until the energies were converged to within 10−4 eV. For the
molecular dynamics simulations, the energy cutoff was reduced
to 350 eV and 2 × 2 ×1 k points were used to obtain a compro-
mise between sufficient accuracy and manageable simulation time.
Water layers on Pt(1 1 1) in an ultra-high vacuum chamber typi-
cally desorb at temperatures above 200 K [16,17]. Consequently,
in order to prohibit the water layers from desorbing in our com-
putational setup, the height of two oxygen atoms per surface
unit cell in the second water layer above the surface (but not
their lateral position) was fixed. This means that just two out of
144 spatial degrees of freedom of the water layer are not treated
dynamically.

It should be noted that for a single water bilayer on Pt(1 1 1)
it has been shown that the combination of so-called flat-lying
and H-down oriented water molecules comprise the stable struc-
ture [18] if a

√
3 ×

√
3R30◦ periodicity is assumed. The presence of

the second bilayer, however, influences the structure of the first
water layer. It stabilizes the H-up orientation for the molecules
of the first hexagonal bilayer, as the stronger hydrogen bonding
between the water molecules in this configuration lowers the total
energy. The presence of surrounding water weakens an individual
water molecule’s bond with the metal surface, of which one con-
sequence is a substantial shift of the position of water from the
platinum surface, from 2.4 Å for a single water molecule on plat-
inum to about 3.2 Å for the ordered water bilayers in. In order to
maximize the hydrogen bonding in the double-bilayer structure,
the two honeycomb lattices of water are stacked directly against
each other, but with the water molecules staggered in terms of
their relative orientations: H-down-oriented molecules lie right
above the flat-lying molecules of the first bilayer, while flat-lying
molecules are positioned right above the H-up molecules of the first
bilayer.

A.2. Zundel and Eigen ions

The calculations for the Zundel and Eigen ions were performed
both with the SIESTA [19] and the DACAPO codes [21]; when both
codes were used, they gave practically the same results. We  used
the generalized gradient approximation in the version of Perdew
et al. [11] with spin polarization. The ion cores were described
by non-conserving non-relativistic pseudopotentials [20] and a
double-# plus polarization basis of localized orbitals were used to
expand the wavefunctions in the SIESTA code. All calculations were
performed with an energy mesh cut-off of 300 Ry and a k-point
mesh of 4 × 4 × 1 in the Mokhorst–Pack scheme [4]. The energy
accuracy was reached when the change in the absolute energy value
was less than 10 meV, and for geometry optimization the conver-
gence criterion was achieved when the force on each atom was
less than 0.02 eV Å−1. In all the calculations 12 layers of vacuum

were considered. Unless mentioned, the metal layers were fixed
at the calculated nearest-neighbor distance corresponding to bulk.
To evaluate the adsorption of the Eigen molecule on Au(1 0 0), two
possibilities for the initial position of the molecule were considered
(see Fig. 5). In the configurations, the molecule was completely free
to relax in the xyz the coordinates.

A.3. Calculations with Gaussian

The DFT calculations were performed using the M062X func-
tional as implemented in the Gaussian 09 program suit [22]. A
basis set of DZ quality was employed to describe the valence elec-
trons of the Au atoms, while the effect of inner electrons was
addressed by the Effective Core Potential developed by Hay and
Wadt (LanL2). The standard basis set 6-31g(d, p) was used for
the electrons of O and H atoms. The Au(1 0 0) electrode surface
was described using a two-layer clusters of Au14(8 + 6). The open
shell systems were treated in terms of the unrestricted formalism.
The geometry of the adsorbates was optimized without symmetry
restrictions.
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