Provided for non-commercial research and education use.
Not for reproduction, distribution or commercial use.

International Journal of

HEAT ..« MASS
TRANSFER

(This is a sample cover image for this issue. The actual cover is not yet available at this time.)

This article appeared in a journal published by Elsevier. The attached

copy is furnished to the author for internal non-commercial research

and education use, including for instruction at the authors institution
and sharing with colleagues.

Other uses, including reproduction and distribution, or selling or
licensing copies, or posting to personal, institutional or third party
websites are prohibited.

In most cases authors are permitted to post their version of the
article (e.g. in Word or Tex form) to their personal website or
institutional repository. Authors requiring further information

regarding Elsevier’s archiving and manuscript policies are
encouraged to visit:

http://www.elsevier.com/copyright


http://www.elsevier.com/copyright

International Journal of Heat and Mass Transfer 60 (2013) 406-412

Contents lists available at SciVerse ScienceDirect

International Journal of Heat and Mass Transfer

journal homepage: www.elsevier.com/locate/ijhmt

Calculation of the interfacial heat transfer coefficient in porous media
employing numerical simulations

Federico E. Teruel *”“*, Leonardo Diaz?

4 Centro Atémico Bariloche, CNEA, Bariloche 8400, Rio Negro, Argentina
b Centro Atémico Bariloche, CONICET, Bariloche 8400, Rio Negro, Argentina
€ Instituto Balseiro, Universidad Nacional de Cuyo, Argentina

ARTICLE INFO ABSTRACT

Article history:

Received 9 August 2012

Received in revised form 6 December 2012
Accepted 11 December 2012

Numerical experiments in multiple representative elementary volumes (REVs) were conducted to vali-
date calculations of macroscopic parameters for porous media models carried out employing a unit peri-
odic cell (single REV). The simulation of a microscopic flow that develops through a porous medium
formed by staggered square cylinders is presented to that purpose. A laminar steady flow regime is con-
sidered together with Péclet numbers in the 1-10° range and porosities between 55 and 95%. In partic-

- ular, the interfacial heat transfer coefficient (h) is analyzed by comparing results found in literature with
I[f?r' (‘;':losr?;'e dia those reported here. First, the outlet boundary condition that is generally employed in single REV simu-
REV lations for the case of constant wall temperature was tested by comparing the values it imposes in the
flow with those obtained far away from the outlet (unperturbed). It was found that this outlet boundary
condition is adequate and moreover, that the flow rapidly develops to satisfy it (one or two REVs in sim-
ulated cases). Additionally, two definitions found in the literature to calculate the hy were compared, and
it was shown that both calculations differ in approximately 20% for the 55% porosity case and still present
significant differences (>5%) for greater porosities. The hy coefficient was also calculated as a function of
the REV’s positions in the porous structure to show that it is position dependent or, in other words, it
shows pore scale fluctuations. Therefore, it is concluded that single REV simulations are, in general,
not sufficient to compute the parameter. A double average that filters pore scale fluctuations was
employed and differences between this quantity and those obtained in a single REV were quantified.
The results show these differences are small (<2%) for Pe > 100 but differences can be up to 15% for
Pe =10 or larger, for lower Pe numbers. Finally, a method that allows capturing the pore scale fluctuation
of the parameter by employing single REV values was proposed. This method can be employed to calcu-
late the double average of the hy coefficient for other boundary conditions, or to calculate other macro-
scopic parameters, such as the thermal dispersion coefficients.

Interfacial heat transfer coefficient
Double average

© 2012 Elsevier Ltd. All rights reserved.

1. Introduction

The analysis of heat transfer in porous media has attracted the
research community for decades, possibly, due to the vast number
of fields where it is needed (i.e. chemical, nuclear and mechanical
to mention some examples). Applications of these fields, such as
heat exchangers or metal foams, are systems characterized by large
areas employed to transfer heat efficiently. These rather complex
systems from the geometrical point of view (i.e. large number of
tubes or pores) are generally modeled as homogeneous media to
simplify a problem that involves multiscale physics. Thus, the heat
transfer is not explicitly modeled at the pore scale, and the main
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interest is to calculate the amount of heat transfer at an intermedi-
ate scale between the scale of the system and that of the pore.
Homogeneous or porous media models have the great advan-
tage to avoid the explicit representation of the pore scale, but they
require unknown parameters to realistically model the physics
that they do not explicitly represent. For instance, one of the rele-
vant parameters regarding the heat transfer phenomenon, is the
interfacial heat transfer coefficient (hs; [1] page 397) which ac-
counts, in a macroscopic or average sense, for the heat transferred
between different faces (e.g. solid and fluid) or parts of a system
(e.g. primary and secondary circuits). During the last four decades,
much effort was devoted to measure this parameter experimen-
tally for different flow conditions, different fluids and different
geometries in porous media [2]. Nowadays, extensive research is
also focused in numerically computing the hg coefficient for differ-
ent flow conditions, geometries, and fluid parameters, and more
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Nomenclature

hgs interfacial heat transfer coefficient

ks fluid thermal conductivity

p pore length scale

D square-edge length

H REV’s dimension (REV volume = 2H x H)

Hy fluid cross section

Pe Péclet number

Pep Péclet number based on the Darcy velocity and D

Re Reynolds number

Rep Reynolds number based on the Darcy velocity and D

q wall heat flux

I bulk temperature

Tw wall temperature

Up V-normalized space averaged streamwise velocity,
Darcy velocity

u cross-section averaged streamwise velocity
v volume of the REV

Vi fluid volume inside the REV

Greek symbols

e local coordinate

¢ porosity

1 kinematic fluid viscosity

Additional notations
05! intrinsic average

) double average

importantly, in analyzing the adequate use of this coefficient in the
macroscopic models described by partial differential equations.
Numerical simulations have gained popularity as a reliable tool
to calculate macroscopic parameters. They are often carried out in
periodic and simple porous structures that allow extracting a rich
variety of results (e.g. laminar and turbulent flows and large range
of porosities) with an acceptable computational cost [3,4]. The hy
coefficient has not been an exception; for instance, Martin et al.
[5], numerically determined this coefficient (or, more precisely,
the Nusselt number) considering a porous structure represented
by a periodic and triangular array of cylinders, and Kuwahara
et al. [6] carried out numerical simulations in periodic arrays of
staggered square rods for a large range of flow conditions
(1 < Rep < 10%), porosities (0.36 < ¢ < 0.91) and a variety of Prandtl
numbers. To compute the hy coefficient based on numerical results
in a periodic representative elementary volume (REV), both studies
[5,6] employed a method where the interface solid-fluid was keep
at a constant temperature. However, Kuwahara et al. [6] explicitly
proposed an outlet boundary condition (BC) for the temperature
field making an analogy between the periodic REV and the classical
problem of force convection in a channel flow with constant wall
temperature. After this study [6], different researchers advanced
in the computation of the hy coefficient for different geometries,
flow conditions and fluid parameters, together with different BCs
at the interface or even with a volumetric heat source in the solid
face [7-9]. Nevertheless, all these studies were based on
simulations of a single periodic REV, and even, some studies such
as that of Saito and de Lemos [7] employed alternative definitions
to compute the hy coefficient. The present work, will discuss if the
simulation of a single periodic REV is sufficient to obtain realistic
macroscopic parameters, and will analyze the impact of the
alternative definitions employed to compute the hy coefficient.
The main objective of this study is to gain insight in the validity
of the procedure generally employed to obtain the hy coefficient
from the simulation of a single periodic REV for a constant wall
temperature. Still, the conclusions drawn from this work can be
applied to different flow conditions or even in the calculation of
other macroscopic parameters (e.g. dispersion coefficients). The
first issue to be discussed is the validity of the outlet BC generally
employed for the temperature field in single REV simulations. This
condition has been suggested by Kuwahara et al. [6] and is a natu-
ral extension from the channel flow case. However, it is necessary
to test if it is not artificially imposed in the flow. The second aspect
to be discussed is the influence of the different definitions found in
the literature in the quantification of the macroscopic parameter
hs. Studies have either used intrinsic volume average values, or

logarithmic means of bulk temperatures to compute the value of
h. Therefore, it is of interest to quantify the difference between
both definitions, if any, and to analyze them from the physical
point of view. The last aspect to be discussed, and possibly the
most relevant one, is the influence of the REV location in the por-
ous structure in the calculation of the macroscopic parameter. In
this study, it will be shown that this aspect influences the result
and therefore, special considerations have to be taken into account
when a single REV simulation is employed.

The proposed tasks are achieved analyzing numerical results of
the simulation of a clear flow stream that enters to a porous med-
ium formed by staggered square rods. After a short distance (a few
REVs) the flows develops and achieves a fully developed state that
allows the comparison with single REV simulations. The present
work first describes the computational domain and the numerical
method employed. It follows the discussion related to the validity
of the outlet BC that is generally employed for temperature. Next,
numerical results are processed using different formulas found in
the literature to calculate hy and differences are presented as a
function of the geometry and flow conditions. Finally, the
dependence of the macroscopic parameter on the REV location in
the porous structure is evaluated and a new method to compute
the macroscopic parameter based on single REV results is
proposed.

2. Numerical method and domain of study

A schematic diagram of the domain selected for the simulation
is shown in Fig. 1. The fluid flows from left to right, entering the
porous medium after flowing a distance of 2H as a clear flow.
The porous medium extends for a distance equal or greater than
16H depending on the flow conditions, making the length of the
domain in the streamwise direction larger than 18H (i.e. eight REVs
in a row). To save computational time, only the bottom half of the
REV (H/2) was simulated. This simplification is based on the fact
that simulations of a single REV with periodic BCs evolve to steady
solutions at the Re numbers simulated in this study [10,11].

The governing equations for the fluid phase (mass, momentum
and energy respectively) are given as follows:

Veii=0, )
o _— 1 oo

E+(Vu)ou_pr+R—eV u, (2)
oT I

EJrVo(uT)fEV T. (3)
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Fig. 1. Geometry of the domain simulated for the case of a free stream entering the porous medium (18H x H/2).

Boundary conditions are standard for all the boundaries of the do-
main, except at the outlet, where periodic BCs are applied. On the
solid walls BCs resume:

i=0, T=T,. (4)

On the inlet of the domain (uniform field):

i=(p/H,0), T=T. (5)
On the bottom and top horizontal lines of the domain (symmetry):
Vyii=0, V,T=0. (6)
And on the outlet of the domain (periodicity):

U(Xo,y) = ti(x, — 2H.,y), 7)
T(x0,y) = Tw + T(T(xo — 2H,y) — Tw), (8)

where x, indicates to the x-coordinate of the outlet; and 7 is defined
as:

 Ty(x) T,
17m7 (9)

where T is the bulk temperature of the fluid.

Eq. (8), the periodicity for temperature, may not be familiar for
the reader and will be discussed in more detail in the following
section.

To solve the set of Eqs. (1)-(3) under BCs given in Eqs. (4)-(8)
the SIMPLER algorithm developed by Patankar [12] was employed.
To model the diffusion and the convective terms, the central differ-
ence and the QUICK scheme were employed, respectively [13,14].
To evolve the initial condition to the steady state a backward Euler
scheme was used. The solver has been fully tested and validated for
different geometries, including those presented in this study
[10,11]. Periodic variables were solved in an iterative manner,
and profiles at the outlet were obtained from previous time steps
according to Eqs. (7) and (8). Simulations were considered to reach
convergence when normalized residuals were lower than 1076, It
has been carefully checked that numerical solutions conserve en-
ergy in a global sense (domain) and in local sense (REV); additional
details are available in [10].

The domain was discretized using a uniform and structured grid
of squares, and a systematic grid refinement study was carried out.
Macroscopic quantities reported in this study were found to be
independent of any further grid refinement [10]. The grid resolu-
tion employed for each REV was 180 x 45 (2H x H/2, streamwise
x vertical direction), 128 x 32 and 180 x 45 for 55, 75 and 95%
porosity respectively.

The Re number (based on the flow rate Up/v) was varied between
1 and 335 depending on the porosity. The Pe number (defined as
Re - Pr) was varied from 1 to 1000. Three different porosities were
simulated 55, 75 and 95%. It is important to note that to compare

results with available data the Re number based on the Darcy veloc-
ity and size of the obstacles Rep (Rep = Re/1 — ¢) is also used.

3. Results and discussion
3.1. Evaluation of the periodic boundary condition for temperature

The outlet BC for temperature (Eq. (8)) has been usually em-
ployed in single REV periodic simulations [7,9] as originally pro-
posed in [6]. This last study showed that single REV simulations
with a constant wall temperature are analogous, with regards to
the outlet BC, to the case of force convection in a channel with a
constant wall temperature. Eq. (8) is based on the well known fact
that in a channel with a constant wall temperature, fully developed
conditions are established [15] and that corresponds to:

13} {T(x,y) - TW} _o

ax [ Tp(x) — T (10)

This condition has been appropriately adapted for a REV like the
one used in this study (Fig. 1). That is, one may expect that the
temperature profiles are similar in the fully developed region by
taking into account the periodicity of the geometry. Equation
(10) takes meaning for the domain shown in Fig. 1, if x is taken
in discrete points separated by a 2H distance (or more general, sep-
arated by the periodicity of the geometry). Therefore, Eq. (10) can
be rewritten following these ideas as:

T(X72H7y)7TW_T(X7y)7TW
Tsx —2H) — Ty _ TsX) —Tw

(11)

which is an equivalent to Egs. (8), (9). Although Eq. (11) has been
used frequently, to the knowledge of the authors there is no proof
that it is valid for a domain like the one considered in this study.
The objective of this section is to test the validity of Eq. (11) with
the use of numerical results.

Consider the domain shown in Fig. 1. The fluid enters to the por-
ous medium and the flow and temperature fields develop rapidly
to values unaffected by the outlet BC. The outlet is far away in
the sense that the flow is more affected by the local obstacles
and upstream conditions than by the outlet BC. Therefore, it is pos-
sible to compute both sides of Eq. (11) to evaluate the validity of
that equality. With this purpose, a quantity F, which measures
the accuracy of such equality, is defined:

2 H2
F9 =5

where Hy indicates the fluid spanwise section of the domain.

The quantity F, together with t (Eq. (9)), are computed for dif-
ferent flow conditions (10 < Pe < 1000,Re = 100) and for different
geometries (0.55 < ¢ < 95). Fig. 2(a) shows computed values for F.

T(x7y) - TW _ T(X + 2H7.y) - TW
TB(X) —Tw TB(X+ ZH) —Tw

dy, (12)
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Fig. 2. Fand 7 as a function of the horizontal coordinate. (a) F, with porosity and Pe as parameters (Re = 100). (b) 7, with porosity and Pe as parameters (Re = 100). Note that 7,

is the value at the outlet.

It is found that F goes rapidly to zero (after a few REVs) showing
that the fully developed condition is rapidly established and that,
Eq. (11) or the BC given in Eq (8), is effectively adequate for the
case under study. Note that because F is strongly dependant on
the horizontal coordinates, an exponential fit has been added to
clearly show the trend of the values. Note also that x/H in Fig. 2 cor-
responds to the horizontal coordinates shown in Fig. 1; that is, x/
H= -2 is the inlet boundary.

Additionally, it is important to point out that 7 is constant, inde-
pendent of x, showing, as expected, an exponential decay of the
quantity Tg(x) — Ty, if x is taken again in discrete points separated
by a 2H distance. This claim is supported by Fig. 2(b) that shows
that t/1, goes rapidly to one (7, is the value at the outlet). There-
fore, the BC can be rewritten to express the temperature in the
fully developed region as:

T(x,y) = Tw+t(T(x = 2H,y) = Tw), (13)

where 7 is constant. This result shows that, in the fully developed
region, the value of the temperature in a single REV is enough to
know the value of the temperature in this entire region. This finding
will be used in the following sections.

3.2. Calculation of hy from different definitions

As it was mentioned in the introduction, the h coefficient is of
great importance to complete the macroscopic porous media model
as it accounts for the heat transferred between the solid and fluid
faces at macroscopic scales. Its definition is generally given as [1]:

L[ kVT-dA
g= Il (14)

Ca((Tw 1))’

where V'is the REV volume, A is the interfacial area inside the REV
and g; is the interfacial area per unit volume Ay/V. Note that with the
numerical results obtained in domains as the one shown in Fig. 1, the
value of hyrcan be computed evaluating Eq. (14) in aREV of 2H x H/2.

Eq. (14) shows two important features. First, the numerator rep-
resents all the energy interchanged between the fluid and the solid
inside the REV (term that appears in macroscopic models, see for

example [6]). And second, the modeling of this energy is given
by the coefficient times the difference between dependant vari-
ables of the macroscopic model (i.e. macroscopic values of temper-
ature or denominator of the r.h.s. of Eq. (14)). This allows to
naturally incorporating the model in the macroscopic equations.

But, an alternative definition has been employed in the litera-
ture to compute de value of the hy coefficient (e.g. [7]) that makes
use of the logarithmic mean temperature, defined as:

o kT - dA

ST GAT, (15)
where the logarithmic mean is calculated as:
AT = TB‘inlet - TB‘outlet (16)

I [(Tw = Tslougter) / (Tw = Talinter)]”

and the subscripts inlet and outlet refer to the boundaries of the
REV. This definition may have its origin in the useful result found
for the force convection in a channel with a constant wall temper-
ature. In this problem, the logarithmic mean temperature is the
adequate mean to compute the heat transferred in a given length
of the channel. Or, in other words, the logarithmic mean has to be
employed to obtain a constant heat transfer coefficient in the fully
developed region.

To model the heat transferred in the REV under consideration, it
may be accepted that Eq. (15) is not ready to be employed in a
macroscopic model because the logarithmic mean is not known
(note that AT, is computed using Tz and the macroscopic model
uses (TY). Moreover, one may argue that from the macroscopic
point of view, Eq. (14) defines a local value of hy and therefore,
the local temperature difference (i.e. (T,,)* — (T)/) should be em-
ployed to compute a constant value of the coefficient. That is, Eq.
(14) represents a point in the macroscopic sense, not only for hg
but also for the heat transferred in the REV and for the intrinsic
average of the temperature. Additionally, it can be considered that
in the constant wall temperature channel, if the local heat flux is
known, the value of the convective coefficient can be computed
as this value over a temperature difference.

Despite the before mentioned discussion, in order to analyze if
the different definitions of hy produce different estimations of the
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Fig. 3. hy calculated from Eqgs. (14) and (15) (log-mean) for 55, 75% and 95%
porosity. A 20% error bar is plotted from the data computed with Eq. (14). Data from
reference [6] is added for comparison purposes.

parameter, the difference between the values obtained from Egs.
(14) and (15) were quantified by computing them with the results
obtained by employing a fixed REV like the one shown in Fig. 1 in
the fully developed region. Fig. 3 shows the coefficient calculated
with Egs. (14) and (15), as a function of Rep and with the porosity
as a parameter. The Pr number is constant and equal to 1 making
Pep = Rep. The results obtained by Kuwahara et al. [6] are included
for validation purposes. It is important to note that the numerator
in Eq. (14) is computed based on the conduction heat flux inte-
grated over the walls of the REV. An energy balance based only
on the inlet-outlet bulk temperature in the REV is not adequate
for low Pe numbers as it neglects, or assumes of equal magnitude,
conduction through the inlet and outlet boundaries of the domain.
The results presented in Fig. 3 show that the definition given in
Eq. (15) is always lower than that given in Eq. (14). Differences
greater than 20% are found at low porosities and low Rep numbers.
A 20% error bar is included to easily obtain an idea of the difference
between both values in the log scale. In conclusion, it is recom-
mended to employ the definition given in Eq. (14) to calculate the
parameter of interest. This is not only because it is the theoretically
adequate value to use in macroscopic models but also, because if Eq.
(15) is used it may differ significantly from the correct definition.
The comparison with the data extracted from reference [6] is
excellent at 75% porosity and shows the right trend at the other
two porosities. However, it is important to mention that results
from [6] have been normalized according to the suggestion given
in [16]. Gamrat et al. [9] carried out numerical simulations to cal-
culate the interfacial coefficient in a geometry, and with conditions
similar to those employed by [6]. Results between both studies
were different. Further, [16] carried out a third independent calcu-
lation to show that Kuwahara’s results and the other two indepen-
dent calculations differ in a factor of two. Therefore, in this work,
Kuwahara’s results have been multiplied by two for comparison.

3.3. Calculation of hy using different REV positions

A genuine question in the calculation of macroscopic parame-
ters, such as the hy;, may be considered when a single REV with peri-
odic BCs is employed: is the parameter independent of the position
chosen to locate the REV in the porous structure? For instance, for
the artificial porous medium employed in [6], the REV is taken as

the one indicated in the left panel of Fig. 4 (i.e. symmetric respect
to the center of the REV). Other studies, however, have employed
the REV shown in the right panel to calculate macroscopic param-
eters [17]. The purpose of this section is to discuss the influence
of the REV position in the calculations of macroscopic parameters.

The numerical simulations presented here allow to gain insight
on the subject under consideration because hy can be computed as
a function of the horizontal coordinate. Fig. 5 shows the value of hy
for different fluid properties (Fig. 5(a)) and for different porosities
(Fig. 5(b)), as a function of the REV position (note that the abscissa
corresponds to the center of the REV as indicated at the top of the
Figure). The results show a periodic signal with period H with a
notorious peak that is larger in the low porosity range and in the
low Pe number range. This peak can be easily explained consider-
ing that when the REV is moving, for example, to the right, there
are regions in which the interface solid-fluid is fixed. Thus, the
numerator in Eq. (14) is constant while the temperature difference
(T,)* — (T decreases exponentially by conduction and convection
of energy through the fluid vertical boundaries of the REV.

The results shown in Fig. 5 indicate that special care is needed
when macroscopic parameters are computed based on single REV
simulations. For the cases simulated here, different REV selections
may yield results that differ up to 100%. Therefore, a procedure to
compute values independent of the REV positions is needed; or at
least, a procedure to quantify the error that can be incurred if sin-
gle REV simulations are employed. The answer to this aspect is
found in the concept of cellular average defined and discussed in
great detail by Quintard and Whitaker [18,19]. In general words,
they discuss the importance of considering an average depending
on the particular porous medium and showed with a simple exam-
ple, that the intrinsic average is generally not adequate for periodic
media as it contains pore scale fluctuation as those found in Fig. 5.
In particular, for periodic media as the one considered in this study,
a double volume average is the correct average because it filters
pore scale fluctuations (this is equivalent to employ a triangular
shaped weighing function [19]). This double average over the
REV can be understood as a second average over the signals shown
in Fig. 5. Clearly, the averaging of this periodic signal over a 2H dis-
tance will result in a constant, independent of x, value. In other
words, this second average filters REV scale oscillations

The double average is then recommended and will be computed
and compared with the single REV results. As it was mentioned, it
is of interest to quantify the difference between both averaging
procedures. Table 1 shows the double average value and the per-
cent difference that is obtained respect to that calculated with a
single REV (employing the REV location shown in Fig. 4(a)). Three
different porosities (55% in Table 1(a), 75% in Table 1(b) and 95% in
Table 1(c)), and a large range of Rep and Pe numbers are included in
Table 1. Note that for the 55% porosity case, the Pe = 1 condition is
not shown because the fluid temperature reaches the wall temper-
ature in less than one REV distance, to the machine precision.

Table 1 shows differences no larger than 17% in all the cases un-
der study. Greater differences are found for low porosities and low
Pe numbers. The single REV shown in Fig. 4(a) has been chosen in
the majority of the studies reviewed, and represents a good selec-
tion as it yields results close to the double average value for the
calculation of hy. In particular, in the large Pe number range
(>100), it can be considered an excellent approximation to the dou-
ble average value.

4. Computation of double averaging employing single REV
simulations

In Section 3.3 it was shown that single REV simulations yield re-
sults that are REV position dependant. Based on Fig. 5, it can be said
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Fig. 5. hg as a function of the REV position. (a) For different Pe numbers. (b) For different porosities. Note that the abscissa, x/H, corresponds to the center of the REV.

Table 1
Double average values for hy and percent difference respect to a single REV calculation. (a) 55% porosity. (b) 75% porosity. (c) 95% porosity.
(a) Pe
10 100 1000
Rep hes 1-REV% diff. hes 1-REV% diff. hes 1-REV% diff.
1 10.59 -83 12.37 -1.6 16.91 -0.2
10 10.77 -9.5 12.68 -1.9 17.28 -0.3
75 11.66 -13.9 14.98 -26 23.00 -04
(b) Pe
1 10 100 1000
Rep hgr 1-REV% diff. hes 1-REV% diff. hes 1-REV% diff. hgs 1-REV% diff.
1 6.65 -13.1 5.16 -5.1 6.79 -1.2 9.50 -0.2
10 6.93 -16.5 5.32 -6.8 7.17 -1.7 10.04 -0.3
75 6.86 -16.6 5.72 -9.7 8.38 -23 14.50 -04
(©
1 1.99 -0.5 1.91 -26 2.82 -1.0 4.30 -0.2
10 2.03 -1.6 2.04 -4.3 3.20 -1.6 4.79 -03
75 2.02 -0.6 2.12 -4.8 3.56 -2.0 5.81 -03

that simulations that consider at least one and a half REVs in the
streamwise direction should be employed to obtain the pore scale
variation of the macroscopic parameter and therefore, to compute

the double average value. This result is discouraging in the sense
that a numerical solution more expensive than that for a single
REV is needed. However, this costly simulation can be avoided by
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the fact that the temperature in the fully developed region is peri-
odic in the sense of Eq. (13). With a single REV simulation, the
parameter t can be computed. Thus, the temperature is already
known in the entire fully developed region based on the known
values. If x belongs to the resolved single REV region, the temper-
ature is:

T(x +n2H,y) = Ty + T(T(%,¥) — Tw), (17)

where n is an integer (>0). Additionally, and noting that the heat
flux in the REV-walls is proportional to the temperature gradient
normal to the wall, the heat flux can be readily known for the entire
fully developed region based again, on the values known from the
single REV simulation. Therefore, the temperature gradient normal
to the wall can be calculated employing Eq. (17) to yields:

qH(X + nszy) wall = an”(x7y)‘wall? (18)

where q”(X,¥)|,. i the heat flux at any point of the solid-fluid
interface of the REV simulated and n is an integer ( >0).

Eqs. (17) and (18) allow computing the pore values for the tem-
perature and heat flux in the entire fully developed region based on
1-REV results. Therefore, taking into account the particular geom-
etry of the porous medium, the pore scale dependency of the mac-
roscopic parameter can be computed as:

h (X) _ % fASf(x) qH(X + (L”y) : dAe
T T (o) =g fo TR+ £.3)dV;)

1 QE
@ [(Ty)" — (T) (x)
where the local coordinate ¢ belongs to the REV and (Q) is the vol-
ume average heat flux. Equation (19) can be easily averaged in the
REV to obtain a constant double average value as:

o Jon(Q) (x)dx
s Lol (Tw)” = (T) (x)]dx

This simple method can be employed, for instance, to compute
the double average of parameters such as the thermal dispersion

coefficient. Moreover, it can be employed for different BCs than
those used here, such as the case of constant heat flux.

; (19)

hy = (20)

5. Concluding remarks

Based on multiple REV numerical simulations, several aspects
involved in the calculation of the macroscopic interfacial heat
transfer coefficient were analyzed. First, the BC generally employed
in single REV simulations was tested by comparing the values it
imposes on the flow with those obtained in the fully developed re-
gion and unperturbed by the outlet. This test was performed for
three different porosities (55, 75 and 95%) and for Pe numbers on
the 10-10> range. It was found that the imposed BC is adequate
and moreover, that the flow rapidly develops to satisfy it (one or
two REVs in the simulated cases).

Additionally, it was recognized that the literature proposes two
definitions to calculate the hy parameter. The one that employs the
logarithmic-mean to carry out the calculation was not recom-
mended as it is not ready to be used in macroscopic models and be-
cause it does not present any advantage on physical grounds.
Moreover, it was shown that the calculation of hy using the two
different definitions differ in approximately 20% for the 55% poros-
ity case and still present significant differences (>5%) at greater
porosities.

Finally, it was shown that the hy coefficient depends on the sin-
gle REV location in the porous structure. In other words, hy shows
fluctuations at the pore scale if it is computed based on volume
averaged quantities. Therefore, it is recommended to employ dou-
ble average values and, in cases where a single REV simulation has
to be employed, special care should be taken to select the REV loca-
tion in the porous structure. Differences between a double average
and a single REV average (position shown in Fig. 4(a)) were quan-
tified to show that they are small (<2%) for Pe > 100, they can reach
15% for Pe = 10 and they can be even larger for lower Pe numbers.
To avoid the computation of more than a single REV, a method that
allows capturing the pore scale fluctuation and employs single REV
values was proposed. This method can be easily applied to calcu-
late the hg coefficient for other BCs, or to calculate other macro-
scopic parameters, such as thermal dispersion coefficients.
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