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Abstract
Field enhancements (0) around small Ag nanoparticles (NPs) are calculated using a quantum
dynamical simulation formalism and the results are compared with electrodynamic
simulations using the discrete dipole approximation (DDA) in order to address the important
issue of the intrinsic atomistic structure of NPs. Quite remarkably, in both quantum and
classical approaches the highest values of 0 are located in the same regions around single
NPs. However, by introducing a complete atomistic description of the metallic NPs in optical
simulations, a different pattern of the 0 distribution is obtained. Knowing the correct pattern
of the 0 distribution around NPs is crucial for understanding the spectroscopic features of
molecules inside hot spots. The enhancement produced by surface plasmon coupling is studied
by using both approaches in NP dimers for different inter-particle distances. The results show
that the trend of the variation of 0 versus inter-particle distance is different for classical and
quantum simulations. This difference is explained in terms of a charge transfer mechanism
that cannot be obtained with classical electrodynamics. Finally, time dependent distribution of
the enhancement factor is simulated by introducing a time dependent field perturbation into
the Hamiltonian, allowing an assessment of the localized surface plasmon resonance quantum
dynamics.

(Some figures may appear in colour only in the online journal)

1. Introduction

Electromagnetic field enhancements around metal nanoparti-
cles (NPs) produced by localized surface plasmon resonance
(LSPR) is currently the subject of a great number of research
studies due to the huge impact that this effect has in many
different applications. The most direct application is in the
field of enhanced spectroscopic techniques such as SERS (sur-
face enhanced Raman spectroscopy) [1–7], SM-SERS (single
molecule surface enhanced Raman spectroscopy) [8–16],
TERS (tip enhanced Raman spectroscopy) [17–26] and SEF
(surface enhancement fluorescence) [27–29]. Likewise, they
are also of importance in other experimental techniques
such as nanolithography [30–33], SNOM (scanning near
field optical microscopy) [34, 35], biosensors [36–39] and

chemical sensor design [40], just to mention the most relevant
ones.

A rigorous theoretical determination of the 0 distribution
around metal NPs remains an important issue for understand-
ing and therefore optimizing the performance and design of
LSPR devices. Electrodynamics methods have been shown
to be powerful tools for describing the optical properties of
metallic NPs and nanostructures [41, 42]. However, the main
shortcoming of this approach is that matter is considered as
a continuum and therefore the intrinsic atomistic structure of
matter is lost. On the other hand, studies have been done that
indirectly include quantum effects in classical electrodynamic
simulation by using a non-local effect in the dielectric
constant [43] and taking into account electron confinement
effects (surface scattering) [44].
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Recent efforts have been devoted to including quantum
effects in the calculation of the optical properties of NPs
by extending the TDDFT (time dependent density functional
theory) quantum approach to nanostructures where a jellium
model is used. Through these calculations new phenomena in
the optical behavior showing tunneling effects between two
close NPs were elucidated for small nanostructures [45, 46].
However in these calculations the atomistic nature of matter
is again not considered. Although TDDFT should be the most
suitable approach [47, 48] for calculating near field optical
properties, it might become computationally unaffordable for
particles sizes of the order of hundreds of atoms.

In this work, we calculate 0 distributions around
small Ag NPs including both quantum effects and metal
structure at an atomistic level and the results are compared
with electrodynamics calculations using the discrete dipole
approximation (DDA) with quantum corrections. This
constitute a direct comparison of a quantum atomistic versus
a classical continuum method.

2. Theoretical methods

The study was performed on NPs corresponding to stable
thermodynamic structures [49]. The model used for the
quantum calculation approach is based on a time dependent
self-consistent density functional tight-binding simulation
(TDDFTB). The self-consistent density functional tight-
binding method (SCC-DFTB) is an efficient scheme for
describing the electronic structure of large systems [50]. It
is based on the second order expansion of the Kohn–Sham
energy functional around a reference density of neutral
atomic species. The DFTB+ code [51] is a computational
implementation of the DFTB method. We have used this
code as obtained from the authors to calculate Hamiltonian
and overlap matrix elements as well as the initial single
electron density matrix. Several different incarnations of time
dependent SCC-DFTB have been described in the literature,
both within linear response [52, 53] and implementing the full
non-linear dynamics [54]. Our implementation differs from
that of [54] in that it propagates the one electron density
matrix instead of single particle orbitals.

The SCC-DFTB Hamiltonian is an intermediate step
between a simple tight-binding Hamiltonian and a fully ab
initio density functional theory (DFT) representation of the
electronic structure. The Hamiltonian matrix elements are
obtained as follows [50]:

Hµν = 〈φµ|Ĥ
0
|φν〉 +

1
2 Sµν

N∑
k

(γik + γjk)1qk (1)

where orbitals µ and ν belong to atoms i and j, respectively.
Here, 1qk = qk − q0

k is the difference between the charge
of the isolated atom q0

k and the charge qk obtained by
Mulliken population analysis when atom k is conforming
the molecule. The function of inter-atomic separation γij =

γij(Ui,Uj, |ERi − ERj|), interpolates smoothly between on-site
interactions with a strength Ui = γii and the bare Coulomb
interaction at large separation. The latter parameter is related

to the chemical hardness of the atomic species. Here, Sµν =
〈φµ|φν〉 are the overlap matrix elements and H0

µν are the
matrix elements of the non-SCC-TB Hamiltonian within the
Slater–Koster parametrization. H0

µν and Sµν are calculated
from first principles for a minimal Slater orbital basis and
tabulated for all pairs of species. For the calculations shown
here we have used the ‘hyb-0-2’ parameter set [50] for silver.
The DFTB method has been extensively validated for the
prediction of molecular structures and reaction energies [55].
The prediction of optical properties and simulations of
any real time quantum dynamical properties is outside the
application for which the method was initially proposed and it
has only very recently been applied to this area [56–59]. In this
respect the method inherits both the successes (and failures) of
time dependent density functional theory, but at a much lower
computational cost [60].

Mulliken charges qi are obtained by summing over every
orbital contribution as follows:

qi =
1
2

occ∑
K

nK

∑
µ∈i

N∑
ν

(c∗µKcνKSµν + c∗νKcµKSνµ) (2)

where nK are the molecular orbital fillings and cµK are
the expansion coefficients of ψGS obtained by solving the
eigenvalue problem in the atomic orbital basis. In matrix
notation we have

qi =
1
2

∑
µ∈i

(ρS+ Sρ)µµ (3)

where ρµν =
∑occ

K c∗µKnKKcKν is the one electron density
matrix.

For the quantum simulations we first perform a
determination of the self-consistent DFTB Hamiltonian and
the one electron density matrix for the system ground state
(GS). This task is carried out by using the DFTB+ code
as provided by the authors. At t > t0 we apply an external
field (of 0.01 V Å

−1
) in a short time interval (0.05 fs) to

the initial GS density matrix previously obtained [61]. The
Hamiltonian is in consequence modified accordingly: Ĥ =
Ĥ0
+E0θ(t− t0)µ̂. When the initial applied electric fields are

small, the system responds within the linear response regime.
After the application of the field, the density matrix evolves in
time and its evolution can be calculated by time integration
of the Liouville–Von Neumann equation of motion in the
non-orthogonal basis:

∂ρ̂

∂t
=

1
ih̄

(
S−1Ĥ[ρ̂]ρ̂ − ρ̂Ĥ[ρ̂]S−1

)
. (4)

This model may be viewed as an intermediate step before time
dependent density functional theory (TDDFT) in the adiabatic
local density approximation (ALDA) [62] and it was recently
applied for calculating the optical properties of biological
pigments [56, 57]. Note that Ĥ depends on ρ̂ through the
on-site charges introducing non-linear effects in the dynamics,
renormalizing the excitations of the non-self-consistent DFTB
Hamiltonian [54].

The electric field induced by plasmonic oscillations
can be calculated at any space point using the following

2
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Figure 1. Analyzed clusters. (a) Cuboctahedron with 309 silver atoms. (b) Octahedron with 489 silver atoms (left). Classical volume (blue)
overlaid with the quantum volume (spheres) for the case of the octahedron (right). (c) Dimer of two truncated octahedra with 201 silver
atoms each.

expression:

E(r) =
∑

i

1qi

4πε0

(ri − r)
‖ri − r‖3

. (5)

and 0 is calculated as follows:

0 =
|E|2(ω)
|Eappl|

2(ω)
(6)

where the applied field has the form Eappl(t) = (θ(t − t0))E0
in the time domain. This value is directly related to the Raman
signal amplification [63]. We have checked that enhancement
factors are independent of the initial applied field intensity E0
satisfying the conditions for a linear response regime.

Classical electrodynamics simulations were performed
by using the DDA method [64] which allows the simulations
of NPs with non-analytical geometry [65] and has been
demonstrated to give very good agreement with experiments.
Briefly, in this method the object of interest is an array of N
cubic polarizable volume elements and the optical response of
this array is determined by solving in a self-consistent way the
induced dipole moments in each element. The 0 distributions
around the NPs were calculated by using dipole probes [66]
and the convergence analysis of the calculations was checked
using a recently developed variation of the trapped volume
(VTV) approach [66]. In this simulation the silver dielectric
constant as tabulated by Palik [67] was used. For describing
perfect crystalline Ag NPs the dielectric constant of Johnson
and Christy is better [68] than that given in Palik; however,
for the purpose of this work the dielectric constant of Palik is
more appropriate.

The effect of electron surface scattering was introduced
into the dielectric constant [44] using the following correction
to the damping parameter γ in the Drude free electron model

γ (Leff) = γ0 + A
vF

Leff
(7)

where A is a dimensionless parameter that is determined by
details of the scattering process and is here assumed to be
equal to 0.25 [69], vF is the Fermi velocity and Leff is the
effective mean free path obtained from

Leff =
4V

S
(8)

V being the volume and S the surface of the NP.

3. Absorption spectrum simulation

For very small applied electric fields (linear response regime),
the time dependent dipole moment arising from the quantum
dynamics simulation can be expressed as

µ(t) =
∫
∞

−∞

α(t − τ)E(τ )2(t − τ)dτ (9)

where E(τ ) is the applied electric field and α(t−τ) is the time
dependent polarizability. Written in the frequency domain, the
last expression reads

µ(ω) = α(ω)E(ω). (10)

The absorption spectrum is then proportional to α(ω) which
is obtained by Fourier transforming the time dependent dipole
moment followed by deconvolution of the applied electric
field. In this particular case we have employed a pulse-shaped
(Eappl(t) = δ(t − t0)E0 with E0 = 0.01 V Å

−1
) electric field

perturbation. The average of the polarizability along the three
Cartesian axes was taken as the absorption spectrum of the
system. The absorption spectra calculated in this manner
were checked to be independent of the applied field (linear
response regime), which allows us to extract the α(ω) from
equation (10). Calculated spectra for the clusters used in this
work are shown in figure 2.

4. Quantum and classical comparison

Figure 1 shows representations of the atomic structure of
Ag NPs studied here which correspond to a cuboctahedron,
octahedron and a dimer of truncated octahedra. Figure 2
shows the absorption spectra calculated as explained before
for the three systems of figure 1. All the spectra show a single
peak with very low absorption at longer wavelength but some
non-zero absorption at shorter wavelength, in good agreement
with experiments [70]. However, the peak position seems
slightly red-shifted compared to previous TDDFT results [71].
These differences could be due to limitations of the TDDFTB
technique arising from either an overestimation of the polar-
izability of core electrons (this can have a strong influence in
the position of the absorption peak as demonstrated in [72]) or
the typical DFT-inherited underestimation of the energy gap
of the frontier orbitals [73].
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Figure 2. Absorption spectra for the systems used here:
cuboctahedron with 309 silver atoms (black), octahedron with 489
silver atoms (red) and a dimer of two truncated octahedra with 201
silver atoms each (blue).

In order to compare classical electrodynamical and
quantum calculations it is necessary to define a suitable
external surface around the NP. In this work we have
considered the external surface to be at a distance of 1.4 Å
apart from the edges defined by the atomic positions. The
value of 1.4 Å stands for Ag atomic radius. Figure 1(b) shows
the classical surface (blue filled area) wrapping the atomistic
structure for the octahedral NP.

The first case analyzed here is the 309 Ag atom
cuboctahedral NP. Figure 3 compares the result of quantum
and classical simulations of the 0 distributions taken on a
cross section of a cutting plane passing through the center
of mass of the NP. For the classical simulation (figure 3(b))
a mesh parameter of d ≈ 0.0175 nm is used in order to
reach convergence of the DDA calculation analyzed by the
VTV approach. Both simulations were performed at the
wavelengths that produce the highest values of 0 around the
NP which are λ = 436 nm and λ = 395 nm for quantum and

classical simulations, respectively. The incident polarization
and wave propagation vectors are also indicated. In order
make comparison easier, the distributions values of 0 > 20
were assigned to the upper bound (red color) of the 0-color
scale. Quite remarkably, both simulations result in general in
a very similar local field enhancement distribution: In both
distributions the highest values of 0 are localized on the
vertices and the area occupied for 0 > 20 (red color) is quite
similar for both approaches. However, a closer inspection of
the distributions indicates that there are some features intrinsic
to the atomistic structure [70] that the classical approach is
not able to reproduce (figure 3(a)). For example, the hot spots
in the quantum results are located mostly in the direction
of the polarization, whereas the classical enhancement is
evenly distributed around the vertices. The differences in the
pattern shown between the two approaches may have a crucial
importance when analyzing, for example, the spectroscopic
enhancement of a molecule inside the hot spot.

The second case studied here is a 489 Ag atom octahedral
NP. The 0 distributions on the cross section of the cutting
plane obtained for both quantum and classical calculations
are shown in figure 4. Here, the distribution was truncated to
0 = 50 in order to properly compare both approaches and,
similar to the previous example analyzed, simulations were
performed at the wavelengths that give rise to the highest
values of 0 around the NP (λ = 454 nm and λ = 424 nm
for quantum and classical simulation, respectively). A mesh
parameter of d ≈ 0.035 nm was small enough to reach
convergence as demonstrated by the VTV analysis approach.
The incident polarization and propagation vectors are also
indicated in figure 4.

The highest values of 0 are localized at the tips of
the octahedron for both quantum and classical results. The
fields are also equally aligned along the incident polarization
direction. However, the pattern of highest 0 values for the
quantum approach is extended over a larger area than in
the classical one, and the shape of this pattern seems to be
spherical as for the quantum approach, while having an arrow
like shape for the classical approach. The quantum result

Figure 3. Local field enhancement 0 for a transverse cut. Comparison between quantum and classical simulations for a 309 Ag atom
cuboctahedron. (a) Quantum TDDFTB simulations. (b) Classical DDA simulation. The electromagnetic field inside the NP has been set to
zero in order to identify the NP boundaries.

4



J. Phys.: Condens. Matter 25 (2013) 125304 C F A Negre et al

Figure 4. Local field enhancement 0 for a transverse cut. Comparison between quantum and classical simulations of a 489 Ag atom
octahedron. (a) Quantum TDDFTB simulations. (b) Classical DDA simulation. The electromagnetic field inside the NP has been set to zero
in order to identify the NP boundaries.

indicates that, even with small clusters, it should be possible
to have extended hot spots and large values of 0, provided that
the curvature on the NP surface is sharp enough. This feature
is another issue that could be interesting to test by means of
experiments for this particular shape.

In order to address the influence of including the
atomistic structure and quantum effects in LSPR coupling, we
will now compare the enhancement between NP dimers for
both approaches. For this purpose a dimer of two truncated
octahedra with 201 Ag atoms is considered. The 0 distribution
in between the NPs is calculated for different values of
inter-particle distance in order to vary the degree of the
LSPR coupling strength. The 0 distributions for the quantum
and classical approach on a plane that passes through the
major axis of the dimer is depicted in figure 5. Values for
inter-particle distances are 1.5s, 2s, 2.5s, 3s and 4s, where s

is the first neighbor distance which is 2.89 Å for the case of
Ag. The incident polarization direction (taken to be aligned to
the major axis of the dimer) and the wave propagation vector
are both indicated on the figure. After a VTV convergence
analysis, a mesh parameter of d ≈ 0.035 nm was used for the
DDA calculations. The wavelengths used in this case were
425 and 422 nm for the quantum and classical approach,
respectively, in order to produce the highest values of 0
between the NPs. Again in order to easily compare both
distribution values, the color at 0 = 600 was assigned for
0 > 600.

On the one hand, figure 5 shows that the highest values
of 0 are located in the gap between the NPs for both
quantum (figure 5(a)) and classical (figure 5(b)) calculations.
Note that these high 0 values seem to have the same
distribution for both approaches. On the other hand an

Figure 5. Local field enhancement 0 for a transverse cut in truncated octahedral NP dimers of 201 Ag atoms, separated by
1.5s, 2.0s, 2.5s, 3.0s and 4.0s, from left to right, where s is the first neighbor distance, which for the case of face centered cubic Ag is
2.89 Å. This was done for (a) quantum and (b) classical simulation. The electromagnetic field inside the NP has been set to zero in order to
identify the NP boundaries.
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Figure 6. 0 value distribution (arbitrary units) calculated during time evolution for a plasmon half-oscillation period when an oscillating
field perturbation strikes on a 489 Ag atom octahedron. The wavelength of the oscillating field is 454 nm. The first frame is taken after an
illumination time of 93 fs and the snapshots are taken every 0.087 fs. From left to right, the first four frames show the first quarter plasmon
oscillation period (enhancing period) whereas the other frames show the second quarter plasmon oscillation period (reduction period).

important feature depicted in figure 5(a) is the different trend
of 0 values with inter-particle separation when comparing
the classical and quantum calculations in figure 5(b). While
in the classical calculation 0 always increases while the
inter-particle separation decreases, in the quantum calculation
0 increases as the inter-particle separation decreases up to a
critical distance, from which it starts to decrease.

This critical distance corresponds to approximately twice
the first nearest neighbor separation s (see figure 5) which
is in agreement with previous quantum jellium results [45].
The existence of an optimal inter-particle separation for which
enhancement is a maximum can be explained in terms of
electron current flowing during LSPR that can only be taken
into account using the quantum approach. The almost zero
enhancement when the inter-particle distance is s can be
rationalized by realizing that at this distance the particles are
in chemical contact. This result is in good agreement with
experimental measurements [74] and simulations employing
TDDFT [45].

At large inter-particle distances, where the bonding
effect is no longer significant, both approaches show the
same behavior and the enhancement values decrease as the
inter-particle distance is increased.

Spatiotemporal control over localized plasmons has
been demonstrated for femtosecond lasers [75]. In order

to achieve deterministic control for localized plasmons
or surface plasmon-polaritons (SPPs) at nanostructures,
temporal characterization of femtosecond plasmons is highly
required [76]. In this quantum formalism the near-field
response of a nanostructure to an arbitrarily shaped laser
pulse is easily obtained by only modifying the function E(t)
in the initial Hamiltonian Ĥ0. For example, for a temporal
characterization of an oscillating field as a perturbation, this
function should be

E(t) = E0 sin
(

E

h̄
t

)
. (11)

The energy E = 2.73 eV (454 nm) is chosen in such a way
as to be in tune with the peak position of the absorption
spectrum. This perturbation has been applied to the octahedral
NP (figure 1(b)) and it is found that the field increases with
time during the application of the perturbation, as can be
expected.

Figure 6 shows the 0 distribution around the octahedron
at different times after the perturbation is applied.

From left to right, the frames of figure 6 correspond to the
first half of the plasmon oscillation. During the first quarter
of plasmon oscillation there is an enhancement of the field
E0 due to polarization, as the first four snapshots (from left
to right) of figure 6 show. In the second quarter, the further
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depolarization produces a decrease of the field. This effect
is appreciated in the last four frames (from left to right)
of figure 6. These cycles of polarization and depolarization
will be repeated during plasmon excitation. By being able to
recover the plasmon effect, we aim to show that the present
tool can also be used to study transient field enhancement
effects.

5. Conclusions

In this work we have performed calculations of the
enhancement around NPs including atomistic structures by
using a time dependent self-consistent density functional
tight-binding method (SCC-DFTB) and compared these quan-
tum calculations with electrodynamic simulations including
electron quantum confinement effects. The results shown
for both approaches demonstrate that there is a fairly good
agreement between the magnitude and distribution of the
enhancements around the NPs.

Performing quantum calculation with an atomistic
description of the NPs gives rise to subtle changes on
the 0 distributions around NPs that cannot be reproduced
by classical calculations. These differences are of great
importance for the understanding of the spectroscopic
behavior of a molecule located within a hot spot and the
present calculations open up the way for further experimental
studies able to account for the differences reported.

Another important effect is obtained for NP dimers,
where the 0 distributions between the NPs calculated by
the quantum approach show a maximum enhancement for
a specific inter-particle separation which is not predicted by
the classical approach. Finally, a time dependent perturbation
has been introduced in the Hamiltonian in order to obtain
the time dependent distributions of enhancement factors
around octahedral NPs. This time dependent simulations
demonstrates the capability of the present tool to study
the temporal near-field response of a nanostructure to an
arbitrarily shaped electric field.
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