
ar
X

iv
:2

40
2.

15
60

6v
1 

 [
m

at
h.

FA
] 

 2
3 

Fe
b 

20
24

Homogeneous spaces in Hartree-Fock-Bogoliubov theory

Claudia D. Alvarado, Eduardo Chiumiento

Abstract

We study the action of Bogoliubov transformations on admissible generalized one-particle
density matrices arising in Hartree-Fock-Bogoliubov theory. We show that the orbits of this
action are reductive homogeneous spaces, and we give several equivalences that characterize
when they are embedded submanifolds of natural ambient spaces. We use Lie theoretic
arguments to prove that these orbits admit an invariant symplectic form. If, in addition, the
operators in the orbits have finite spectrum, or infinite spectrum and trivial kernel, then we
obtain that the orbits are actually Kähler homogeneous spaces.
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1 Introduction

Hartree-Fock-Bogoliubov (HFB) theory, also known as generalized Hartree-Fock theory, is a
relevant tool for understanding fermionic many-body quantum systems. It is a generalization
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of the traditional Hartree-Fock theory for systems in which the particle number is not assumed
to be conserved. Although it has been studied earlier in the physics literature [9, 16, 44],
pioneering work on rigorous mathematical aspects of HFB theory was done by Bach, Lieb and
Solovej [7]. In the present paper we investigate the main objects in HFB theory from the point
of view of infinite-dimensional geometry by using Lie groups modeled on Banach spaces and its
homogeneous spaces.

We now briefly explain the motivation and framework related to HFB theory (see Appendix
A.1 for precise definitions and details). Let H be the one-particle Hilbert space, and let F = F[H]
be its associated fermionic Fock space. Let Z be the set of all normal states on F. Consider a
Hamiltonian H bounded from below on F describing the dynamics of a fermionic system. It is
of physical importance to compute the following

Egs := inf{ω(H) : ω ∈ Z}.

This is known as the total ground state energy in the grand canonical ensemble. Approximation
methods become relevant for such task, which turns out to be impossible in most cases. In HFB
theory the total ground state energy is approximated by taking as trial states the quasi-free
states with finite particle number, which is a class of states that obeys Wick’s theorem. Let us
denote by Zqf ⊆ Z the set of all quasi-free states with finite particle number on F. The HFB
energy is then defined by

EHFB := inf{ω(H) : ω ∈ Zqf}.
Clearly, we have the upper bound Egs ≤ EHFB. Now a key point, which is convenient for the
calculus of variations, is that one can rewrite the HFB in terms of an infimum over a convex set
of operators acting on H⊕ H. Denote by B1(H) and B2(H) the trace-class and Hilbert-Schmidt
operators on H, respectively. The set Zqf is indeed in a bijective correspondence with the set of
all admissible generalized one-particle density matrices (g1-pdm)

D :=

{(
γ α
α∗ 1− γ̄

)
∈ B(H ⊕ H) : 0 ≤

(
γ α
α∗ 1− γ̄

)
≤ 1H⊕H, γ = γ∗ ∈ B1(H), α

T = −α
}
,

where we write γ̄ = I0αI0, ᾱ = I0αI0, α
T = ᾱ∗, and I0 is a fixed conjugate-linear isometry on

H. Thus, each Γ = Γ[γ, α] ∈ D, is described by an operator γ ∈ B1(H), 0 ≤ γ ≤ 1, called the
one-particle density matrix, and another operator α, called the pairing matrix. We observe that
one can check that α ∈ B2(H) by elementary computations. Suppose that ω 7→ Γω denotes the
correspondence between Zqf and D, and define the HFB functional by E(Γω) := ω(H), then the
HFB energy can be rewritten in terms of admissible g1-pdms as

EHFB = inf{E(Γ) : Γ ∈ D}. (1)

Let U(H ⊕ H) be the unitary group acting on H⊕ H. An useful fact in HFB theory is that the
so-called Bogoliubov transformations satisfying the Shale-Stinespring condition given by

UBog :=

{(
u v
v̄ ū

)
∈ U(H ⊕H) : v ∈ B2(H)

}

defines an action by conjugation

UBog ×D → D, U · Γ = UΓU∗, U ∈ UBog, Γ ∈ D.
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The bijection between quasi-free states and g1-pdms turns out to be an equivariant map, where
in the set of quasi-free states one has the action of the subgroup of the unitary group on F known
as the unitary implementers.

Appart from the previously mentioned work [7], other mathematical results in HFB theory
include the following ones. In treating the existence of minimizers in (1) a serious difficulty
one has to face is the lack of weak lower semicontinuity of the HFB functional. Remarkably,
the existence of minimizers was established by Lenzmann and Lewin [29] for pseudorelativistic
fermions interacting with Newtonian gravitational forces. On the other hand, the occurrence
of pairing is a phenomena to be understood within HFB theory. This amounts to know when
there exist minimizers of the form Γ = Γ[γ, α], α 6= 0. Bach, Fröhlich and Jonsson [8] developed
a simplification of HFB theory under certain abstract assumptions, to find that the pairing
matrix can be expressed in terms of the one-particle matrix. In [6] a generalized Lieb’s variational
principle was proved, which roughly stated, means that in (1) one can only consider the infimum
over those admissible g1-pdms that are projections (Γ2 = Γ). Finally, we refer to [30] for a
numerical approach to the pairing and other problems in HFB theory, and the recent survey [5]
for the aspects mentioned in this paragraph and others in relation to HFB theory.

Throughout this paper, H is assumed to be an infinite-dimensional Hilbert space. We study
the geometric structure of orbits given by the conjugacy action of Bogoliubov transformations
on admissible g1-pdms: for Γ ∈ D,

O(Γ) := {UΓU∗ : U ∈ UBog}.

We will see that these orbits are concrete examples of infinite-dimensional homogeneous spaces
related to quantum mechanics. Geometric structures such as symplectic forms, complex or
Kähler homogeneous structures that are pervasive in classical mechanics will be constructed
for orbits of g1-pdms by using Lie algebraic arguments. Such kind of arguments are based
on general results in the existing literature of infinite-dimensional homogeneous spaces (see for
instance [12, 34, 35, 43]). Let us point out that the geometry of homogeneous spaces in the
traditional Hartree-Fock was considered in [21]; meanwhile in the physics literature, the above
orbits of g1-pdms were investigated in [39] under the assumption that they can be modeled as
finite-dimensional manifolds.

In Section 2 we study the reductive homogeneous space structure of orbits of admissible
g1-pdms and quasi-free states with finite particle number. We first recall some useful results of
the Lie group structure of the Bogoliubov transformations that are scattered in the literature
on both Lie groups and HFB theory. In fact, UBog belongs to the class of restricted Lie groups
studied by Neeb [33], and its Lie algebra is identified with

uBog :=

{(
x1 x2
x̄2 x̄1

)
∈ B(H⊕ H) : x1 = −x∗1, x2 = −xT2 ∈ B2(H)

}
,

which has the following restricted norm

∥∥∥∥
(
x1 x2
x̄2 x̄1

)∥∥∥∥
res

:= 2max{‖x1‖, ‖x2‖2}.

We show that the orbits O(Γ) ≃ UBog/U
Γ
Bog can be endowed with the structure of reductive

homogeneous space, where UΓ
Bog is the isotropy group at Γ ∈ D. We also prove that O(Γ) is
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connected if and only if 1
2 is not an eigenvalue of Γ. Otherwise, O(Γ) has two connected compo-

nents (see Theorem 2.9). To construct the infinite-dimensional homogeneous space structure one
has to find an accessible expression of the isotropy group UΓ

Bog to show that its Lie algebra is a
complemented subspace of uBog. This can be done thanks to a well-known diagonalization result
for g1-pdms by Bogoliubov transformations [7], which implies that each orbit has a diagonal
g1-pdm. As a direct consequence of the mentioned correspondence between g1-pdms and quasi-
free states, we obtain that orbits of quasi-free states with finite particle number are reductive
homogeneous spaces. We observe that the projection P− on H⊕ H defined by P−(f, g) = (0, g)
is a g1-pdm, and the orbit O(P−) is actually the isotropic restricted Grassmannian related to
loop groups (see [38]).

In Section 3 we give several equivalent characterizations to guarantee that orbits of g1-pdms
are embedded submanifolds of natural affine spaces. Besides the extrinsic geometric structure of
the orbits as homogeneous spaces, which are in this way equipped with the quotient topology, it
is desirable to give a more intrinsic type of manifold structure on them. The following inclusion
is not difficult to check

O(Γ) ⊆ i uBog +

(
0 0
0 1

)
:= i uBog +P−.

This gives a relative topology on g1-pdms inherited from i uBog +P−, whose restricted metric
is defined by d(Γ0,Γ1) = ‖Γ0 − Γ1‖res. We prove that the following conditions are equivalent:
tangent spaces of O(Γ) are closed in i uBog, the quotient topology and the relative topology co-
incide in O(Γ) , and Γ has finite spectrum. Furthermore, these are also equivalent to being O(Γ)
an embedded submanifold of i uBog +P− (Theorem 3.9). In the process, we discuss derivations
induced by g1-pdms defined as follows: for each Γ ∈ D, set δΓ : uBog → uBog, δΓ(X) = [iΓ,X],
for all X ∈ uBog. These, in turn, are useful in the construction of continuous local cross sections
for the action that allow us to compare the two mentioned topologies. This circle of ideas has
recently been studied for unitary orbits in operator ideals by Beltiţă and Larotonda (see [13]
and the references therein). Also our results on the topology of g1-pdms might be considered
as a natural extension of similar ones related to one-particle density matrices (see [17, 26]). In
contrast to the aforementioned works that deal with unitary invariant metrics, notice that the
action of Bogoliubov transformations is not invariant for the previous restricted metric.

In Section 4 we construct an invariant symplectic form on the orbits. We introduce for each
Γ ∈ D the continuous 2-cocycle sΓ : uBog × uBog → R defined by

sΓ(X,Y ) := Tr(X[iΓ, Y ]).

Then a standard construction can be applied to obtain a weakly symplectic homogeneous space
(O(Γ), ω), where ω = Σ(sΓ) is the symplectic form induced by sΓ. In the case in which Γ
has finite spectrum, we show that ω is a strong symplectic form. Furthermore, we prove in
Theorem 4.12 that (O(Γ), ω) is a Kähler homogeneous space in the following two cases: when
the spectrum of Γ is finite, or when the spectrum of Γ is infinite and ker(Γ) = {0}. This is
shown by using the notion of Kähler polarizations. In this regard, we refer to [12, 34] for general
results in the infinite-dimensional setting, and to [10, 14, 34] for interesting examples.

We include an appendix to make the exposition more self-contained. It contains notation
and necessary results on HFB theory, and it treats the needed geometric structures in the setting
of Banach manifolds.
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2 Reductive homogeneous spaces

2.1 Lie group structure of Bogoliubov transformations

We assume that H is an infinite-dimensional separable complex Hilbert space, and we consider
the group of Bogoliubov transformations satisfying the Shale-Stinespring condition, namely

UBog :=

{(
u v
v̄ ū

)
∈ U(H⊕ H) : v ∈ B2(H)

}
.

The conjugate-linear isometry I0 that defines x̄ = I0xI0 for every x ∈ B(H) is associated to a fixed
orthonormal basis {ϕk}k≥1 of H. This means that I0 is defined by I0(

∑
k≥1 µkϕk) =

∑
k≥1 µ̄kϕk,

for every sequence {µk}k≥1 ∈ ℓ2(C).
We begin by recalling several topological and geometric properties of the group UBog. Many

of them are indeed well-known in the Lie groups literature; our presentation intend to relate
them with the Hartree-Fock-Bogoliubov framework in the most convenient way to our purposes.
Among other aspects we observe the relation of Bogoliubov transformations with an orthogonal
group that appears in the Clifford algebra formulation. Also it turns out that UBog fits into the
class of the so-called restricted Lie groups. Our main reference is the work of Neeb ([33]), where
the reader can find a detailed account about these groups and its Lie algebras.

Remark 2.1. We recall a Banach algebra and two Lie groups related to UBog.

i) The restricted algebra. Let P± be the orthogonal projections on H⊕H defined by P+(f, g) =
(f, 0) and P−(f, g) = (0, g), for all f, g ∈ H. We set

D := P+ − P− =

(
1 0
0 −1

)
.

Consider the following restricted algebra associated with D and the Hilbert-Schmidt operators:

B2(H⊕ H,D) := {X ∈ B(H⊕ H) : [X,D] ∈ B2(H ⊕H)}

=

{(
x11 x12
x21 x22

)
∈ B(H⊕ H) : x12, x21 ∈ B2(H)

}
.

This is a complex Banach ∗-algebra equipped with the norm

‖X‖res := 2max{‖x11‖, ‖x22‖, ‖x12‖2, ‖x21‖2}, (2)

where ‖ · ‖ and ‖ · ‖2 are the operator norm and the Hilbert-Schmidt norm, respectively. We
refer to this norm as the restricted norm. The factor 2 is added to get the submutiplicative
property of this norm, which can be checked by elementary estimates with the operator and
Hilbert-Schmidt norms. Notice that UBog ⊆ B2(H ⊕ H,D). We remark that multiplication by
unitaries in UBog is not isometric for the restricted norm, i.e. in general ‖UX‖res 6= ‖X‖res and
‖XU‖res 6= ‖X‖res, for U ∈ UBog and X ∈ B2(H⊕ H,D).

ii) A restricted general linear group. Recalling that I0 is the conjugation associated to the fixed
orthonormal basis {ϕk}k≥1, we put

I :=

(
0 I0
I0 0

)
. (3)
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Clearly, I is a conjugation acting on H ⊕ H. Also note that I∗ = I. As I is conjugate-linear
this means that 〈(f1, f2), I(g1, g2)〉 = 〈(g1, g2), I(f1, f2)〉, for all (f1, f2), (g1, g2) ∈ H ⊕ H. Let
GL(H ⊕ H) denotes the group of linear invertible operators on H ⊕ H. As a particular case of
[33, Def. III.3] obtained by taking the aforementioned conjugation I and self-adjoint operator
D, we consider the following restricted general linear group

GL2(H⊕ H, I,D) := {G ∈ GL(H⊕ H) : G−1 = IG∗I, [G,D] ∈ B2(H⊕ H)}

=

{(
g11 g12
g21 g22

)
∈ GL(H⊕ H) :

(
g11 g12
g21 g22

)−1

=

(
gT22 gT12
gT21 gT11

)
, g12, g21 ∈ B2(H)

}

This group carries a Lie group structure endowed with the restricted norm. As a direct conse-
quence of the matrix description of GL2(H⊕ H, I,D), notice that

UBog = {U ∈ U(H ⊕ H) : U = IUI, [U,D] ∈ B2(H⊕ H)}
= U(H⊕ H) ∩GL2(H⊕ H, I,D). (4)

The Lie algebra of GL2(H⊕H, I,D) has the usual commutator of operators as Lie bracket, and
it is given by

gl2(H⊕ H, I,D) := {X ∈ B(H⊕ H) : X = −IX∗I, [X,D] ∈ B2(H⊕ H)}

=

{(
x11 x12
x21 −xT11

)
∈ B(H⊕ H) : x12 = −xT12 ∈ B2(H), x21 = −xT21 ∈ B2(H)

}
.

(5)

Finally, we note that gl2(H⊕H, I,D) is an involutive Lie algebra. This means that is a complex
Lie algebra endowed with an involution ∗ such that (X∗)∗ = X and [X,Y ]∗ = [Y ∗,X∗]. The
involution is given by the usual operator adjoint. In particular, the involution determines a real
form of g, which is the real subalgebra defined by

gl2(H⊕ H, I,D)R := {X ∈ gl2(H⊕ H, I,D) : X∗ = −X}.
The Lie algebra gl2(H⊕H, I,D) will be used in Section 4 for the construction of Kähler structures
on orbits of g1-pdms.

iii) The restricted orthogonal group. We write HR for the underlying real Hilbert space, and
let J0 : HR → HR, J0f = if , be its complex structure. Let GL(HR) be the group of real linear
invertible operators on HR. The restricted orthogonal group is defined by

Ores(H
R) := {O ∈ GL(HR) : Oτ = O−1, [O, J0] ∈ B2(H

R) }.
Here we writeOτ for the transpose of O relative to the inner product ℜ 〈 , 〉 of HR. Several proper-
ties of this group were studied in [20, 33, 36, 38, 40]. In particular, Ores(H

R) is a Lie group having
two connected components. Its topology is defined by the norm ‖O‖res := max{‖O‖, ‖[J0, O]‖2},
O ∈ Ores(H

R), and its Lie algebra is given by

ores(H
R) := {A ∈ B(HR) : Aτ = −A, [A, J0] ∈ B2(H

R) }.
Given an operator A ∈ B(HR), we may write A = Ac + Aa, where Aa := 1

2 (A+ J0AJ0) and
Ac :=

1
2(A − J0AJ0) are called the antilinear part (or conjugate-linear part) and linear part of

A, respectively. Observe that the maps A 7→ Aa and A 7→ Ac are projections, AaJ0 = −J0Aa

and AcJ0 = J0Ac. For A ∈ B(HR) such that Aτ = −A, note that A ∈ ores(H
R) if and only

Aa ∈ B2(H
R).
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Let u(H⊕H) denote the Lie algebra of U(H⊕H) consisting of all skew-adjoint operators. In
the next proposition we collect several facts on the group UBog, including its relation with the
above restricted general linear and orthogonal groups. We abbreviate G := GL2(H ⊕ H, I,D)
and g := gl2(H⊕ H, I,D).

Proposition 2.2. UBog is a real Lie subgroup of G, whose Lie algebra is given by

uBog := {X ∈ u(H ⊕H) : X = IXI, [X,D] ∈ B2(H⊕ H)}

=

{(
x1 x2
x̄2 x̄1

)
∈ B(H ⊕H) : x1 = −x∗1, x2 = −xT2 ∈ B2(H)

}
= gR.

In particular, the topology of UBog is defined by the norm

∥∥∥∥
(
u v
v̄ ū

)∥∥∥∥
res

= 2max{‖u‖, ‖v‖2}. (6)

Furthermore, the following assertions hold:

i) If U =

(
u v
v̄ ū

)
∈ UBog, then u and ū are Fredholm operators of index zero.

ii) The map Ξ : Ores(H
R) → UBog defined by

Ξ(O) =

(
u v
v̄ ū

)
if and only if O = u+ vI0, u = Oc, vI0 = Oa, (7)

is an isomorphism of Lie groups.

iii) Let igR := {X ∈ g : X = X∗} be the self-adjoint part of g. The polar decomposition given
by

UBog × igR → G, (U,X) 7→ UeX ,

is a diffeomorphism and the inclusion UBog →֒ G is a homotopy equivalence.

iv) π0(UBog) = Z2. The higher homotopy groups of UBog are 8-periodic, and consequently, they
are determined by πi(U

0
Bog) = 0, i = 1, 3, 4, 5, πi(U

0
Bog) = Z, i = 2, 6, and πi(U

0
Bog) = Z2,

i = 7, 8.

v) There is a Z2-valued index map defined by

indUBog
: UBog → Z2, indUBog

((
u v
v̄ ū

))
= dimker(u) (mod 2).

This is a continuous morphism of groups, which parametrizes the two connected compo-
nents of UBog.

Proof. First, it is easy to see that UBog is closed in G and uBog = {X ∈ g : etX ∈ UBog, ∀t ∈ R}.
Also note that uBog = gR := {X ∈ g : X∗ = −X} is the real form of g, which has a closed
supplement in g given by igR := {X ∈ g : X∗ = X}. According to Theorem A.10, it remains to
be shown that there are open sets 0 ∈ W ⊆ g, 1 = 1H⊕H ∈ V ⊆ G, such that the exponential map
exp : W → V is a diffeomorphism satisfying exp(W∩uBog) = V∩UBog. The non trivial inclusion
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is ‘⊇’. Pick U = eX ∈ UBog, for some X ∈ W. Eventually shrinking V so that ‖U − 1‖res < 1,
and then using analytic functional calculus in the Banach algebra B2(H ⊕ H,D), one gets that

X = log(U) =
∑

n≥1(−1)n+1 (U−1)n

n ∈ B2(H ⊕ H,D). By this expression in terms of a series, it
follows that X∗ = −X and X = IXI. Therefore, X ∈ uBog. Hence UBog is a Lie subgroup of
G, whose Lie algebra is given by uBog.

i) Using the expressions in (25), and noting that v ∈ B2(H) and thus a compact operator, it
follows that u is invertible in the Calkin algebra. Hence u and ū are Fredholm operators. We
write ind(u) = dimker(u) − dimker(u∗) for its Fredholm index. But U is unitary, so that it is
a Fredholm operator of index zero on H ⊕ H. It is a well-known property of the index of block
operator matrices that one can calculate 0 = ind(U) = ind(u) + ind(ū). Since ind(u) = ind(ū),
it follows that ind(u) = ind(ū) = 0.

ii) We follow the construction in [33, Section IV.2] (see also [37]). We begin by taking the
complexification HC := (HR)C, and denote by J the extension of J0 to HC. One possible way
to introduce the complexification is to put HC = HR × HR as a set equipped with the usual
sum, multiplication by complex scalars and inner product. The extension of an arbitrary linear
operator A on HR to HC is given by AC(f, g) = (Af,Ag), for f, g ∈ HR. Notice that we can
decompose the space as HC = H+

C
⊕H−

C
, where H±

C
are the ±i-eigenspaces of J . Each vector in H±

C

can be written as (f,∓if). It can be checked that the operator U : H → H+
C
, Uf = 1√

2
(f,−if) is

a complex linear surjective isometry. Next we define the conjugation C : HC → HC, C((f, g)) =
(f,−g). Clearly, we have that HR ∼= HR × {0} = {(f, g) ∈ HC : C((f, g)) = (f, g)}. Also note
that CH±

C
= H∓

C
. There is an isometric isomorphism between H ⊕ H and HC = H+

C
⊕ H−

C
given

by

T : H⊕ H → HC, T ((f, g)) = Uf + CUI0g =
1√
2
(f + ḡ, i(ḡ − f)) .

By using this isomorphism we can identify operators on H ⊕ H with operators on HC, i.e.
B(H ⊕ H) → B(HC), X 7→ AdTX = TXT−1. Let U(HC) be the unitary group of HC. The
extension of orthogonal operators to HC gives the following isomorphism between the Lie groups

Ores(H
R) → {U ∈ U(HC) : UC = CU, [U, J ] ∈ B2(HC) }, O 7→ OC.

Therefore, there is a Lie group isomorphism given by

Ξ : Ores(H
R) → UBog, Ξ(O) = T−1OCT. (8)

We only observe that the map Ξ actually takes values in UBog, which can be deduced from
the characterization given in (4), and noting that iD = AdT−1J and I = AdT−1C. All the
properties of Lie group isomorphism are straightforward to check. Finally, we remark that this
isomorphism can be written in terms of the block matrix operators, and the linear and antilinear
parts as in Eq. (7).

iii) These are proved in [33, Prop. III.2] and [33, Prop. III.8].

iv) This is [33, Prop. III.14] combined with the homotopy equivalence of item iii).

v) For instance, we refer to [4] for the construction of this Z2-valued index map. Alternatively,
an index was given in [20] for a general restricted orthogonal group on a real Hilbert space with a
complex structure. For our particular real Hilbert space HR with complex structure J0 the men-
tioned index is given by indOres : Ores(H

R) → Z2, indOres(O) = dimC ker(O − J0OJ0) (mod 2),
where the subscript C means that the complex dimension must be computed. One can verify
that indUBog

(U) = indOres(Ξ
−1(U)).
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2.2 A reductive structure on orbits of g1-pdms and quasi-free states

In this subsection, we study the orbits of the conjugacy action of UBog on admissible g1-pdms
as reductive homogeneous spaces of UBog, or equivalently, orbits of quasi-free states with finite
particle number.

Remark 2.3. We first point out some useful spectral properties of g1-pdms.

i) According to Theorem A.8, any Γ ∈ D can be diagonalized

WΓW ∗ =

(
Λ 0
0 1− Λ

)
,

for some unitary W ∈ UBog. In what follows, it will be convenient to express Λ using the
spectral theorem for trace-class operators. Indeed, there is a family of orthogonal projections
{pi}ri=0 (0 ≤ r ≤ ∞) satisfying

∑r
i=0 pi = 1 (strong operator topology convergence if r = ∞),

pipj = δijpi, dim(ran(pi)) := mi <∞ for all i ≥ 1 and

Λ =

r∑

i=1

λipi.

Here the convergence is understood in the ‖ · ‖1-norm if r = ∞; and the eigenvalues satisfy
λi ∈ (0, 12 ], i ≥ 1, λi 6= λj if i 6= j and

∑r
i=1miλi < ∞. Observe that one can also assume pi =

p̄i = pTi because Λ is diagonal with respect to the fixed orthonormal basis {ϕk}k≥1. Finally, we
put λ0 = 0, so that p0 is the projection onto ker(Λ), which satisfies dim(ran(p0)) := m0 ∈ [0,∞].

ii) Notice that the spectrum of Γ is then given by

σ(Γ) = {0, 1} ∪ {λi}ri=1 ∪ {1− λi}ri=1.

Since Γ is a self-adjoint operator, it is well known that σ(Γ) = σp(Γ) ∪ σess(Γ), where σp(Γ)
and σess(Γ) indicate the point spectrum (consisting of all eigenvalues of finite multiplicity) and
the essential spectrum of Γ, respectively. Clearly, we have σp(Γ) = {λi}ri=1 ∪ {1 − λi}ri=1 and
σess(Γ) = {0, 1}.
Remark 2.4. Notice that UBog acts on D by unitary conjugation:

U · Γ = UΓU∗, U ∈ UBog, Γ ∈ D.

It is well-known in the Hartree-Fock-Bogoliubov literature that this is actually an action (see,
e.g., [7]). We add the matrix form of U · Γ to briefly show this fact here. If Γ = Γ[γ, α],

U =

(
u v
v̄ ū

)
, then

U · Γ =

(
uγu∗ + vα∗u∗ + uαv∗ + v(1− γ̄)v∗ uγv̄∗ + vα∗v̄∗ + uαū∗ + v(1− γ̄)ū∗

v̄γu∗ + ūα∗u∗ + v̄αv∗ + ū(1− γ̄)v∗ v̄γv̄∗ + ūα∗v̄∗ + v̄αū∗ + ū(1− γ̄)ū∗

)
. (9)

From this expression, we deduce that the entry (U · Γ)11 ∈ B1(H) because α, v ∈ B2(H) (see
Remark A.6 ii)). Also it easily follows that (U · Γ)22 = 1 − (U · Γ)11 using that αT = −α, or
equivalently, α∗ = −ᾱ. The remaining conditions to ensure that U · Γ ∈ D are trivial.
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Given Γ ∈ D, we consider its orbit

O(Γ) = {UΓU∗ : U ∈ UBog}.

In order to prove that these orbits are smooth homogeneous spaces of UBog, we have to consider
the isotropy group of UBog at Γ, that is,

UΓ
Bog := {U ∈ UBog : UΓU∗ = Γ},

and prove the following:

Lemma 2.5. UΓ
Bog is a Lie subgroup of UBog.

Proof. First, it is clear UΓ
Bog is a closed subgroup of UBog in topology defined by the norm in

(6). Set
uΓBog := {X ∈ uBog : etX ∈ UΓ

Bog, ∀t ∈ R},
which is then a closed Lie subalgebra of uBog by Theorem A.10. By the same result we have to
check that there are open sets 0 ∈ W ⊆ uBog, 1 ∈ V ⊆ UBog, such that the exponential map
exp : W → V is a diffeomorphism satisfying exp(W ∩ uΓBog) = V ∩ UΓ

Bog, and the subspace uΓBog

has a closed supplement in uBog.
It will be useful to observe that

uΓBog = {X ∈ uBog : XΓ = ΓX} . (10)

Indeed, one inclusion can be shown by taking the derivative of the curve γ(t) = etX at t = 0;
meanwhile the other inclusion follows from the fact that XΓ = ΓX implies that (tX)nΓ =
Γ(tX)n, n ≥ 0, and consequently, etXΓ = ΓetX . In order to check exp(W∩uΓBog) = V ∩UΓ

Bog, we

take U = eX ∈ UΓ
Bog, where X ∈ W. Using analytic functional calculus in the Banach algebra

B2(H ⊕ H,D), we get that X = log(U) =
∑

n≥1(−1)n+1 (U−1)n

n , whenever V is a sufficiently
small identity neighborhood. Since UΓ = ΓU yields (U − 1)nΓ = Γ(U − 1)n, n ≥ 1, we obtain
that log(U)Γ = Γ log(U), which proves the desired inclusion. The other inclusion is trivial.

Now we show that uΓBog admits a closed supplement in uBog. Note thatWUΓ
BogW

∗ = UWΓW ∗

Bog

for every W ∈ UBog. Then it follows that UΓ
Bog is a Lie subgroup if and only if UWΓW ∗

Bog is.
By Theorem A.8 we may therefore assume that Γ has the form Γ = Γ[Λ, 0], where Λ is a
trace-class diagonal operator with respect to the fixed orthonormal basis {ϕk}k≥1. We now
use the notation and properties given in Remark 2.3, where Λ is expressed as Λ =

∑r
i=1 λipi

for a decomposition of the identity {pi}ri=0 (0 ≤ r ≤ ∞). Recall that Γ has spectrum given
by σ(Γ) = {0, 1} ∪ {λi}ri=1 ∪ {1 − λi}ri=1, where λi ∈ (0, 12 ] are distinct eigenvalues of finite
multiplicity.

Then for any operator X =

(
x1 x2
x̄2 x̄1

)
∈ uBog, the condition XΓ = ΓX is equivalent to have

x1Λ = Λx1, x2(1− Λ) = Λx2. (11)

From x1Λ = Λx1, it follows that λjpix1pj = λipix1pj for i, j ≥ 0. Thus, (λi − λj)pix1pj = 0,
which yields pix1pj = 0, whenever i 6= j, i, j ≥ 0. Hence x1 must have the block diagonal form
x1 =

∑r
i=0 pix1pi.
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On the other hand, x2(1 − Λ) = Λx2 implies that (1 − λj − λi)pix2pj = 0, i, j ≥ 0. But
1 − λj − λi = 0 only if λi = λj = 1

2 . Thus, we have two cases. In the first case, x2 = 0 when
λ = 1

2 is not an eigenvalue of Γ. In the second case, we may w.l.o.g. assume that λ1 = 1
2 is an

eigenvalue of Γ and p1 is the finite-rank projection onto the corresponding eigenspace. Therefore
pix2pj = 0 for all i, j ≥ 0, except when i = j = 1, which is equivalent to say that x2 = p1x2p1.
Hence when 1

2 /∈ σ(Γ) the Lie algebra of the isotropy group can be written as

uΓBog =

{(
x1 0
0 x̄1

)
∈ uBog : x1 =

r∑

i=0

pix1pi

}
,

meanwhile when 1
2 ∈ σ(Γ) is

uΓBog =

{(
x1 x2
x̄2 x̄1

)
∈ uBog : x1 =

r∑

i=0

pix1pi, x2 = p1x2p1

}
.

Then a continuous projection EΓ : uBog → uBog with range ran(EΓ) = uΓBog is given by

EΓ
((

x1 x2
x̄2 x̄1

))
=





(∑r
i=0 pix1pi 0

0
∑r

i=0 pix̄1pi

)
if 1

2 /∈ σ(Γ),

(∑r
i=0 pix1pi p1x2p1

p1x̄2p1
∑r

i=0 pix̄1pi

)
if 1

2 ∈ σ(Γ).

The convergence of the series is in the strong operator topology when r = ∞. This proves that
uΓBog has the closed supplement mΓ := ker(EΓ) in both cases.

Remark 2.6. Repeating the same computations at the group level that we have done at the Lie
algebras level in the previous proof, we find that when 1

2 /∈ σ(Γ) the isotropy group is given by

UΓ
Bog =

{(
u 0
0 ū

)
∈ UBog : u =

r∑

i=0

piupi

}
. (12)

In the case where 1
2 ∈ σ(Γ), the isotropy group is given by

UΓ
Bog =

{(
u v
v̄ ū

)
∈ UBog : u =

r∑

i=0

piupi, v = p1vp1

}
. (13)

It wil be useful to consider the projections EΓ defined in the proof of Lemma 2.5. The follow-
ing definition is motivated by the conditional expectations associated to normal diagonalizable
operators given in [13].

Definition 2.7. Let Γ = Γ[Λ, 0] be a diagonal g1-pdm which defines a family of projections
{pi}ri=0 (0 ≤ r ≤ ∞) satisfying the properties of Remark 2.3. The conditional expectation
associated to Γ is the map EΓ : uBog → uBog defined by

EΓ
((

x1 x2
x̄2 x̄1

))
=





(∑r
i=0 pix1pi 0

0
∑r

i=0 pix̄1pi

)
if 1

2 /∈ σ(Γ),

(∑r
i=0 pix1pi p1x2p1

p1x̄2p1
∑r

i=0 pix̄1pi

)
if 1

2 ∈ σ(Γ).

(14)

The convergence is in the strong operator topology when r = ∞.
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Remark 2.8. It is straightforward to check that the conditional expectations in Eq. (14) satisfy
properties similar to that of conditional expectations in operator algebras: E2

Γ = EΓ, ran(EΓ) =
uΓBog, ‖EΓ‖ = sup‖X‖res=1 ‖EΓ(X)‖res = 1, and EΓ(UZU∗) = UEΓ(Z)U∗, whenever U ∈ UΓ

Bog and
Z ∈ uBog.

Theorem 2.9. Let Γ ∈ D. Then the following assertions hold.

i) The orbit O(Γ) ∼= UBog/U
Γ
Bog is a reductive homogeneous space of UBog. Its tangent space

at Γ1 can be identified with the real Banach space

TΓ1O(Γ) = {[X,Γ1] : X ∈ uBog},

equipped with the norm ‖[X,Γ1]‖Γ1 := inf{‖X + Y ‖res : Y Γ1 = Γ1Y }.

ii) Let us denote by

U+
Bog := {U ∈ UBog : indUBog

(U) = 0}, U−
Bog := {U ∈ UBog : indUBog

(U) = 1}.

If 1
2 /∈ σ(Γ), then O(Γ) = U+

Bog · Γ ∪ U−
Bog · Γ, is the union of two connected components.

If 1
2 ∈ σ(Γ), then O(Γ) = U+

Bog · Γ = U−
Bog · Γ is connected.

Proof. i) The map O(Γ) → UBog/U
Γ
Bog, WΓW ∗ 7→ WUΓ

Bog, is a bijection. Thus, we endow O(Γ)
with the manifold structure making such map into a diffeomorphism. The manifold structure of
UBog/U

Γ
Bog follows by using Theorem A.10 and Lemma 2.5. Indeed, by these results UBog/U

Γ
Bog

becomes a smooth homogeneous space of UBog.
The assertion about tangent spaces now follows by using that the map π : UBog → O(Γ),

π(U) = UΓU∗, is a submersion. Indeed, its tangent map at U ∈ UBog, U · Γ = Γ1, satisfies
TΓ1O(Γ) = ran(TUπ) ∼= uBog /u

Γ1
Bog

∼= {[X,Γ1] : X ∈ uBog}, where [X,Γ1] = XΓ1 − Γ1X and

ker(TUπ) = uΓ1
Bog is the Lie algebra of the isotropy group at Γ1. The norm given in the statement

is an expression for the quotient norm in uBog /u
Γ1
Bog.

To prove that O(Γ) is a reductive homogeneous space we may assume that Γ is diagonal,
take EΓ its conditional expectation and mΓ = ker(EΓ). From the proof of Lemma 2.5, we
know that uΓBog ⊕ mΓ = uBog. Since EΓ(UXU∗) = UEΓ(X)U∗, for U ∈ UΓ

Bog and X ∈ uBog,
it follows that AdU (mΓ) = mΓ. Then, for Γ1 = UΓU∗, set mΓ1 := UmΓU

∗. This is well
defined since UΓU∗ = WΓW ∗ implies W ∗U ∈ UΓ

Bog. Thus, EΓ = AdW ∗U ◦ EΓ ◦ AdU∗W , which
yields UmΓU

∗ =WmΓW
∗. By similar properties the distribution {mΓ1}Γ1∈O(Γ) clearly satisfies

uBog = mΓ1 ⊕ u
Γ1
Bog and AdU (mΓ1) = mΓ1 , for U ∈ UΓ1

Bog. Fix Γ1 ∈ O(Γ). For any U ∈ UBog

such that Γ1 = UΓU∗, the projection EΓ1 := UEΓ(U∗ · U)U∗ is the unique projection satisfying
ran(EΓ1) = u

Γ1
Bog and ker(EΓ1) = mΓ1 . On the other hand, the map πΓ1 : UBog → O(Γ),

πΓ1(U) = UΓ1U
∗, is a submersion. This is equivalent to the existence of a smooth local cross

section at every point (see [43, Cor. 8.3]). In particular, there are an open set VΓ1 ⊆ O(Γ),
Γ1 ∈ VΓ1 and a smooth map sΓ1 : VΓ1 → UBog such that πΓ1 ◦sΓ1 = id|VΓ1

. Consider the smooth
map F : UBog → B(uBog), F (U) = 1B(uBog)−UEΓ(U∗ · U)U∗ and the map f : O(Γ1) → B(uBog),
f(Γ′) = 1B(uBog) − EΓ′ . Therefore, f = F ◦ sΓ1 locally at each Γ1. Since Γ1 is arbitrary, we
get that f is a smooth map, and consequently, the distribution {mΓ1}Γ1∈O(Γ) is smooth. Hence
O(Γ) is a reductive homogeneous space.

ii) According to Proposition 2.2, the Z2-valued index on UBog parametrizes the two connected
components of this group U+

Bog and U−
Bog. Therefore, U+

Bog · Γ = {UΓU∗ : U ∈ U+
Bog} is a
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connected set because the map πΓ : UBog → O(Γ), πΓ(U) = UΓU∗ is continuous. Let us show
that U+

Bog · Γ is a connected component of O(Γ). Recall that path and connected components
coincide in manifolds. So take a continuous path δ : [0, 1] → O(Γ), δ(0) = Γ and δ(1) = Γ1. We
have to prove that Γ1 ∈ U+

Bog · Γ.
By item i) the maps πΓ′ : UBog → O(Γ), πΓ′(U) = UΓ′U∗, are submersions. As we have

observed above, there are an open set VΓ′ ⊆ O(Γ), Γ′ ∈ VΓ′ and a smooth map sΓ′ : VΓ′ → UBog

such that πΓ′ ◦ sΓ′ = id|VΓ′
. By a standard compactness argument, there are a partition 0 =

t0 < t1 < . . . < tn = 1, open connected sets Vi := Vδ(ti), and smooth sections si := sδ(ti) of πδ(ti),

i = 0, . . . , n, such that δ([0, 1]) ⊆ ⋃n
i=0 Vi. Set δ(ti) := Γ(i), i = 0, . . . , n, where Γ = Γ(0) and

Γ1 = Γ(n). For i = 0, we can have indUBog
(s0(Γ)) = 0 or indUBog

(s0(Γ)) = 1. In the first case,
we write s̃0 = s0. In the second case, we modify the section by defining s̃0(Γ

′) = s0(Γ
′)s0(Γ).

Now this a smooth section which satisfies indUBog
(s̃0(Γ)) = 0, and using that V0 is connected,

it also holds that indUBog
(s̃0(Γ

(1))) = 0. Notice that s̃0(Γ
(1))Γs̃0(Γ

(1))∗ = Γ(1). We may modify

the other sections si for i = 1, . . . , n − 1 to obtain that indUBog
(s̃i(Γ

(i+1))) = 0 and

s̃n−1(Γ
(n)) . . . s̃1(Γ

(2))s̃0(Γ
(1))Γs̃0(Γ

(1))∗s̃1(Γ
(2))∗ . . . s̃n−1(Γ

(n))∗ = Γ(n) = Γ1 .

This means that Γ1 ∈ U+
Bog · Γ. Thus, U+

Bog · Γ is a connected component.

Clearly, O(Γ) = U+
Bog · Γ ∪U−

Bog · Γ. Fix R ∈ U−
Bog. Note that the map U+

Bog · Γ → U−
Bog · Γ,

UΓU∗ → RUΓU∗R∗, is continuous. Therefore, U−
Bog · Γ is also connected. To show that it is a

connected component, it suffices to prove that U+
Bog ·Γ∩U−

Bog·Γ = ∅. Assume that UΓU∗ = V ΓV ∗

for U ∈ U+
Bog and V ∈ U−

Bog. Then we have indUBog
(V ∗U) = 1 and V ∗U ∈ UΓ

Bog. Note that

WU±
BogW

∗ = U±
Bog for every W ∈ UBog. Thus, we may further assume that Γ has a diagonal

form. When 1
2 /∈ σ(Γ) the isotropy group is descirbed in (12). Thus we get that P+(V

∗U)|H⊕{0}
is a block unitary operator. In particular, indUBog

(V ∗U) = 0, a contradiction. This proves that

U−
Bog · Γ is also a connected component.

Finally, we suppose that 1
2 ∈ σ(Γ). Again we can conjugate Γ by a Bogoliubov transforma-

tion, so that Γ is assumed to be diagonal. Now we use the expression of the isotropy group in
(13). Take a vector ϕ1 ∈ ran(p1) = ker(Λ − 1

21) (λ1 = 1
2 ). Define a Bogoliubov transformation

S by S((ϕ1, 0)) = (0, ϕ1), S((0, ϕ1)) = (ϕ1, 0), and that leaves fixed all the other vectors of the
basis {(ϕi, 0)}i≥1 ∪ {(0, ϕj)}j≥1. Then SΓS∗ = Γ. But U+

BogS = U−
Bog because indUBog

(S) = 1,

so that U+
Bog · Γ = U+

BogS · Γ = U−
Bog · Γ = O(Γ).

Corollary 2.10. D is a smooth manifold.

Proof. Notice that D is the disjoint union of orbits, D =
⊔

[Γ]∈D/≈O(Γ), where we write ≈ for
the equivalence relation induced by the orbits.

Remark 2.11. We apply the previous results on g1-pdms to analyze the set Zqf of all quasi-
free states. According to Theorem A.1, for any U ∈ UBog, there exists a unitary implementer
U = UU : F → F. The implementer is unique up to a constant in T. Thus, given ω ∈ Zqf , the
state defined by ωU (A) = ω(UAU∗), A ∈ A, is independent of the unitary implementer. Also
as we have stated in Remark A.6 i), it can be checked that ωU ∈ Zqf . Furthermore, the map

UBog ×Zqf → Zqf , (U,ω) 7→ U · ω = ωU

turns out to be an action of UBog on Zqf . This follows immediately by using (28) to show that
UUV = λUUUV , for U, V ∈ UBog and some λ ∈ T.
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Corollary 2.12. The following assertions hold:

i) For each ω ∈ Zqf , the orbit O(ω) := {ωU : U ∈ UBog} is a reductive homogeneous space of
UBog. Consequently, Zqf is a smooth manifold.

ii) The map Φ : Zqf → D, Φ(ω) = Γω is a smooth diffeomorphism.

Proof. i) Using that the map Φ satisfies ΓωU
= Φ(ωU ) = U∗ΓωU , it follows that the isotropy

group at ω is given by

{U ∈ UBog : ωU = ω} = {U ∈ UBog : UΓω = ΓωU} = UΓω

Bog.

Hence the isotropy group is a Lie subgroup of UBog by Lemma 2.5, and following the same proof
as in Theorem 2.9, the orbit O(ω) ∼= UBog/U

Γω

Bog is a reductive homogeneous space of UBog. The
assertion about the manifold structure of Zqf now follows by expressing this set as the union of
disjoint orbits.

ii) The manifold structures of both Zqf and D are obtained as the disjoint union of orbits.
Therefore we may consider the restriction Φ : O(ω) → O(Γω) to prove our statement. The
result is a consequence of being O(ω) and O(Γω) both diffeomorphic to UBog/U

Γω

Bog. Indeed,

a chart at ω is given by φ−1 = πω ◦ exp, where πω : UBog → O(ω), πω(U) = ωU , and exp is
the exponential map of UBog (see [12, Lemma 4.21]). Moreover, φ is defined in an open set
W ⊆ O(ω), ω ∈ W, and φ(W) is an open set in mΓω

∼= uBog /u
Γω

Bog, where mΓω
is the closed

subspace from the reductive structure. Similarly, a chart at Γω is of the form ψ−1 = πΓω
◦ exp,

and it is a homeomorphism between open sets in O(Γω) and mΓω
. Thus, the map Φ can be

expressed locally as (ψ ◦ Φ ◦ φ−1)(X) = (ψ ◦ Φ)(ωeX ) = ψ(e−XΓeX) = −X. Hence Φ is a
diffeomorphism.

Remark 2.13. We end this section with some remarks on a special type of orbits. It is well known

that using the bijection between g1-pdms and quasi-free states the projection P− =

(
0 0
0 1

)

corresponds to the state ω− defined by ω−(A) = 〈Ω, AΩ〉, A ∈ B(F), where Ω is the vacuum
vector. This is the extension of the Fock state defined in the CAR algebra (see, e.g., [4]).

i) The orbit

O(P−) =

{
U

(
0 0
0 1

)
U∗ : U ∈ UBog

}

is indeed isomorphic to an isotropic restricted Grassmannian, which is a reductive homogeneous
space of Ores(H

R) and Kähler manifold that naturally shows up in the literature of loop groups
(see [38, Sec. 12.4]). Recalling the notation in the proof of Lemma 2.2 ii), we say that a (closed)
subspace W of HC is maximal isotropic if C(W ) = W⊥, and we write PW for the orthogonal
projection onto W . Then, the isotropic restricted Grassmannian associated to (HR,H−

C
) is given

by
Ires := {W : W is maximal isotropic, PW − P

H
−

C

∈ B2(HC)}.

The map O(P−) → Ires, UP−U∗ 7→ AdT (U)(H−
C
), gives the identification between these homo-

geneous spaces.

ii) The reductive structure induces a linear connection on every reductive homogeneous space
(see [27], or in the infinite-dimensional case [32]). For the orbit O(P−) the geodesics of this
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connection can be explicitly computed. For instance, the geodesic starting at P− with velocity

vector [X,P−], for X =

(
0 y
ȳ 0

)
∈ mP−

, y = −yT ∈ B2(H), is given by

δ(t) = etXP−e
−tX =

(
cos(|ty∗|) tysinc(|ty|)

ty∗sinc(|ty∗|) cos(|ty|)

)(
0 0
0 1

)(
cos(|ty∗|) tsinc(|ty∗|)y
tsinc(|ty|)y∗ cos(|ty|)

)
.

3 Embedded submanifolds

3.1 Derivations induced by g1-pdms

We consider the following real Banach space:

i uBog =

{(
x1 x2
−x̄2 −x̄1

)
∈ B(H⊕ H) : x1 = x∗1, x2 = −xT2 ∈ B2(H)

}
⊆ B2(H⊕ H,D)

equipped with the restricted norm ‖X‖res = 2max{‖x1‖, ‖x2‖2}. Noticing that each Γ =
Γ[γ, α] ∈ D may be decomposed as

Γ =

(
γ α
α∗ 1− γ̄

)
=

(
γ α
−ᾱ −γ̄

)
+

(
0 0
0 1

)
:= Γ0 + P−, Γ0 ∈ i uBog,

and since α ∈ B2(H) by Remark A.6, we have the inclusion O(Γ) ⊆ i uBog +P−. It is then
natural to ask for conditions on Γ that characterize the homogeneous space O(Γ) as an embed-
ded submanifold of the affine space i uBog +P−. We start with a necessary condition to be a
submanifold according to Proposition A.9, which consists in determining when tangent spaces
of the orbits are closed in the tangent space of the ambient manifold. Since O(Γ) ⊆ i uBog +P−,
the tangent space at Γ satisfies the inclusion:

TΓO(Γ) = {XΓ− ΓX : X ∈ uBog} ⊆ i uBog .

This lead us to introduce the following derivation.

Definition 3.1. Let Γ ∈ D. The derivation induced by Γ is given by

δΓ : uBog → uBog, δΓ(X) = [iΓ,X].

Observe Γ = Γ0 + P−, Γ0 ∈ i uBog and X ∈ uBog, then [iΓ,X] = [iΓ0,X] + [iP−,X] ∈ uBog.
Hence the map δΓ actually takes values on uBog. It follows easily that δΓ is continuous with
‖δΓ‖ ≤ 2‖Γ‖res, and it is a derivation of the Lie algebra uBog. Also notice i ran(δΓ) = TΓO(Γ).
Thus, the tangent space TΓO(Γ) is closed in i uBog if and only if the derivation δΓ has closed
range.

We will use the following characterization of closed range linear maps in Banach spaces.

Lemma 3.2. Let E, F be Banach spaces and T : E → F a bounded linear map. Assume that
there exists a closed subspace M of E such that E = ker(T ) ⊕ M. Let E be the continuous
projection with ran(E) = ker(T ) and ker(E) = M. Then, the range of T is closed if and only if
there exists c > 0 such that ‖Te‖ ≥ c‖e− Ee‖, for all e ∈ E.
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Proof. If the range of T is closed, then T0 := T |M : M → ran(T ) is a bijective linear map, whose
inverse is continuous by the open mapping theorem. Therefore, we have ‖Te‖ = ‖T0(e−Ee)‖ ≥
‖T0‖−1‖e − Ee‖, for all e ∈ E. Conversely, take a sequence {Ten}n≥1 in ran(T ) such that
Ten → f . Then, ‖Ten − Tem‖ ≥ ‖T ((en − em) − E(en − em))‖ ≥ c‖en − Een − (em − Eem)‖,
which implies that {en − Een}n≥1 converges to some e0 ∈ M. Since Ten = T (en − Een), we
obtain f = Te0. Hence ran(T ) is closed.

Proposition 3.3. Let Γ ∈ D. Then tangent spaces of O(Γ) are closed in i uBog if and only if
σ(Γ) is finite. If any of these conditions hold, then i uBog = iuΓBog ⊕ TΓO(Γ).

Proof. All tangent spaces are closed if and only the tangent space at some Γ is closed. Hence
we can assume that Γ = Γ[Λ, 0] ∈ D is diagonal, and study when the range of the corresponding
derivation δΓ is closed.

Now suppose that σ(Γ) is finite. According to Remark 2.3, this means that σ(Γ) = σ(Λ) ∪
σ(1 − Λ) = {λk : k = 0, . . . , r} ∪ {1 − λk : k = 0, . . . , r}, for some r < ∞ (λ0 = 0). Using the

projections {pi}ri=0 in the mentioned remark: for X =

(
x1 x2
x̄2 x̄1

)
∈ uBog, notice that

[iΛ, x1] =

r∑

i,j=0

i(λi − λj)pix1pj , iΛx2 − x2i(1− Λ) =

r∑

i,j=0

i(λi + λj − 1)pix2pj.

Observe that pi[Λ, x1]pi = 0, for all i = 0, . . . , r, and when 1
2 ∈ σ(Γ), p1(Λx2−x2(1−Λ))p1 = 0.

If 1
2 /∈ σ(Γ), then the coefficients of the preceding sums satisfy λi − λj 6= 0, i, j = 0, . . . , r, i 6= j,

and λi + λj − 1 6= 0, i, j = 0, . . . , r. Thus, the range of δΓ can be expressed as

ran(δΓ) =








r∑

i,j=0
i6=j

pjx1pi x2

x̄2

r∑

i,j=0
i6=j

pj x̄1pi




: x1 = −x∗1 ∈ B(H), x2 = −xT2 ∈ B2(H)





. (15)

In the case where 1
2 ∈ σ(Γ), the above expression should be modified:

ran(δΓ) =








r∑

i,j=0
i6=j

pjx1pi

r∑

i,j=0
(i,j) 6=(1,1)

pjx2pi

r∑

i,j=0
(i,j) 6=(1,1)

pj x̄2pi

r∑

i,j=0
i6=j

pjx̄1pi




: x1 = −x∗1 ∈ B(H), x2 = −xT2 ∈ B2(H)





. (16)

In both cases, ran(δΓ) is clearly a closed subspace of uBog.
For the converse we use the characterization in Lemma 3.2. If we assume that ran(δΓ) is

closed in uBog, then there is a constant c > 0 satisfying

‖δΓ(X)‖res ≥ c ‖X − EΓ(X)‖res, X ∈ uBog . (17)

Here EΓ is the conditional expectation with ran(EΓ) = ker(δΓ) = uΓBog and ker(EΓ) = mΓ is the
supplement defined in the proof of Lemma 2.5. Let B(H)sk denote the real space of bounded
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linear skew-adjoint operators on H. Consider the derivation δskΛ := δΛ|B(H)sk : B(H)sk → B(H)sk,

δskΛ (x) = [iΛ, x]. Then take a operators X = diag(x, x̄), x∗ = −x, in (17) to find that ‖δskΛ (x)‖ ≥
c‖x−EΛ(x)‖, for all x = −x∗, where EΛ is the continuous projection such that ran(EΛ) = ker(δskΛ )
and ker(EΛ) = (mΛ)sk := {x ∈ B(H)sk : x = x −∑r

i=0 pix1pi}, which is a closed supplement
of ker(δskΛ ). This shows that δskΛ has closed range, which implies that δΛ : B(H) → B(H),
δΛ(x) = [iΛ, x] also has closed range since Λ∗ = Λ. This is equivalent to have that σ(Λ) is finite
by [2, Thm. 3.3], which means that σ(Γ) is finite.

Finally, the expressions in (15) and (16) imply that, under the assumption that σ(Γ) is finite,
we have ran(δΓ) = ker(EΓ). Hence uBog = ran(EΓ) ⊕ ker(EΓ) = uΓBog ⊕ ran(δΓ), o equivalently,

i uBog = iuΓBog ⊕ TΓO(Γ).

Remark 3.4. Furthermore, we will show later that Tr(XδΓ(Y )) = 0, for all Y ∈ uBog, if and only
if X ∈ uΓBog (see Lemma 4.5).

3.2 Embedded submanifod structure of orbits of g1-pdms

Now we consider another necessary condition to be an embedded submanifold. Since we know
that O(Γ) ⊆ i uBog +P−, the orbits can be endowed with the relative topology inherited from
the affine space i uBog +P−. This topology is defined by the metric d(Γ0,Γ1) = ‖Γ0 − Γ1‖res,
for Γ0, Γ1 ∈ O(Γ). On the other hand, O(Γ) ∼= UBog/U

Γ
Bog is a homogeneous space of UBog,

so that the orbits can be endowed with the quotient topology. Let us write τr and τq for the
relative and quotient topology, respectively. Both topologies must coincide when the orbits are
embedded submanifolds of i uBog +P−. We will see that the coincidence of these topologies is
again related to the finite spectrum condition.

Recall that the map πΓ : UBog → O(Γ), πΓ(U) = UΓU∗ is a submersion when O(Γ) is
considered as a homogeneous space, which in particular implies that πΓ has continuous local
cross sections. From this fact, it follows that τq is stronger than τr. Then, both topologies
coincide if and only if the map πΓ : UBog → O(Γ), πΓ(U) = UΓU∗ admits continuous local cross
sections when O(Γ) is considered with the topology τr. To construct such a local cross section
we essentially follow the argument in [1, Thm. 4.4], but it needs some additional work because
the restricted norm is not isometric by multiplication with Bogoliubov transformations.

Remark 3.5. We first need to extend the derivation δΓ and the conditional expectation EΓ.
i) Given Γ ∈ D, set

δ̃Γ : B2(H⊕ H,D) → B2(H⊕ H,D), δ̃Γ(X) = [iΓ,X].

It is straightforward to check that δ̃Γ is a continuous derivation of the Lie algebra B2(H⊕H,D).
For Γ = Γ[Λ, 0] ∈ D a diagonal g1-pdm and using the same notation of Definition 2.7 for the
spectral decomposition of Λ (1 ≤ r ≤ ∞), we define the linear projection

ẼΓ : B2(H⊕ H,D) → B2(H⊕ H,D),

ẼΓ
((

x11 x12
x21 x22

))
=





(∑r
i=0 pix11pi 0

0
∑r

i=0 pix22pi

)
if 1

2 /∈ σ(Γ),
(∑r

i=0 pix11pi p1x12p1

p1x21p1
∑r

i=0 pix22pi

)
if 1

2 ∈ σ(Γ).
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We fix the following notation m̃Γ = ker(ẼΓ).
iii) We denote by δ0Γ and E0

Γ for the extensions in the obvious way of δΓ and EΓ to the whole
B(H⊕ H). We also put m0

Γ = ker(δ0Γ).

One can show by similar arguments to that of Proposition 3.3 that the above derivations δ̃Γ
and δ0Γ also have closed range if and only if σ(Γ) is finite. Rather than proving this fact, we focus
on estimate the constant given by the characterization in Lemma 3.2 in terms of the eigenvalues
of Γ. This will be helpful later for the construction of continuous local cross sections.

Lemma 3.6. Let Γ = Γ[Λ, 0] ∈ D be a diagonal g1-pdm with finite spectrum. Then the following
assertions hold:

i) For every X ∈ B2(H⊕H,D), we have ‖δ̃Γ(X)‖res ≥ c̃Γ‖X − ẼΓ(X)‖res, where the constant
c̃Γ can be taken as

c̃Γ =

{
min{(∑i 6=j |λi − λj |−1)−1, (

∑r
i,j=0 |λi + λj − 1|−1)−1} if 1

2 /∈ σ(Γ),

min{(∑i 6=j |λi − λj |−1)−1, (
∑r

i,j=0,(i,j)6=(1,1) |λi + λj − 1|−1)−1} if 1
2 ∈ σ(Γ).

ii) For every X ∈ B(H⊕ H), we have ‖δ0Γ(X)‖ ≥ c̃0Γ‖X − Ẽ0
Γ(X)‖, where

c0Γ =





1
2

(∑
i 6=j |λi − λj|−1 +

∑r
i,j=0 |λi + λj − 1|−1

)−1
if 1

2 /∈ σ(Γ),

1
2

(∑
i 6=j |λi − λj|−1 +

∑r
i,j=0,(i,j)6=(1,1) |λi + λj − 1|−1

)−1
if 1

2 ∈ σ(Γ).

Proof. i) For X =

(
x11 x12
x21 x22

)
∈ B2(H ⊕ H,D), the block operator entries of δ̃Γ(X) = [iΓ,X]

are given by

[iΛ, x11] =

r∑

i,j=0

i(λi − λj)pix11pj , iΛx12 − x12i(1− Λ) =

r∑

i,j=0

i(λi + λj − 1)pix12pj

i(1− Λ)x21 − x21iΛ =

r∑

i,j=0

i(1− λi − λj)pjx21pi , [i(1 − Λ), x22] =

r∑

i,j=0

i(λj − λi)pix22pj .

Motivated by these formulas, for each x ∈ B(H), when 1
2 /∈ σ(Γ), set

Ax = −
r∑

i,j=0
i 6=j

i(λi − λj)
−1pixpj, Bx = −

r∑

i,j=0

i(λi + λj − 1)−1pixpj.

In the case where 1
2 ∈ σ(Γ), the definition of Ax does not change, and for Bx we now set

Bx = −
r∑

i,j=0
(i,j)6=(1,1)

i(λi + λj − 1)−1pixpj.

In both cases define βΓ : B2(H⊕ H,D) → B2(H⊕ H,D),

βΓ

((
x11 x12
x21 x22

))
=

(
Ax11 Bx12

−Bx21 −Ax22

)
.
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This is a bounded linear operator acting on B2(H⊕ H,D) satisfying βΓ ◦ δ̃Γ = δ̃Γ ◦ βΓ = 1− ẼΓ
(here 1 = 1B2(H⊕H,D)). Therefore, ‖X − ẼΓ(X)‖res = ‖(βΓ ◦ δ̃Γ)(X)‖res ≤ ‖βΓ‖‖δ̃Γ(X)‖res,
which yields ‖δ̃Γ(X)‖res ≥ ‖βΓ‖−1‖X − ẼΓ(X)‖res for all X. If 1

2 /∈ σ(Γ), then one can see
‖βΓ‖ ≤ max{∑i 6=j |λi − λj|−1,

∑r
i,j=0 |λi + λj − 1|−1}. This implies that we can take c̃Γ =

min{(∑i 6=j |λi−λj|−1)−1, (
∑r

i,j=0 |λi+λj −1|−1)−1}. For the case where 1
2 ∈ σ(Γ) we only need

to write
∑r

i,j=0,(i,j)6=(1,1) |λi + λj − 1|−1 instead of
∑r

i,j=0 |λi + λj − 1|−1.

ii) Similar arguments apply for the extensions δ0Γ and E0
Γ when one takes the operator norm ‖ · ‖

instead of the restricted norm ‖ · ‖res.

In general, the restricted norm of a Bogoliubov transformation can have arbitrary large
restricted norm. In the following lemma, we control the restricted norm of Bogoliubov transfor-
mations acting on g1-pdms that are close enough in the relative topology.

Lemma 3.7. Suppose that Γ = Γ[Λ, 0] ∈ D is a diagonal g1-pdm with finite spectrum. Then
there exists a constant K > 0, depending only on Γ, such that ‖U‖res ≤ K, for all U ∈ UBog

satisfying ‖UΓU∗ − Γ‖res ≤ c0Γ
3 .

Proof. Using that Γ is diagonal and expression in (9), we note

U =

(
u v
v̄ ū

)
, UΓU∗ =

(
∗ uΛv̄∗ + v(1− Λ)ū∗

∗ ∗

)
.

Recall that ‖U‖res = 2max{‖u‖, ‖v‖2}. The operator U is unitary, which implies that ‖u‖ ≤ 1
and ‖v‖ ≤ 1. Thus, our task is to estimate ‖v‖2. Moreover, notice that Γ ∈ D with finite
spectrum says that Λ is a finite-rank operator. Using the notation in Remark 2.3, we have
Λ =

∑r
i=0 λipi, where

∑r
i=0 pi = 1 and p0 is the unique projection with infinite rank. Since

v = p0vp0+(1−p0)vp0+v(1−p0) and 1−p0 has finite rank, we only have to estimate ‖p0vp0‖2.
By assumption ‖UΓU∗−Γ‖res ≤ c0Γ

3 , and therefore, ‖uΛv̄∗+v(1−Λ)ū∗‖2 ≤ c0Γ
6 . Since Λ ∈ B2(H),

we obtain

‖p0vp0ū∗‖2 ≤
c0Γ
6

+ ‖uΛv̄∗‖2 + ‖vΛū∗‖2 + ‖(1− p0)vp0 + v(1− p0)ū
∗‖2

≤ c0Γ
6

+ ‖u‖‖v̄∗‖‖Λ‖2 + ‖v‖‖ū∗‖‖Λ‖2 + ‖(1 − p0)‖2‖vp0‖+ ‖v‖‖(1 − p0)‖2‖ū∗‖

≤ c0Γ
6

+ 2‖Λ‖2 + 2‖1− p0‖2 := C1.

Next consider

‖p0vp0ū∗‖22 = ‖ūp0v∗p0‖22 = Tr(p0vp0ū
∗ūp0v

∗p0)

= Tr(p0vp0(1− v̄∗v̄)p0v
∗p0) ≥ (1− ‖p0v̄∗v̄p0‖)‖p0vp0‖22

which gives
(1− ‖p0v̄∗v̄p0‖)‖p0vp0‖22 ≤ ‖p0vp0ū∗‖22 ≤ C2

1 .

We will see below that ‖p0v̄∗v̄p0‖ = ‖p0v∗vp0‖ ≤ C < 1 for some C > 0. This would imply the
desired estimate:

‖p0vp0‖2 ≤ (1− C2)−1/2C1. (18)
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To get a finer estimate the operator norm of v, we first give a bound for the operator norm in
terms of the restricted norm: for X ∈ B2(H⊕ H,D),

‖X‖ ≤ ‖P+XP+‖+ ‖P+XP−‖+ ‖P−XP+‖+ ‖P−XP−‖
≤ ‖P+XP+‖+ ‖P+XP−‖2 + ‖P−XP+‖2 + ‖P−XP−‖ ≤ 2‖X‖res.

In the case where 1
2 /∈ σ(Γ), then by the previous estimate and Lemma 3.6 ii) we obtain

‖vp0‖ ≤ ‖v‖ = ‖P+(U − E0
Γ(U))P−‖ ≤ ‖U − E0

Γ(U)‖ ≤ (c0Γ)
−1‖δ0Γ(U)‖

= (c0Γ)
−1‖UΓU∗ − Γ‖ ≤ 2(c0Γ)

−1‖UΓU∗ − Γ‖res ≤
2

3
.

In the case where 1
2 ∈ σ(Γ) we have P+(U −E0

Γ(U))P− = v−p1vp1, and in the similar fashion as
above we get ‖vp0‖ = ‖(v− p1vp1)p0‖ ≤ ‖v− p1vp1‖ = ‖P+(U −E0

Γ(U))P−‖ ≤ 2
3 . In both cases,

‖p0v∗vp0‖ = ‖vp0‖2 < 4
9 , so by Eq. (18) we conclude ‖p0vp0‖2 ≤ 9√

65
C1. Hence we conclude

‖v‖2 = ‖p0vp0+(1− p0)vp0+ v(1− p0)‖2 ≤ 9√
65
C1+2‖1− p0‖2 := K, where this constant only

depends on Γ.

We are now able to prove our main result on the two topologies of orbits of g1-pdms.

Proposition 3.8. Let Γ ∈ D. Then τr = τq if and only if σ(Γ) is finite.

Proof. Again we may assume that Γ = Γ[Λ, 0] is a diagonal g1-pdm. Suppose that τr = τq. If
σ(Γ) is not finite, then the derivation δΓ : uBog → uBog, δΓ(X) = [iΓ,X] has non-closed range
by Proposition 3.3. This is equivalent to the existence of a sequence {Xn}n≥1 in mΓ such that
‖Xn‖res = 1 and ‖δΓ(Xn)‖res ≤ 1/n. Recalling the well-known formula eZΓe−Z = AdeZ (Γ) =
eδZ (Γ) = (1B(H⊕H) + δZ + δ2Z/2 + δ3Z/3! + . . .)(Γ), where δZ(X) = [iZ,X], and since ‖δXn

‖ ≤ 2,
we find that

‖eXnΓe−Xn − Γ‖res = ‖eδXn (Γ)− Γ‖res ≤
∞∑

k=1

‖δkXn
(Γ)‖res
k!

≤
∞∑

k=1

‖δXn
‖k−1‖δΓ(Xn)‖res

k!
≤ 1

n

∞∑

k=1

2k−1

k!
≤ e2

n
.

That is, the sequence {eXnΓe−Xn}n≥1 converges to Γ in the topology τr, and consequently, it
also converges in the topology τq. The maps φ : VΓ → WΓ, φ(Z) = eZΓe−Z , where 0 ∈ VΓ ⊂ mΓ

and Γ ∈ WΓ ⊆ O(Γ) are open sets, become homeomorphisms when these sets are sufficiently
small and O(Γ) is endowed with the topology τq. Indeed, these maps are the inverse of the
charts used to provide the manifold structure of O(Γ) as homogeneous space of UBog (see [12,
Lemma 4.21]). In particular, this yields that ‖Xn‖res → 0, a contradiction. Hence σ(Γ) must be
finite.

Let us assume, conversely, that σ(Γ) is finite. Suppose that Γ = Γ[Λ, 0] is a diagonal g1-pdm.
In order to show that both topologies coincide, we will prove that πΓ : UBog → O(Γ), πΓ(U) =
UΓU∗, admits continuous local cross sections when O(Γ) is considered with the topology τr. For
G an invertible operator, let Ω(G) = G|G|−1 be the unitary part in the polar decomposition.
Consider c0Γ, c̃Γ and K the positive constants defined in Lemmas 3.6 and 3.7. Then we set

rΓ := 1
2 min

{
c0Γ
3 , K

−2c̃Γ

}
. The section s = sΓ at Γ is then defined by

s : {UΓU∗ ∈ O(Γ) : ‖UΓU∗ − Γ‖res < rΓ} → UBog, s(UΓU∗) = UΩ(ẼΓ(U∗)).
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Clearly, we have UΩ(ẼΓ(U∗)) ∈ B2(H⊕H,D), for U ∈ UBog. We claim that if ‖UΓU∗ −Γ‖res <
rΓ, then ẼΓ(U∗) is invertible in the algebra B2(H⊕H,D). To see this we recall that by our choice
of rΓ, Lemma 3.7 implies ‖U‖res ≤ K, or equivalently, ‖U∗‖res ≤ K. Therefore, for 1 = 1H⊕H,

‖1− U ẼΓ(U∗)‖res ≤ ‖U‖res‖U∗ − ẼΓ(U∗)‖res ≤ Kc̃−1
Γ ‖δ̃Γ(U∗)‖res

≤ Kc̃−1
Γ ‖U∗‖res‖UΓU∗ − Γ‖res ≤ K2c̃−1

Γ ‖UΓU∗ − Γ‖res < 1.

Hence U ẼΓ(U∗) invertible in B2(H⊕ H,D), and then ẼΓ(U∗) is also invertible. This proves our
claim.

Now we check that s is well defined. Suppose that Γ1 = UΓU∗ = V ΓV ∗ for U, V ∈ UBog.
Thus, U∗V Γ = ΓU∗V , which gives

s(UΓU∗) = UΩ(ẼΓ(U∗)) = UΩ(ẼΓ(U∗V V ∗)) = UΩ(U∗V ẼΓ(V ∗))

= UU∗V Ω(ẼΓ(V ∗)) = V Ω(ẼΓ(V ∗)) = s(V ΓV ∗).

Here we have used that ẼΓ(ZX) = ZẼΓ(X), whenever X,Z ∈ B2(H⊕ H,D) and ZΓ = ΓZ.
Now note that s actually takes values on UBog. From the definition of ẼΓ, ẼΓ(U∗)I =

IẼΓ(U∗) because U ∈ UBog, which yields Ω(ẼΓ(U∗))I = IΩ(ẼΓ(U∗)). It is not difficult to check
that ran(ẼΓ) is a closed ∗-subalgebra of B2(H ⊕ H,D), so that Ω(ẼΓ(U∗)) ∈ B2(H ⊕ H,D) by
using the analytic functional calculus in the Banach algebra B2(H ⊕ H). From these facts, we
conclude that Ω(ẼΓ(U∗)) ∈ UBog, and consequently, s(UΓU∗) ∈ UBog. On the other hand, s
is indeed a section. To see this, take Γ1 = UΓU∗. Since ẼΓ(U∗)Γ = ΓẼΓ(U∗), we find that
Ω(ẼΓ(U∗))Γ = ΓΩ(ẼΓ(U∗)). Hence s(Γ1)Γs(Γ1)

∗ = UΩ(ẼΓ(U∗))ΓΩ(ẼΓ(U∗))∗U∗ = UΓU∗ = Γ1.
We now prove that s is continuous. It suffices to prove the continuity at Γ. Pick a sequence

{UnΓU
∗
n}n≥1 such that ‖UnΓU

∗
n−Γ‖res → 0. By the estimate we have seen above, it follows that

‖1−UnẼΓ(U∗
n)‖res ≤ K2c−1

Γ ‖UnΓU
∗
n − Γ‖res → 0. Using that Ω(G) = G|G|−1 is continuous as a

map in the invertible elements of the Banach ∗-algebra B2(H⊕H) by the continuity of the analytic
functional calculus, we get s(UnΓU

∗
n) = UnΩ(ẼΓ(U∗

n)) = Ω(UnEΓ(U∗
n)) → Ω(1) = 1 = s(Γ).

Finally, we note that section can be translated to other points by putting sΓ1 = AdU ◦sΓ ◦AdU∗

if Γ1 = UΓU∗.

As a consequence of the previous results we now obtain the following characterization.

Theorem 3.9. Let Γ ∈ D. The following conditions are equivalent:

i) The spectrum of Γ is finite.

ii) Tangent spaces of O(Γ) are closed in i uBog.

iii) The topology inherited from i uBog +P− and the quotient topology coincide in O(Γ).

iv) O(Γ) is an embedded submanifold of the affine space i uBog +P−.

Proof. The equivalences between i), ii) and iii) are proved in Propositions 3.3 and 3.8. According
to Proposition A.9, these items are equivalent to item iv), since Proposition 3.3 also gives that
tangent spaces are complemented subspaces in i uBog.
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4 Kähler homogeneous spaces

4.1 An invariant symplectic form on orbits of g1-pdms

In this section, we will construct an invariant symplectic form on orbits of g1-pdms.

Remark 4.1. We will frequently use without mention the following well-known fact for compu-
tations involving the trace. If x is a compact operator and y a bounded operator such that xy
and yx are trace-class operators, then Tr(xy) = Tr(yx) (see [25, Chap.III Thm. 8.2]).

Remark 4.2. i) Consider the complex Lie algebra g = gl2(H ⊕ H, I,D) defined in Remark 2.1.
This corresponds to the case k∞ = 1 in [33, Prop. I.11] (see also [33, Ex. I.9.b]), which says
that H2

c (g,C)
∼= C. As we have already observed in the previous section, gR = {X ∈ g : X∗ =

−X} = uBog. Then same arguments to that of [15, Prop. 2.4] give that H2
c (uBog,R) ∼= R.

Further, a generator of H2
c (uBog,R) is given by

s+(X,Y ) := Tr(X[iP+, Y ]), X, Y ∈ uBog .

This can also be expressed as

s+

((
x1 x2
x̄2 x̄1

)
,

(
y1 y2
ȳ2 ȳ1

))
= 2ℑTr(x2ȳ2).

ii) It is interesting to point out that a multiple of the above generator already appeared in the
literature as a 2-cocycle of ores(H

R). Following the notation in Remark 2.1 ii), recall that for
A ∈ B(HR), we write Aa for its antilinear part. It was proved by Vershik [40] that the function

α : ores(H
R)× ores(H

R) → R, α(A,B) = Tr([Aa, Ba]J0) = 2Tr(AaBaJ0),

is a continuous real 2-cocycle of ores(H
R). The trace is taken using the inner product ℜ 〈 , 〉 of

HR; Aa, Ba belong to B2(H
R) if A,B ∈ ores(H

R), which leads to the different expressions above
for α. The differential map at the identity 1 = 1H⊕H of the Lie group isomorphism in (8) is
given by (dΞ)1 : ores(H

R) → uBog, (dΞ)1(A) = T−1ACT , which is a Lie algebra isomorphism.
Therefore there is a continuous real 2-cocycle Ξ∗α : uBog × uBog → R defined by

(Ξ∗α)(X,Y ) := α((dΞ)−1
1

(X), (dΞ)−1
1

(Y )).

Using analogous relations for the algebras level to the ones stated in (7) for the group level, it
is easy to see that

(Ξ∗α)

((
x1 x2
x̄2 x̄1

)
,

(
y1 y2
ȳ2 ȳ1

))
= −4ℑTr(x2ȳ2).

Hence Ξ∗α = −2s+.

Remark 4.3. i) We will need another complex Banach ∗-algebra:

B1,2(H⊕ H,D) :=

{(
x11 x12
x21 x22

)
∈ B(H ⊕ H) : x11, x22 ∈ B1(H), x12, x21 ∈ B2(H)

}
,

which is endowed with the norm

‖X‖1,2 := 2max{‖x11‖1, ‖x22‖1, ‖x12‖2, ‖x21‖2}.
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This norm satisfies ‖XY ‖1,2 ≤ ‖X‖1,2‖Y ‖1,2. The involution ∗ is the usual adjoint of operators.
We remark that this type of block decompositions in terms of trace-class and Hilbert-Schmidt
operators appeared in the anomaly-free orthogonal and symplectic groups [22], and in the study
of infinite dimensional Poisson geometry related to the restricted Grassmannian [15, 42].

ii) We introduce a real subspace of B1,2(H⊕ H,D). Set

(uBog)∗ := uBog ∩B1,2(H⊕ H,D)

=

{(
x1 x2
x̄2 x̄1

)
: x∗1 = −x1 ∈ B1(H), x

T
2 = −x2 ∈ B2(H)

}
.

The notation is justified by the following fact: the pairing

〈 · , · 〉 : (uBog)∗ × uBog → R, 〈X,Y 〉 := ℜTr(XY )

induces a topological isomorphism ((uBog)∗)∗ ∼= uBog. This is indeed an immediate consequence
of [15, Prop. 2.1], where it was proved that

ures :=

{(
x11 x12
−x∗12 x22

)
∈ B(H⊕ H) : x11 = −x∗11, x22 = −x∗22, x12 ∈ B2(H)

}

and

(ures)∗ :=

{(
x11 x12
−x∗12 x22

)
∈ B(H⊕ H) : x11 = −x∗11 ∈ B1(H), x22 = −x∗22 ∈ B1(H), x12 ∈ B2(H)

}

satisfy ((ures)∗)∗ ∼= ures, where the duality pairing is given by 〈X,Y 〉 = Tr(XY ) = ℜTr(XY ).
In order to prove the topological isomorphism ((uBog)∗)∗ ∼= uBog, given f ∈ ((uBog)∗)∗, one
extends this functional by the Hahn-Banach theorem to a functional in ((ures)∗)∗. Therefore
there exists Y ∈ ures such that f(X) = ℜTr(XY ), for all X ∈ (uBog)∗. We only have to show
that the element Y can be changed for another element belonging to uBog. To this end note that
for any X ∈ (uBog)∗, one has that f(X) = f(IXI) = ℜTr((IXI)Y ) = ℜTr(X(IY I)). Thus,
f(X) = f(X+IXI

2 ) = ℜTr(X(Y +IY I
2 )), where Y+IY I

2 ∈ uBog.

We now show that g1-pdms associated to quasi-free states give continuous real 2-cocycles of
uBog.

Lemma 4.4. For Γ ∈ D, let sΓ : uBog × uBog → R be defined by

sΓ(X,Y ) := Tr(X[iΓ, Y ]) = Tr(XδΓ(Y )).

Then sΓ is a continuous real 2-cocycle of uBog, which is cohomologous to −s+.

Proof. We first prove that sΓ(X,Y ) < ∞. If X =

(
x1 x2
x̄2 x̄1

)
∈ uBog, Y =

(
y1 y2
ȳ2 ȳ1

)
∈ uBog,

Γ = Γ[γ, α], then

[Γ, Y ] =

(
[γ, y1] + αȳ2 − y2α

∗ γy2 − y2(1− γ̄) + αȳ1 − y1α
α∗y1 − ȳ1α

∗ + (1− γ̄)ȳ2 − ȳ2γ α∗y2 − ȳ2α+ [1− γ̄, ȳ1]

)
:=

(
z1 z2
−z̄2 −z̄1

)
,
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where z1 ∈ B1(H), z2 ∈ B2(H). In fact, the form of the right-hand matrix is derived by using
that α∗ = −ᾱ. Then, it follows that

sΓ(X,Y ) = i(Tr(x1z1)− Tr(x̄1z̄1)) + i(Tr(x̄2z2)− Tr(x2z̄2))

= −2ℑ (Tr(x1z1) + Tr(x̄2z2)) <∞

because x2, z2 ∈ B2(H), z1 ∈ B1(H) and x1 ∈ B(H), which implies x̄2z2, x1z1 ∈ B1(H). The
above expression also shows that sΓ(X,Y ) ∈ R. Let us show that sΓ is a continuous 2-cocycle.
For we write

Γ =

(
γ α
−ᾱ −γ̄

)
+

(
0 0
0 1

)
=: Γ0 + P− ,

and
sΓ(X,Y ) = Tr(X[iΓ0, Y ]) + Tr(X[iP−, Y ]) =: sΓ0(X,Y ) + s−(X,Y ) .

We estimate the first term

|sΓ0(X,Y )| =
∣∣∣∣Tr
((

x1 x2
x̄2 x̄1

)(
[γ, y1] + αȳ2 − y2α

∗ γy2 + y2γ̄ + αȳ1 − y1α
α∗y1 − ȳ1α

∗ − γ̄ȳ2 − ȳ2γ α∗y2 − ȳ2α− [γ̄, ȳ1]

))∣∣∣∣

≤ 4(‖γ‖1 + ‖α‖2)‖X‖res‖Y ‖res
≤ 4‖Γ0‖1,2‖X‖res‖Y ‖res . (19)

The second term can be estimated as follows

|s−(X,Y )| = 2 |ℑTr(x̄2y2)| ≤ 2‖x2‖2‖y2‖2 ≤ ‖X‖res‖Y ‖res .

From these estimates we obtain that sΓ is continuous.
We claim that sΓ0 is a coboundary. Notice that the space of finite-rank operators is dense in

the Banach algebra B1,2(H⊕H,D) given in Remark 4.3. For Γ00 a finite-rank operator, it clearly
holds that Tr((XΓ00)Y ) = Tr(Y (XΓ00)), which implies that sΓ00(X,Y ) = −Tr([X,Y ]iΓ00) :=
fΓ00([X,Y ]). Similar to the above estimates, one can see that fΓ0(Z) = −Tr(ZiΓ0), where
Γ0 ∈ B1,2(H ⊕ H,D), satisfies |fΓ0(Z)| ≤ ‖Γ0‖1,2‖Z‖res. Combining this with (19), we can take
the limit of finite-rank operators in the norm ‖ · ‖1,2 to get that sΓ0(X,Y ) = fΓ0([X,Y ]), which
proves our claim.

A simple computation shows that s− = −s+. Since sΓ0 is a coboundary and s+ is a 2-cocyle,
it follows that sΓ is a 2-cocyle. This also shows that that sΓ and −s+ are cohomologous.

Lemma 4.5. uΓBog = {X ∈ uBog : sΓ(X,Y ) = 0, ∀Y ∈ uBog }.

Proof. Straightforward computations show the following:

sΓ(AdV (X),AdV (Y )) = sAdV ∗(Γ)
(X,Y ) , V ∈ UBog, X, Y ∈ uBog .

So we may assume that Γ is a diagonal operator. Thus, to prove one inclusion, we take

X =

(
x1 x2
x̄2 x̄1

)
∈ uΓBog, Y =

(
y1 y2
ȳ2 ȳ1

)
∈ uBog, Γ =

(
Λ 0
0 1− Λ

)
.

24



We are going to show that sΓ(X,Y ) = 0. We denote by {·, ·} the anticommutator of operators.
Then,

sΓ(X,Y ) = iTr

((
x1 x2
x̄2 x̄1

)(
[Λ, y1] {Λ, y2} − y2

ȳ2 − {Λ, ȳ2} [ȳ1,Λ]

))

= −2ℑ (Tr(x1[Λ, y1]) + Tr(x2(ȳ2 − {Λ, ȳ2}))) .

Now we use the characterization of the Lie algebra uΓBog proved in (11). Since Λ ∈ B1(H) and
x1Λ = Λx1, it follows that the first term vanishes. The second term also vanishes using that
x2(1− Λ) = Λx2. This proves sΓ(X,Y ) = 0.

In order to show the reversed inclusion, we take an operator X ∈ uBog such that sΓ(X,Y ) = 0
for all Y ∈ uBog. As usual, we write

X =

(
x1 x2
x̄2 x̄1

)
, Y =

(
y1 y2
ȳ2 ȳ1

)
,

with x∗1 = −x1, −xT2 = x2 ∈ B2(H), y
∗
1 = −y1 and −yT2 = y2 ∈ B2(H). By the same calculation

as above, we have

0 = sΓ(X,Y ) = −2ℑ (Tr(x1[Λ, y1]) + Tr(x2(ȳ2 − {Λ, ȳ2}))) . (20)

First, we take y2 = 0, which gives 0 = ℑTr(x1[Λ, y1]) = ℑTr([x1,Λ]y1) for every y
∗
1 = −y1. Put

z := [x1,Λ], which satisfies z = z∗. Take y1 = iz to get 0 = ℑTr(ziz) = ‖z‖22, and consequently,
z = 0. That is, x1Λ = Λx1.

Now we have that (20) turns into 0 = ℑTr(x2(ȳ2 − {Λ, ȳ2})) = ℑTr((x2(1 − Λ) − Λx2)ȳ2),
for all −yT2 = y2 ∈ B2(H). Note that z := x2(1 − Λ) − Λx2 satisfies −zT = z ∈ B2(H). Then,
take y2 = iz to find that 0 = ℑTr(z(−iz̄)) = ℑiTr(zz∗) = ‖z‖22. Thus, Λx2 = x2(1−Λ). Hence
X ∈ uΓBog.

Now we write the symplectic form of Theorem A.11 in our context. We take M = O(Γ),
G = UBog, K = UΓ

Bog and s = sΓ in the mentioned theorem. Recall that we may identify
TΓO(Γ) = {[X,Γ] : X ∈ uBog}. So at the point Γ, set

ωΓ([X,Γ], [Y,Γ]) := sΓ(X,Y ), X, Y ∈ uBog .

Then, for U ∈ UBog,

ωUΓU∗([X,UΓU∗], [Y,UΓU∗]) := ωΓ([U
∗XU,Γ], [U∗Y U,Γ]), X, Y ∈ uBog .

Thus, ω = Σ(sΓ) is defined by ω := {ωUΓU∗}U∈UBog
.

Theorem 4.6. Let Γ ∈ D. Then (O(Γ),Σ(sΓ)) is a weakly symplectic homogeneous space. Fur-
thermore, if the spectrum of Γ is finite, then (O(Γ),Σ(sΓ)) is a strongly symplectic homogeneous
space.

Proof. All the necessary conditions to apply Theorem A.11 have been proved in Theorem 2.9,
and Lemmas 4.4 and 4.5. Hence (O(Γ),Σ(sΓ)) becomes a weakly symplectic homogeneous space.

In order to show the second assertion, notice that by the invariance of the symplectic form
it is enough to prove that for X ∈ uBog the injective map

TΓO(Γ) → T ∗
ΓO(Γ), [X,Γ] 7→ Tr(X[iΓ, · ]),
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is also surjective. In view of (15) and (16) we note that ran(δΓ) = TΓO(Γ) ⊆ i(uBog)∗ ⊆
B1,2(H ⊕ H,D) if Γ has finite spectrum. Since ‖x‖ ≤ ‖x‖1 for any operator x, we derive the
following relations between norms on the tangent space: for X ∈ uBog,

‖[X,Γ]‖Γ = inf{‖X + Y ‖res : Y Γ = ΓY } ≤ ‖[X,Γ]‖res ≤ ‖[X,Γ]‖1,2 .

Now take f ∈ T ∗
ΓO(Γ). From the previous relations between the norms, it follows that f must

be also continuous with respect to the norm ‖ · ‖1,2. By the Hahn-Banach theorem, there exists
a functional f̃ ∈ (i(uBog)∗)∗ such that f̃ |TΓO(Γ) = f . According to Remark 4.3 ii), we have

(i(uBog)∗)∗ ∼= i uBog, so that there is an operator Z0 ∈ i uBog such that f̃ = Tr(Z0 · ). Therefore,
we get f([Y,Γ]) = f̃([Y,Γ]) = Tr(Z0[Y,Γ]) = Tr(iZ0[iΓ, Y ]), where iZ0 ∈ uBog.

4.2 Orbits of g1-pdms as Kähler homogeneous spaces

We now show that orbits of g1-pdms are Kähler homogenous spaces of UBog using a characteri-
zation of these spaces in Lie algebraic terms. Thus we will construct Kähler polarizations. We
consider the finite and infinite spectrum cases separately.

Remark 4.7. i) Notice that (uBog)C = gl2(H⊕H, I,D) =: g (see (5)), meanwhile X 7→ X = −X∗

is the involution on g whose set of fixed points is uBog.

Remark 4.8. In the following lemma we assume that Γ is expressed as

Γ =

(
Λ 0
0 1− Λ

)
, Λ =

r∑

i=1

λipi , (21)

where {pi}r+1
i=1 (r <∞) is a decomposition of the identity with the properties stated in Remark

2.3 for i = 1, . . . , r, but we modify the notation pr+1 := p0 and λr+1 := λ0 = 0. In particular,
recall that each pi is the projection onto the finite-dimensional subspace ker(Λ − λi1) for i =
1, . . . , r, and pr+1 is the projection onto the infinite-dimensional subspace ker(Λ). Further, we
suppose that the eigenvalues satisfy λi > λj if i < j, for all i, j = 1, . . . , r + 1.

Lemma 4.9 (Finite spectrum). Suppose that Γ = Γ[Λ, 0] ∈ D has finite spectrum and Γ can be
written as in (21). Then the following hold:

i) If 1
2 /∈ σ(Γ), then

p :=

{(
x 0
y −xT

)
∈ g : pixpj = 0 if i = 1, . . . , r + 1, j < i

}

is a strongly Kähler polarization of uBog in sΓ.

ii) If 1
2 ∈ σ(Γ), then

p :=

{(
x z
y −xT

)
∈ g : pixpj = 0 if i = 1, . . . , r + 1, j < i, z = p1zp1

}

is a strongly Kähler polarization of uBog in sΓ.
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Proof. i) We say that an operator x is upper triangular with respect to the decomposition of the
identity {pi}r+1

i=1 if pixpj = 0 if i = 1, . . . , r+1, j < i. Observe that that p is a closed subalgebra
of g since it is clearly a complex subspace, and

[(
x1 0
y1 −xT1

)
,

(
x2 0
y2 −xT2

)]
=

(
[x1, x2] 0
w −[x1, x2]

T

)
,

where [x1, x2] is upper triangular with respect to the decomposition of the identity {pi}r+1
i=1 if

x1, x2 are, and w = y1x2−xT1 y2− y2x1+xT2 y1 satisfies wT = −w ∈ B2(H) if y
T
i = −yi ∈ B2(H),

i = 1, 2. Also it is clear that p is closed in g, and p admits the closed complement

n :=

{(
x z
0 −xT

)
∈ g : pixpj = 0 if i = 1, . . . , r + 1, j ≥ i

}
.

Recall the description of uΓBog in the proof of Lemma 2.5, which after taking into account the
notation change p0 := pr+1, leads to

(uΓBog)C =

{(
x 0
0 −xT

)
∈ g : x =

r+1∑

i=1

pixpi

}
.

Straightforward computations show that p + p = g, p ∩ p = (uΓBog)C and AdUp ⊆ p for all

U ∈ UΓ
Bog (see (12)).

Now take

Xi =

(
xi 0
yi −xTi

)
∈ p, i = 1, 2.

Recall that Tr(x) = Tr(xT ) for any x ∈ B1(H). By this fact we obtain

sΓ(X1,X2) = iTr(X1[Γ,X2]) = iTr

((
x1[Λ, x2] 0

∗ −xT1 [Λ, xT2 ]

))

= iTr(x1[Λ, x2]− xT1 [Λ, x
T
2 ])

= i(Tr(x1Λx2 − x2Λx1) = i

r∑

i=1

λi(Tr(pix1pix2pi)− Tr(pix2pix1pi)) = 0.

Hence sΓ(p× p) = 0.
Let us show the last condition:

−isΓ(X,X) > 0, X =

(
x 0
y −xT

)
∈ p \ (uΓBog)C .

To this end, recall that Λ =
∑r+1

i=1 λipi =
∑r

i=1 λipi, and notice

−isΓ(X,X) = −Tr(X[Γ,X∗]) = −Tr

((
x 0
y −xT

)(
[Λ, x∗] Λy∗ − y∗(1− Λ)

0 [Λ, x̄]

))

= −Tr

((
x[Λ, x∗] ∗

∗ yΛy∗ − yy∗(1− Λ)− xT [Λ, x̄]

))

= −2Tr(x[Λ, x∗]) + Tr(yy∗ − (y∗y + yy∗)Λ) := A+B.
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In the last line we have used that Tr(x[Λ, x∗]) = −Tr(xT [Λ, x̄]). Now observe x is upper
triangular with respect to {pi}r+1

i=1 if and only if x =
∑r+1

i=1

∑
j≥i pixpj . Then, we have

A = −2Tr(x[Λ, x∗]) = 2Tr((xx∗ − x∗x)Λ)

= Tr




r∑

i=1

∑

j≥i

λipixpjx
∗pi


− Tr




r+1∑

i=1

∑

j≥i

λjpjx
∗pixpj




= 2

r∑

i=1

∑

j>i

(λi − λj)‖pixpj‖22.

Since λ1 > . . . > λr > λr+1 = 0, it follows from this expression that A > 0 when pixpj 6= 0 for
some i = 1, . . . , r, j = i+ 1, . . . , r + 1.

On the other hand, the second term can be estimated as follows

B = Tr(yy∗ − (y∗y + yy∗)Λ) = ‖y‖22 −
r∑

i=1

(λi Tr(y
∗ypi) + λi Tr(yy

∗pi))

≥ ‖y‖22 − λ1

(
r∑

i=1

Tr(piy
∗ypi) + Tr(piyy

∗pi)

)

≥ (1− 2λ1)‖y‖22.

The last inequality is a consequence of the fact ‖∑r
i=1 pizpi‖1 ≤ ‖z‖1, for all z ∈ B1(H) (see

e.g. [25, Chap. III Thm. 4.2]) and ‖∑r
i=1 pizpi‖1 = Tr(

∑r
i=1 pizpi) for z ≥ 0. Notice that

B > 0 if y 6= 0 because λ1 = maxi=1,...,r λi <
1
2 . We conclude that −is(X,X) > 0 whenever

X ∈ p\ (uΓBog)C, which occurs when pixpj 6= 0 for some i = 1, . . . , r, j = i+1, . . . , r+1, or when
y 6= 0. Hence p is a polarization of uBog in sΓ, which is strong by Theorem 4.6.

ii) The definition of p is changed for this case where 1
2 ∈ σ(Γ). In order to see that p is a

subalgebra of g, we consider the four entries [X1,X2]ij of the following operator:

[X1,X2] =

(
x1 z1
y1 −xT1

)(
x2 z2
y2 −xT2

)
−
(
x2 z2
y2 −xT2

)(
x1 z1
y1 −xT1

)
.

First, we see that
[X1,X2]11 = [x1, x2] + p1(z1p1y2 − z2p1y1),

where both terms are clearly upper triangular with respect to the decomposition {pi}r+1
i=1 . Next

note

[X1,X2]12 = x1z2 − z1x
T
2 − (x2z1 − z2x

T
1 )

= p1(x1p1z2 + x2p1z1 − z1p1x
T
2 − z2p1x

T
1 )p1 := p1wp1,

where wT = −w. The next term is given by

[X1,X2]21 = y1x2 − xT1 y2 − (y2x1 − xT2 y1).

Here we observe that [X1,X2]21 ∈ B2(H) because yi ∈ B2(H), and [X1,X2]
T
21 = −[X1,X2]21.

The last term satisfies

[X1,X2]22 = [xT1 , x
T
2 ] + (y1p1z2 − y2p1z1)p1 = −[X1,X2]

T
11.
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This completes the proof that p is a subalgebra of g. Clearly, a closed supplement of p in g is
given by

n :=

{(
x z
0 −xT

)
∈ g : pixpj = 0 if i = 1, . . . , r + 1, j ≥ i, and p1zp1 = 0

}
.

In this case, the complexification of uΓBog turns out to be

(uΓBog)C =

{(
x z
y −xT

)
∈ g : x =

r+1∑

i=1

pixpi, z = p1zp1, z = −zT , y = p1yp1, y = −yT
}
. (22)

Again the reader can check the three conditions p+ p = g, p∩ p = (uΓBog)C and AdUp ⊆ p for all

U ∈ UΓ
Bog (see (13)). Now we show that sΓ(X1,X2) = 0, for all X1,X2 ∈ p. For notice

sΓ(X1,X2) = Tr

((
x1 z1
y1 −xT1

)[
i

(
Λ 0
0 1− Λ

)
,

(
x2 z2
y2 −xT2

)])

= iTr(x1[Λ, x2]− xT1 [Λ, x
T
2 ]) + iTr(z1((1− Λ)y2 − y2Λ)) + iTr(y1(Λz2 − z2(1− Λ)))

= 0

This follows because the first term vanishes as in the previous case. For the second term observe
that z1 = p1z1p1, where p1 is the projection onto ker(Λ− 1

2 ). Therefore,

Tr(z1((1 − Λ)y2 − y2Λ)) = Tr(z1p1((1− Λ)y2 − y2Λ)p1) = 0.

For the third term, note Λz2 − z2(1− Λ) = 1
2(p1z2p1 − p1z2p1) = 0.

In order to prove the last condition of a Kähler polarization, we compute for X ∈ p\ (uΓBog)C

−isΓ(X,X) = −Tr(X[Γ,X∗]) = −Tr

((
x z
y −xT

)[(
Λ 0
0 1− Λ

)
,

(
x∗ y∗

z∗ −x̄

)])

= −2Tr(x[Λ, x∗]) + Tr(yy∗ − (y∗y + yy∗)Λ)− Tr(z((1 − Λ)z∗ − z∗Λ))

:= A+B + C.

Again since z = p1zp1, it follows that C = 0. Using the description of (uΓBog)C in (22), we have

that X ∈ p \ (uΓBog)C if and only if pixpj 6= 0 for some i = 1, . . . , r, j > i, or when y 6= 0,
y 6= p1yp1. The term A can be estimated as in the first case, but for the other term note
‖y‖22 = ‖p1y‖22 + ‖(1− p1)y‖22, which yields

B = Tr(yy∗ − (y∗y + yy∗)Λ) = ‖(1− p1)y‖22 −
r∑

i=2

(λiTr(y
∗ypi) + λiTr(yy

∗pi))

≥ ‖(1− p1)y‖22 − λ2

(
r∑

i=2

Tr(pi(y(1− p1))
∗y(1− p1)pi) + Tr(pi(1− p1)y((1− p1)y)

∗pi)

)

≥ (1− 2λ2)‖(1− p1)y‖22,

where λ2 = maxi=2,...,r λi <
1
2 and (1 − p1)y 6= 0, for y 6= p1yp1. Hence −isΓ(X,X) > 0 for

X ∈ p \ (uΓBog)C.
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Now we consider the infinite spectrum case.

Remark 4.10. For following lemma we suppose that Γ has infinite spectrum and ker(Γ) = {0}.
Thus, it can be written as

Γ =

(
Λ 0
0 1− Λ

)
, Λ =

∞∑

i=1

λipi , (23)

where λi 6= 0, i ≥ 1, and {pi}∞i=1 is a decomposition of the identity with the properties stated in
Remark 2.3. Thus, each pi is the projection onto the finite-dimensional subspace ker(Λ − λi1)
for i ≥ 1. We again suppose that the eigenvalues satisfy λi > λj if i < j, for all i, j ≥ 1.

Lemma 4.11 (Infinite spectrum). Suppose that Γ = Γ[Λ, 0] ∈ D has infinite spectrum, ker(Γ) =
{0} and Γ can be expressed as in (23). Then the following hold:

i) If 1
2 /∈ σ(Γ), then

p :=

{(
x 0
y −xT

)
∈ g : pixpj = 0 if i ≥ 1, j < i

}

is a weakly Kähler polarization of uBog in sΓ.

ii) If 1
2 ∈ σ(Γ), then

p :=

{(
x z
y −xT

)
∈ g : pixpj = 0 if i ≥ 1, j < i, z = p1zp1

}

is a weakly Kähler polarization of uBog in sΓ.

Proof. i) The proof follows the same lines as the finite-dimensional case with the following
additional remarks. For a decomposition of the identity {pi}i≥1 and x ∈ B(H), it is well-known
that x =

∑
i,j≥1 pixpj, where the convergence of this series is in the WOT (weak operator

topology). Furthermore, ‖∑N
i=1

∑M
j=1 pixpj‖ ≤ ‖x‖ for all M,N ≥ 1. Notice that x is then

upper triangular with respect to {pi}i≥1 if and only if x =
∑∞

i=1

∑
j≥i pixpj. From these facts

we may write x =
∑∞

i=1

∑
j≥i pixpj+

∑∞
i=1

∑
j<i pixpj , where both series converge in the WOT.

Thus, the following subspace

n :=

{(
x z
0 −xT

)
∈ g : pixpj = 0 if i ≥ 1, j ≥ i

}

becomes a closed supplement for p in g. Using that the adjoint and multiplication by a fixed
operator are both continuous maps in the WOT, all but the last of the conditions of a Kähler
polarization are straightforward to check.

The last condition reads −isΓ(X,X) = −2Tr(x[Λ, x∗]) + Tr(yy∗ − (y∗y + yy∗)Λ) > 0 for all
X ∈ p \ (uΓBog)C. Following the finite spectrum case treated in Lemma 4.9, in order to deal with

the first term of −isΓ(X,X) we need to compute Tr((xx∗−x∗x)Λ), where x =
∑∞

i=1

∑
j≥i pixpj

is now a WOT-convergent series whose partial sums are bounded in norm. To handle Tr(xx∗Λ)
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we apply twice the fact that functionals of the form f(y) = Tr(yz), z ∈ B1(H), y ∈ B(H), are
WOT continuous on the unit ball ([23, Thm. 5.3]). That is, we have

Tr(xx∗Λ) =
∞∑

i=1

∑

j≥i

Tr(pixpjx
∗Λ)

=

∞∑

i=1

∑

j≥i

Tr


pixpj




∞∑

k=1

∑

l≥k

plx
∗pk



( ∞∑

s=1

λsps

)


=

∞∑

i=1

∑

j≥i

λiTr(pixpjx
∗pi).

The term Tr(x∗xΛ) can be handled analogously. Hence,

−2Tr(x[Λ, x∗]) = 2

∞∑

i=1

∑

j>i

(λi − λj)‖pixpj‖22.

Since ker(Γ) = {0} and λ1 > λ2 > . . ., we conclude that λi − λj > 0 for all j > i. The second
term of −isΓ(X,X) can be treated as in the finite spectrum case. Finally, we observe that
Theorem 4.6 implies now that p is weakly polarization because the spectrum of Γ is infinite.

ii) Similar remarks apply to this case.

The previous results now imply the following.

Theorem 4.12. Let Γ ∈ D. Then the following assertions hold:

i) If Γ has finite spectrum, then (O(Γ),Σ(sΓ)) is a strongly Kähler homogeneous space.

ii) If Γ has infinite spectrum and ker(Γ) = {0}, then (O(Γ),Σ(sΓ)) is a weakly Kähler homo-
geneous space.

Proof. According to Theorem A.8 there exists a diagonal g1-pdm Γ = Γ[Λ, 0] satisfying the
conditions of Lemmas 4.9 or 4.11. Then the assertion of each item i) or ii) follows by Theorem
A.13.

Remark 4.13. Each orbit O(Γ) can be endowed with a complex manifold structure such that the
maps αU : O(Γ) → O(Γ), αU (Γ1) = UΓ1U

∗, Γ1 ∈ O(Γ), are holomorphic for every U ∈ UBog.
Indeed, this follows by noting that the requirements of Remark A.12 have been be checked in
Lemmas 4.9 and 4.11 without any assumption on the kernel of Γ.

A Appendix

A.1 Hartree-Fock-Bogoliubov theory

In this appendix we provide the necessary background on Hartree-Fock-Bogoliubov (HFB) the-
ory. Most of the material is presented following [6, 7, 8], where the reader can find the proofs
omitted here. We prefer the basis-dependent approach considered in these references, which has
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the benefit of dealing with linear operators. A basis independent approach, where one deals
with conjugate-linear operators, is also used in the literature (see, e.g., [41]).

Fock space formalism. The one-particle Hilbert space H is a complex separable Hilbert space
endowed with an inner product 〈 , 〉, which is linear in the second variable and conjugate-linear
in the first. The fermionic Fock space F over H is defined as the orthogonal sum

F := F[H] =
∞⊕

N=0

F(N),

where F(N) =
∧N

n=1H is the N -fold skew-symmetric tensor product of H for N ≥ 1; and
F(0) = CΩ, where Ω = (1, 0, 0, . . .) ∈ F is the vacuum vector. Thus, each vector in F(N) is a
possibly infinite combination of simple vectors of the form

f1 ∧ . . . ∧ fN :=
1√
N !

∑

π∈SN

sign(π)fπ(1) ⊗ fπ(2) ⊗ . . . ⊗ fπ(N), fi ∈ H,

where SN denotes the symmetric group and sign(π) the signature of the permutation π. Notice
that the inner product between simple vectors on each F(N) is given by

〈f1 ∧ . . . ∧ fN , g1 ∧ . . . ∧ gN 〉F(N) = det(〈fi, gj〉)1≤i,j≤N , fi, gi ∈ H.

The Fock space F becomes a Hilbert space equipped with the inner product defined by

〈Ψ1,Ψ2〉F :=

∞∑

N=0

〈
f
(N)
1 , f

(N)
2

〉
F(N)

, Ψi = (f
(0)
i , f

(1)
i , . . .), i = 1, 2.

We now introduce some useful linear operators on the Fock space. Associated to each vector
f ∈ H, there are creation operators c∗(f) and annihilation operators c(f) acting on F. The
creation operator is defined on simple vectors by

c∗(f)Ω = f ; c∗(f)(f1 ∧ . . . ∧ fN) := f ∧ f1 ∧ . . . ∧ fN .

Then, c∗(f) extends to F by linearity. The annihilation operator c(f) is defined as the adjoint
c(f) := (c∗(f))∗. It is noteworthy that c∗(f) and c(f) are linear and conjugate-linear in f ,
respectively. Further, we note c(f)Ω = 0. Using that f1 ∧ . . . ∧ fN = c∗(f1)c∗(f2) . . . c∗(fN )Ω,
it follows that any vector of F can be expressed as a limit of polynomials in creation opera-
tors acting on the vacuum vector. Creation and annihilation operators satisfy the canonical
anticommutation relations (CARs):

{c(f), c∗(g)} = 〈f, g〉 1F;
{c∗(f), c∗(g)} = {c(f), c(g)} = 0.

for every f, g ∈ H. Here {A,B} := AB+BA is the anticommutator of A and B. Let B(F) denote
the algebra of bounded linear operators on F. In particular, the CARs imply that c(f), c∗(f) ∈
B(F). Moreover, c(f) and c∗(f) are a partial isometries on F, and the map c isometric, i.e.
‖c(f)‖ = ‖f‖ and ‖c∗(f)‖ = ‖f‖. The unital C∗-algebra generated by {c(f) : f ∈ H} in B(F) is
a concrete construction of the CAR algebra A = A(H) of H.
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Another important operator on the Fock space is the particle number operator N̂, which is
defined by

N̂ :=
⊕

N≥0

N1F(N) .

This is an unbounded operator, its maximal domain is given by those vectors Ψ = (f (0), f (1), . . .)
such that

∑∞
N=1N

2‖f (N)‖2
F(N) <∞.

Bogoliubov transformations. Throughout, we fix an orthonormal basis {ϕk}k≥1 of H. Associated
to this basis, we define a conjugation on H by

I0f := f̄ :=
∑

k≥1

µ̄kϕk (24)

if f =
∑

k≥1 µkϕk. By a conjugation we mean that I0 is a conjugate-linear isometry acting on

H such that I20 = 1. Then, for any operator x, we define the operators

x̄ := I0xI0 , and xT := (x̄)∗ = x∗.

Let B(H) be the algebra of bounded operators on H. Consider two operators u, v ∈ B(H)
satisfying the following relations

uu∗ + vv∗ = 1 = u∗u+ vT v̄; (25)

u∗v + vT ū = 0 = uvT + vuT . (26)

Notice that equations (25) and (26) are equivalent to say that the following operator

U =

(
u v
v̄ ū

)
(27)

is unitary on H ⊕ H. Unitary operators on H ⊕ H having this form are known as Bogoliubov
transformations.

For each Bogoliubov transformation U as in (27), the operators d∗(f) := c∗(uf) + c(vf̄),
d(f) := (d∗(f))∗, also fulfill the CARs. Then there is a unique ∗-automorphism βU of the CAR
algebra such that βU (c(f)) = d(f), for all f ∈ H ([19, Thm. 5.2.5]). It is of interest to know
whether there exists a unitary operator that implements the automorphism βU on the Fock
space. There is a well-known characterization (see [3]):

Theorem A.1. Let U be a Bogoliubov transformation as in (27). Then there exists a unitary
operator U := UU : F → F such that

Uc∗(f)U∗ = c∗(uf) + c(vf̄ ), (28)

for all f ∈ H, if and only if Tr(v∗v) <∞.

Any such a unitary operatorU is called a unitary implementer of U , or simply an implementer
of U ; it is uniquely determined up to a scalar factor of modulus one. The condition of the
operator v being a Hilbert-Schmidt operator is usually refer to as the Shale-Stinespring condition.
The group of all unitary implementers is also known as the current group, and it is topological
group in the strong operator topology (see [4]).
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Quasi-free states. A state ω on the algebra B(F) is a complex linear map such that ω(1F) = 1
and ω(A∗A) ≥ 0, for all A ∈ B(F). In particular, this implies that ω is continuous. A state
is normal if there exists a density matrix ρ (i.e. ρ is a trace-class operator on F, ρ ≥ 0 and
Tr(ρ) = 1) such that ω(A) = TrF(ρA), for all A ∈ B(F). Important examples of normal states
for us are the pure states, which have the form ω(A) = 〈Ψ, AΨ〉F, for all A ∈ B(F), and some
unit vector Ψ ∈ F.

We are interested in the following special class of states. A normal state ω is said to be quasi-
free if it satisfies Wick’s theorem, i.e. given vectors h1, . . . , h2n ∈ H and 2n creation and annihi-
lation operators e1, . . . , e2n ∈ { c∗(h1), c(h1), . . . , c∗(h2n), c(h2n) }, we have ω(e1 . . . e2n−1) = 0
and

ω(e1 . . . e2n) =
∑

π∈P2n

sign(π)ω(eπ(1)eπ(2)) . . . ω(eπ(2n−1)eπ(2n)),

where P2n denotes the set of all permutations π ∈ S2n such that π(1) < π(3) < . . . < π(2n − 1)
and π(2j−1) < π(2j), for all 1 ≤ j ≤ n. For instance, when n = 2, this means that ω(e1e2e3e4) =
ω(e1e4)ω(e2e3) − ω(e1e3)ω(e2e4) + ω(e1e2)ω(e3e4). Additionally, we will often restrict to the
following class of states of physical interest. A state ω is said to have finite particle number if

ω(N̂) :=
∞∑

N=1

Nω(Π(N)) <∞. (29)

where Π(N) is the orthogonal projection onto F(N).

Example A.2. In the case in which ω is a pure state associated to a vector Ψ ∈ F(N) for some
N ≥ 0, then ω is a quasi-free state if and only if Ψ = f1 ∧ . . . ∧ fN , for some orthonormal
vectors f1, . . . , fN (take Ψ = Ω when N = 0). Vectors having this form are known as Slater
determinants. Clearly, the corresponding pure state has finite particle number.

Notation A.3. We will use the following notation:

Z := {ω : ω is a normal state};
Zqf := {ω ∈ Z : ω is a quasi-free state with finite particle number}.

Generalized one-particle density matrices. Each state ω gives raise to a generalized one-particle
density matrix (g1-pdm) Γω, which is defined as the self-adjoint operator on H⊕H satisfying

〈(
f1
f2

)
,Γω

(
g1
g2

)〉

H⊕H

= ω([c∗(g1) + c(ḡ2)][c(f1) + c∗(f̄2)]), fi , gi ∈ H.

Since the conjugation I0 might change (or not) when the basis {ϕk}k≥1 changes, the definition
of Γω depends on the fixed basis. A straightforward computation using the CARs shows that

0 ≤ Γω ≤ 1H⊕H. (30)

It is convenient to express Γω as a 2× 2 matrix of operators on H⊕ H,

Γω =

(
γω αω

α∗
ω 1− γ̄ω

)
=: Γω[γω, αω]. (31)
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Recalling that {ϕk}k≥1 is our fixed orthonormal basis of H, we abbreviate c∗k := c∗(ϕk) and
ck := c(ϕk). The operator blocks of Γω can be expressed as

〈ϕm, γωϕk〉 = ω(c∗kcm), 〈ϕm, α
∗
ωϕk〉 = ω(c∗kc

∗
m). (32)

Notice that
γ∗ω = γω , αT

ω = −αω. (33)

The operator γω is called one-particle density matrix (1-pdm) of the state ω. In the special case
of the pure state ωΨ(A) = 〈Ψ, AΨ〉F, for some unit vector Ψ ∈ F(N), the 1-pdm γωΨ

satisfies
0 ≤ γωΨ

≤ 1 and it has trace equal to N . Conversely, Lieb [31] proved that for each self-adjoint
operator γ on H such that 0 ≤ γ ≤ 1 and Tr(γ) = N , there exists a unit vector Ψ ∈ F(N)

such that γ = γωΨ
. The 1-pdm is related to the particle number operator. Noticing that

N̂ =
∑

k≥1 c
∗
kck as a quadratic form, then

ω(N̂) =
∑

k≥1

ω(c∗kck) = Tr(γω). (34)

It follows that γω is a trace-class operator if and only if Γω is the g1-pdm of a state ω with
finite particle number. The operator αω is called the pairing matrix. When ω(A) = 〈Ψ, AΨ〉, for
a vector Ψ = (f (0), f (1), . . .) ∈ F, is a (pure) quasi-free state with finite particle number, then
ω(N̂2) <∞, and its variance is expressed as

ω(N̂2)− ω(N̂)2 =
∑

n≥0

(n−N)2‖f (N)‖2
F(N) = 2Tr(α∗

ωαω).

Thus, the Hilbert-Schmidt norm of αω measures the spreading of Ψ among the subspaces F(N).

One can define generalized one-particle density matrices without reference to a state, only
taking into account the properties that these operators have when they are associated to a state.
That is, a g1-pdm can be defined as an operator of the form

Γ = Γ[γ, α] =

(
γ α
α∗ 1− γ̄

)
∈ B(H⊕ H)

satisfying the obvious corresponding conditions (30) and (33). It is then natural to address the
question of which g1-pdms are associated to a state. Using the relation in (34), one can prove
the following sufficient condition ([7, Thm. 2.3]).

Theorem A.4. Let Γ = Γ[γ, α] be a g1-pdm such that Tr(γ) < ∞. Then there exists a unique
quasi-free state ω with finite particle number such that Γ = Γω.

Any g1-pdm Γ = Γ[γ, α] such that Tr(γ) <∞ is called an admissible generalized one-particle
density matrix.

Notation A.5. Let B1(H) and B2(H) be the ideals of trace-class and Hilbert-Schmidt operators
on H, respectively. The set of all admissible g1-pdms is denoted by

D :=

{(
γ α
α∗ 1− γ̄

)
∈ B(H ⊕ H) : 0 ≤

(
γ α
α∗ 1− γ̄

)
≤ 1H⊕H, γ = γ∗ ∈ B1(H), α

T = −α
}
.

(35)
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Remark A.6. i) Note that, by the previous result, there is a bijection between quasi-free states
and the (convex) set D, namely Φ : Zqf → D, Φ(ω) = Γω. Let U : H ⊕ H → H ⊕ H be a
Bogoliubov transformation for which there exists a unitary implementer UU : F → F. For each
state ω ∈ Zqf , define ωU (A) := ω(UUAU

∗
U ) for any A ∈ A. Using (28), it easily follows that

ωU ∈ Zqf . Furthermore, it can be shown that Φ(ωU ) = U∗ΓωU .

ii) We claim that Γ = Γ[γ, α] ∈ D implies α ∈ B2(H). To see this, notice that 0 ≤ Γ ≤ 1H⊕H is
equivalent to

0 ≤ Γ− Γ2 =

(
γ − γ2 − αα∗ (1− γ)α+ α(1 − γ̄)

α∗(1− γ) + (1− γ̄)α∗ γ̄ − γ̄2 − α∗α

)
.

In particular, we get that γ ≥ γ2 + αα∗, from which our claim follows by using γ ∈ B1(H).

We end this collection of results on g1-pdms with the well-known relation between pure
states and projections, and a remarkable diagonalization result (see [7, Thm. 2.6] and the proof
of [7, Thm. 2.3]).

Theorem A.7. A quasi-free state ω with finite particle number is a pure state if and only if its
g1-pdm Γω ∈ D is a projection on H⊕ H (i.e. Γ2

ω = Γω).

Theorem A.8. Let Γ ∈ D. Then there exists a Bogoliubov transformation W satisfying the
Shale-Stinespring condition such that

WΓW ∗ =

(
Λ 0
0 1− Λ

)
, (36)

where Λ is a diagonal operator with respect to the fixed orthonormal basis {ϕk}k≥1 satisfying
Tr(Λ) <∞ and 0 ≤ Λ ≤ 1

21.

Hartree-Fock-Bogoliubov theory. The Hamiltonian H is a self-adjoint operator on the Fock
space, which we additionally assume to be bounded from below. This Hamiltonian generates
the dynamics of a many-particle fermion system, that is, particles satisfying the Pauli exclusion
principle. It is of relevance to compute the total ground state energy in the grand canonical
ensemble, which is given by the Rayleigh-Ritz principle:

Egs := inf{ω(H) : ω ∈ Z}.

Notice that the expression ω(H) ∈ [0,∞] is well defined because H is bounded from below (see
[7, Section 2.c]). This is indeed an extension of the original formulation of the Rayleigh-Ritz
principle that only uses pure states for the computation of above infimum. Determining the
ground state energy Egs is an almost impossible task (except in a few well-known examples).
One of the most widely used approximation methods is the (traditional) Hartree-Fock method
in quantum chemistry to calculate the energy of atoms and molecules. This method replaces
the set of all states for the set of all pure states given by Slater determinants:

EHF := inf{〈Ψ,HΨ〉F : N ∈ N, Ψ = f1 ∧ . . . ∧ fN , 〈fi, fj〉 = δij}.

In this case, one assumes that the Hamiltonian H conserves the particle number (i.e. [H, N̂] = 0).
Notice the upper bound Egs ≤ EHF .
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In this work we are interested in the Hartree-Fock-Bogoliubov method, which generalizes
the Hartree-Fock method and it relies on the machinery described above between Bogoliubov
transformations, quasi-free states and generalized one-particle density matrices. In this method
the Hamiltonian is not assumed to conserve the particle number. The resulting Hartree-Fock-
Bogoliubov energy is obtained by restricting the infimum to the set of all quasi-free states:

EHFB := inf{ω(H) : ω ∈ Zqf}
= inf{E(Γ) : Γ ∈ D}.

In the second line, we have reformulated the infimumwith the aid of the Hartree-Fock-Bogoliubov
functional defined by E(Γω) := ω(H), where Γω is the g1-pdm of the quasi-free state ω. Observe
again that Egs ≤ EHFB. We are not dealing with domain requirements. The quasi-free states
ω for which the kinetic energy is finite (i.e. ω(H) < ∞) were studied for particular classes of
Hamiltonians (see [8, 29]).

Let us mention examples of Hamiltonians that are usually considered. Let h be a self-adjoint
operator on H, the one-body operator, and let W be a self-adjoint operator acting on H ⊗ H,
the two-body operator. We write hj for the operator 1⊗ . . . 1⊗h⊗ 1 . . . 1, where h is placed in
the jth factor of the N -th fold tensor product. Similarly, Wij acts only the ith and jth factors.
Then one considers a Hamiltonian H on the Fock space formally defined by

H =
⊕

N≥0




N∑

i=1

hi +
∑

1≤i,j≤N

Wij


 .

The fermions to consider can be electrons, and h the Hamiltonian from molecular physics given
by taking h = −∆ −∑K

k=1
Zk

|x−rk| − µ acting on H = L2(R3,C2), and W = 1
|x−y| interpreted as

a multiplication operator on H ⊗ H ∼= L2(R6,C2). Here rk ∈ R
3, r = 1, . . . ,K, represents the

positions of the K nuclei, Zi > 0 are their charges, and µ < 0 is a sufficiently small chemical
potential. Another example is the pseudo-relativistic Hamiltonian for describing fermions ob-
tained by taking h =

√
−∆+m2 −m, m > 0 is the mass, and W the same as before (see [29]).

As a third example we refer to the Hubbard model treated in [7], where the Hilbert space H is
now finite dimensional. In all cases, H fulfills the condition of being bounded from below.

A.2 Banach manifolds basics

We recall definitions and elementary properties of several geometric structures in the setting
of manifolds modeled on Banach spaces. Basic definitions of notions such as Banach manifold,
smooth or C∞ maps between manifolds, Banach-Lie group, exponential map, etc. can be found
in [28]. The special setting of analytic Banach manifolds is treated in [43]. For several geometric
structures in Banach manifolds and their interplay with operator theory we refer to [12]. We
write manifold for refer to a real or complex smooth manifold modeled on a Banach space.
Also we omit the terminology Banach manifold, Banach-Lie group, etc., which are replaced by
manifold, Lie group, etc. The tangent space of a manifold M at a point p (resp. cotangent
space) is denoted by TpM (resp. T ∗

pM). When f : M → N is a smooth map between two
manifolds, we write Tpf : TpM → Tf(p)N for the tangent of f at p. Given Lie groups G,K, . . .,
we use the notation g, k, . . . for its Lie algebras. The exponential map of Lie group G is denoted
by expG.
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Homogeneous spaces and submanifolds. Let M be a manifold. A Lie group G acts smoothly on
M if the there is a smooth map G ×M → M , (g, p) 7→ g · p, such that (gh) · p = g · (h · p),
and 1 · p = p for every g, h ∈ G and p ∈ M . Notice that in this case the map πp : G → M ,
πp(g) = g · p is also smooth. The orbit of a point p ∈ M is defined by O(p) := {g · p : g ∈ G}.
The action is said to be transitive if O(p) =M for some p ∈M . The isotropy group at p ∈M is
Gp := {g ∈ G : g ·p = p}. Clearly, there is a bijection O(p) → G/Gp, g ·p 7→ gGp. A smooth map
f : M → N between two manifolds is called a submersion at p ∈ M if Tpf : TpM → Tf(p)N is
surjective and ker(Tpf) is a complemented subspace in TpM . In the case that f is a submersion
at every point of M , it is said that f is a submersion.

Let G be a Lie group acting smoothly and transitively on a manifold M . If there is some
point p ∈ M such that the map πp : G → M , πp(g) = g · p is a submersion at 1 ∈ G, then
M is called a smooth homogeneous space of G. We observe that the existence of such a point
p ∈M in the above definition is actually equivalent to the fact that every point in M have that
property.

Let M be manifold and N a subset of M . N is an embedded submanifold of M if for each
point p ∈ N there exists a Banach space E and a chart (W, φ) at p, φ : W ⊆ E →M , φ(0) = p,
such that φ(W ∩ (F ⊕ {0})) = φ(W) ∩ N , where F is a closed and complemented subspace in
E. A smooth map f : M → N between two manifolds is called an immersion at p ∈ M if
Tpf : TpM → Tf(p)N is injective and ran(Tpf) is a complemented closed subspace in TpM . In
the case that f is an immersion at every point of M , it is said that f is an immersion. The
following criterion is useful.

Proposition A.9. Let M , N be two manifolds, N ⊆ M . Then N is an embedded submanifold
of M if and only if the topology of N coincides with the topology inherited from M and the
inclusion map N →֒M is an immersion.

The notion of Lie subgroup is related to the construction of homogeneous spaces. This notion
is not uniform in the literature, see for instance [34] where various notions are recalled; and also
some pathologies are pointed out, which only show up in this context of infinite dimensional
Lie groups modeled on Banach spaces. In this work we use the most restrictive notion available
following [18]: a subgroupK of a Lie group G is a Lie subgroup if K is an embedded submanifold
of G. In particular, this allows us to state the next result as follows.

Theorem A.10. Let G be a Lie group with Lie algebra g, K a closed subgroup of G, and set

L(K) := {X ∈ g : expG(tX) ∈ K, ∀t ∈ R}.

The following assertions hold:

i) L(K) is a closed Lie subalgebra of g.

ii) If there are open neighborhoods 0 ∈ V ⊆ g and 1 ∈ W ⊆ G such that expG : V → W is
a diffeomorphism and expG(V ∩ L(K)) = W ∩ K, then K carries a Lie group structure
endowed with the relative topology inherited from G such that L(K) is the Lie algebra of
K and expK = expG |L(K) : L(K) → K.

iii) If, in addition, L(K) is a complemented subspace in g, then K is a Lie subgroup of G
and the quotient space M := G/K carries the structure of a manifold equipped with the
quotient topology such that the natural projection π : G→M , π(g) = gK, is a submersion.
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Furthermore, G acts smoothly on M by the left translation action defined by G×M →M ,
g · hK = ghK.

We observe that the manifold structure on G/K is uniquely determined by the condition
that the projection π is a submersion. Also the previous result has the following converse. A
smooth homogeneous space M of a Lie group G must be diffeomorphic to G/Gp, where Gp is
the isotropy group of G at any point p ∈ M , and Gp turns out to be a Lie subgroup of G. Let
gp be the Lie algebra of Gp. A reductive structure for a smooth homogeneous space M of a Lie
group G is a smooth distribution of closed subspaces {mp}p∈M of g such that gp ⊕ mp = g and
Adg(mp) = mp, for every g ∈ Gp and p ∈ M . A smooth homogeneous space equipped with a
reductive structure is called a reductive homogeneous space.

Symplectic homogeneous spaces. A weakly symplectic manifold is a pair (M,ω) of a manifold M
and a non-degenerate closed differential 2-form ω taking values on R. It is said to be a strongly
symplectic manifold if for every p ∈ M the injective map TpM → T ∗

pM , v → ωp(v, ·), is also
surjective. Notice that the notions of weakly and strongly symplectic manifolds clearly coincide
for finite dimensional manifolds. In the case in which M = G/K is a smooth homogeneous
space of G, consider the smooth map αg : M → M defined by αg(hK) = ghK. A 2-form ω is
called invariant if (αg)

∗ω = ω for all g ∈ G. Here (αg)
∗ω indicates the pull-back of ω by αg.

A weakly (resp. strongly) homogeneous space is a weakly (resp. strongly) symplectic manifold
(M,ω), where M = G/K is a homogeneous space of G and the form ω is invariant.

Although the forthcoming definitions can be given for a Banach space z, we only assume that
z = R or z = C, which are the only cases needed in this work. A continuous z-valued 2-cocyle of
a Lie algebra g is a continuous skew-symmetric function s : g× g → z such that

s(X, [Y,Z]) + s(Z, [X,Y ]) + s(Y, [Z,X]) = 0,

for all X,Y,Z ∈ g. It is called a coboundary if there is a continuous linear map f : g → z such that
s(X,Y ) = f([X,Y ]). Let Z2

c (g, z) and B2
c (g, z) be the space of continuous z-valued 2-cocycles

and the subspace of coboundaries, respectively. The second continuous cohomology Lie algebra
space is defined as the following quotient of vector spaces H2

c (g, z) := Z2
c (g, z)/B

2
c (g, z). Two

continuous z-valued 2-cocycles are said to be cohomologous if their classes coincide in H2
c (g, z).

Let G be a Lie group, K a Lie subgroup of G andM = G/K. Let g and k be the Lie algebras
of G and K, and π : G → G/K the natural projection, p = π(1). Suppose that s ∈ Z2

c (g,R) is
such that k = {X ∈ g : s(X,Y ) = 0, ∀Y ∈ g}. Since TpM ∼= g/k, and using the relation between
k and s, the following non-degenerate skew-symmetric bilinear map is well defined:

ωp(X + k, Y + k) := s(X,Y ), X, Y ∈ g.

Then it can be smoothly translated to other points of M by using the above defined maps αg,
namely

ωg·p(v,w) := ωp(Tg·p(αg−1)(v), Tg·p(αg−1)(w)), v, w ∈ Tg·pM.

We write ω = Σ(s) for the differential 2-form defined by ω := {ωg·p}g∈G. For finite-dimensional
Lie groups this construction provides an invariant symplectic form on their coadjoint orbits. We
now state its generalization to the setting of Banach manifolds.

Theorem A.11. Let G be a Lie group, K a Lie subgroup of G and M = G/K. Assume that
s ∈ Z2

c (g,R) satisfies k = {X ∈ g : s(X,Y ) = 0, ∀Y ∈ g}. Then (M,Σ(s)) is a weakly symplectic
homogeneous space.
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Kähler homogenous spaces. Let G be a real Lie group and K a Lie subgroup of G. Then,
M = G/K has the structure of real smooth homogenous space. Assume that (M,ω) is a weakly
(resp. strongly) symplectic homogeneous space of G satisfying the following conditions: M is
actually a complex manifold and the maps αg : M → M , αg(hK) = ghK are holomorphic for
all g ∈ G; ωp(v,w) = ωp(Jpv, Jpw) for all v,w ∈ TpM and p ∈ M , where Jp is the complex
structure on TpM giving the multiplication by i; and ωp(v, Jpv) > 0 for all v ∈ TpM , v 6= 0, and
p ∈M . In this case, (M,ω) is said to be weakly (resp. strongly) Kähler homogenous space of G.

Next we describe how Kähler homogenous space can be constructed in Lie algebraic terms.
Given a real Lie group G with Lie algebra g we write gC for the complexification of g, and we
denote by a 7→ a the involution of gC whose set of fixed points is given by g.

Remark A.12. The following criterion was proved in [11]. For real smooth homogeneous space
M = G/K there is a bijective correspondence between, on one hand, complex manifold structures
on M such that the smooth structure underlying the complex structure is just the smooth
manifold structure of M and the maps αg, g ∈ G, are holomorphic, and on the other hand,
closed complex subalgebras p of gC such that

p+ p = gC, p ∩ p = kC, and Adhp ⊆ p, h ∈ K. (37)

Theorem A.13. Let G be a real Lie group, K a Lie subgroup of G and M = G/K a smooth
homogeneous space. Let s ∈ Z2

c (g,R) satisfying k = {X ∈ g : s(X,Y ) = 0, ∀Y ∈ g}. Denote by
ω = Σ(s), and consider the C-linear extension s : gC × gC → C. Moreover assume that p is a
complemented subalgebra of gC with the properties stated in (37), and assume that M has the
structure of a complex manifold given by p. Then (M,ω) is a weakly Kähler homogenous space
if and only if the following hold:

s(p× p) = 0, and − is(a, a) > 0, a ∈ p \ kC. (38)

Furthermore, if the injective map g/k → (g/k)∗ ≃ T ∗
pM , X + k 7→ ωp(X + k, · ), is surjective,

then (M,ω) is a strongly Kähler homogenous space.

A complemented subalgebra p of gC satisfying the conditions in (37) and (38) is called
a weakly Kähler polarization of g in s. If the last condition in the previous theorem is also
satisfied, then it is called a strongly Kähler polarization of g in s. For a proof of Theorem A.13
we refer to [12].

Acknowledgment

This research was partially supported by CONICET (PIP 2021/2023 11220200103209CO), AN-
PCyT (2015 1505/ 2017 0883) and FCE-UNLP (11X974).

References

[1] E. Andruchow, G. Larotonda, The rectifiable distance in the unitary Fredholm group, Studia Math.
196 (2010), 151–177.
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