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A B S T R A C T

Wave excitation force (torque) estimators, vital in wave energy systems, generally combine the nominal
representation of a wave energy converter (WEC) with an excitation force (perturbation) model. Thus, this
model-based estimation approach, grounded in the internal model principle, often employs two perturbation
models: (i) the harmonic oscillator structure, prevalent in literature, assuming sinusoidal signals; and (ii) the
integrator (random walk) scheme, assuming unit step-like signals. These models comprehensively represent
a specific family of estimators, as discussed in this study. However, both models may struggle to capture
the irregular (stochastic) nature of ocean waves. This study challenges the prevailing assumption that the
harmonic oscillator structure, selected for its resemblance to ocean wave oscillations, is inherently the optimal
choice. This study provides a rigorous discussion on convergence conditions. Thus, is shown that, while the
harmonic oscillator can be highly effective under specific conditions, the random walk structure, despite
its simplicity, can surpass the performance of the harmonic oscillator scheme. Formal proofs support this
argument, emphasising the effectiveness of the harmonic oscillator can be guaranteed with periodic signals.
1. Introduction

The urgent need for a global energy transition has become a
paramount concern, driven by the detrimental impact of fossil fuels
on the environment (Guo and Ringwood, 2021). Recognising the im-
perative to shift the current energy source mix, several countries and
organisations worldwide have identified this as a critical milestone for
a sustainable future (International Energy Agency, 2019).

While R&D efforts have predominantly focused on established re-
newable energy technologies, like wind and solar power, the untapped
potential of ocean wave energy remains a promising and relatively
unexplored frontier. With an estimated resource capacity of around 1.8
⋅104 TWh (Guo and Ringwood, 2021), ocean waves have the capacity
to supply over 12% of the current global energy consumption, offering
a substantial contribution to a clean energy transition.
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1 Or, alternatively, wave excitation torque, depending on the specific structure of the WEC.

Optimising the performance of wave energy converters (WECs) is
pivotal in harnessing the energy potential of ocean waves (Ringwood
et al., 2014). These devices are designed to extract energy from waves,
making optimal control strategies for WECs essential (Ringwood et al.,
2014). However, many advanced control strategies rely on precise
knowledge of the force that waves exert on the WEC, commonly
referred to as the wave excitation force1 (García-Violini et al., 2020;
Li and Patton, 2023). Hence, given the intrinsic unmeasurability of
the excitation force, an alternative approach is employed: estimation
of excitation force using observable parameters, such as WEC motion
(position, velocity, etc.) (Peña-Sanchez et al., 2019b). This process typ-
ically involves an unknown input observer strategy to derive accurate
estimates (Nguyen and Tona, 2018).

Several techniques have been proposed in the literature for esti-
mating wave excitation force in WEC systems (Peña-Sanchez et al.,
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2019b; Abdelrahman and Patton, 2020), with many of them based
on Luenberger structures (Luenberger, 1971). In particular, it is worth
noting that the study in Abdelrahman and Patton (2020) can be com-
plemented by the insights provided in this study, as discussed in the
following paragraphs, but especially in Section 4. These estimators are
designed using an extended system, which, based on the internal model
principle (IMP) theory (Francis and Wonham, 1976), incorporates a
nominal representation of the WEC system, alongside an implicit form
deterministic model characterising the excitation force structure. Two
particular perturbation models have been prevalent in the literature for
designing these observers. The first, known as the harmonic oscillator
structure, is inspired by the inherent oscillatory nature of ocean waves.
This model, widely adopted and extensively explored in the wave
energy field (Ling and Batten, 2015; Kracht et al., 2015; Garcia-Abril
et al., 2017; Hillis et al., 2020; García-Violini et al., 2021; Zhang
et al., 2023), is, to the best of the authors’ knowledge, the most
widespread and widely used representation for wave excitation estima-
tion in WEC systems. However, these references lack comprehensive
analytical proof. The second predominant model is based on the ran-
dom walk scheme (Nguyen and Tona, 2018; Davis and Fabien, 2020),
which is essentially an integration-based estimation scheme, with the
assumption that the process to be estimated evolves slowly, allowing it
to be approximated as a combination of sequential step signals. Among
these two deterministic models, the integration-based scheme can be
indicated as the simplest estimation structure, as further discussed in
Section 3.1. It must be noted that, as subsequently discussed in this
study, both the harmonic oscillator and the random walk structures
are effective and general descriptors of the model family defined by the
IMP for unknown input estimators. Consequently, these structures serve
as suitable candidates for the family of IMP-based estimators, making
them well-suited for performance assessment.

The IMP posits that the signal under consideration, whether for
tracking, rejection, or estimation purposes within a given application
framework, inherently possesses an internal model (generating poly-
nomial) (Goodwin et al., 2001) that aligns with specific assumptions
concerning the unknown input. For example, in the context of the
harmonic oscillator model, the assumption is that the excitation force
of the wave constitutes a periodic sinusoidal-based signal. Conversely,
in the random walk scheme, the assumption is that the process to
be estimated undergoes gradual changes, allowing it to be modelled
as a sequential combination of step signals. It is essential to note
that the efficacy of the IMP theory hinges on the fulfilment of these
underlying assumptions. When these assumptions are perfectly met,
the IMP asymptotically ensures convergence with null error (in steady-
state). Nevertheless, it is crucial to acknowledge a significant challenge
stemming from the irregular stochastic nature of ocean waves (Falnes,
2002). The wave excitation force, driven by complex and dynamic
wave patterns, often deviates from the strict periodicity or step-like
behaviour assumed by these models. While these models can provide
useful approximations at times, they may not fully capture the nu-
anced and intricate nature of the excitation force, which is inherently
influenced by the unpredictable and variable conditions of the ocean
environment.

The primary contribution of this paper is a critical exploration and
substantiation of the estimation schemes employed in WEC systems.
Specifically, the prevailing misconception, and consequent misuse, of
the IMP, is addressed and clarified, both analytically and with a cor-
responding detailed numerical appraisal. In particular, throughout the
paper, we demonstrate that any deterministic internal model charac-
terising the wave excitation will be, by definition, an approximation,
so the effectiveness of wave excitation estimation schemes does not
derive directly from the adopted model, but depends on the bandwidth
achieved within the chosen estimation strategy. Following these lines,
we show that a simpler internal model can provide, overall, better re-
sults than more complex IMP structures. In particular, when referring to
2

the two main models adopted in the literature, i.e., harmonic oscillator
and random walk, the latter introduces just an additional state to the
overall augmented system, while the former requires the inclusion of
2𝑛𝑒 modes, with 𝑛𝑒 representing the number of harmonic components
considered for the representation of the excitation force. Thus, the
presented study establishes foundational principles to ensure a certain
level of performance under general assumptions. In emphasising the
nature of this study, it is important to mention that the objective
is not to conduct a comparative analysis between different estimator
structures, nor to conduct a robustness assessment or robust design.
Rather, the convergence and performance characteristics of these struc-
tures are analysed individually, under diverse scenarios. Nevertheless,
it is worth noting that certain commonalities and distinctions between
the considered estimation structures, as candidates of the family of
IMP-based estimators, are explored to derive general insights.

The subsequent sections of this paper are structured as follows.
A review of fundamental WEC modelling principles and basics of
estimations are given in Section 2. Section 3 delves into the intro-
duction of Luenberger-based estimation approaches. In Section 4, a
comprehensive discussion that illuminates the theoretical and practical
implications associated with considering the wave excitation force
model is given. To substantiate and validate our earlier findings and
discussions, a series of general simulations are given in Section 5,
considering both regular and irregular waves. Finally, Section 6 serves
as the conclusion of this study, encapsulating the pivotal discoveries
and delving into the ramifications of the proposed approach.

Notation

𝑍(𝜔), 𝑧(𝑡) denotes a Fourier transform pair. Re {⋅} and Im {⋅}
enote the real-part and imaginary-part operators. Re {⋅} and Im {⋅}
enote the real-part and imaginary-part operators, respectively. R>0 and
<0 represent the sets of positive and negative real numbers, respec-

ively, while, C>0 and C<0 denote the sets of complex numbers with
ositive and negative real parts, respectively. 𝑠 indicates the Laplace
ariable, for the Laplace domain. The symbol ⨁ denotes the direct sum
f 𝑛 matrices, i.e. ⨁𝑛

𝑖=1 𝐴𝑖 = diag
{

𝐴1, 𝐴2, … , 𝐴𝑛
}

. 𝑧(𝑡), and 𝑣(𝑡) = 𝑧̇(𝑡)
enote the position, and velocity of the floating body, respectively.
e(𝑡) and 𝑢(𝑡) denote the excitation and control forces, respectively.
he convolution operator is denoted with the symbol ∗. The set of
igenvalues is obtained with the operator 𝜆 {⋅}.

. Preliminaries: WEC modelling

We present, within this section, a brief recall of the fundamentals
nderlying linear WEC modelling, as per the standard assumptions
dopted within virtually all the literature in wave excitation force
stimation and control (see Ringwood et al. (2014)). The hypotheses
dopted are consistent with linear potential flow theory (Falnes, 2002),
n which the motion associated with the WEC system, in a single-
egree-of-freedom (DoF),2 can be expressed in terms of the following
ifferential equation,3

𝑧̈ = 
(

𝑓e − 𝑓r − 𝑓h − 𝑢
)

, (1)

n which 𝑧 ∈ R denotes the displacement of the WEC system in
he DoF under analysis, 𝑓e(𝑡) ∈ R denotes the wave excitation force
i.e. the force exerted on the wetted surface of the device due to the
ncoming wave field), 𝑓h(𝑡) ∈ R is the hydrostatic restoring force, and
r(𝑡) ∈ R denotes the so-called radiation force, describing the fluid
emory effects on the device response. The function 𝑢, with 𝑢(𝑡) ∈ R,
enotes the control force, applied via an associated power take-off
PTO) system, to optimise the WEC performance (see e.g. (Ringwood

2 The extension to the multi-DoF case can be pursued straightforwardly, by
ollowing standard arguments from potential flow theory (see Folley (2016)).

3 From now on, the dependence on 𝑡 is omitted when clear from the context.
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et al., 2014)). Finally, the inverse generalised mass in Eq. (1) is defined
as  = (𝑚 + 𝜇∞)−1, where 𝜇∞ is the so-called radiation added-mass at
nfinite frequency (see Falnes (2002)).

Within linear potential flow, the hydrostatic force can be computed
s a linear map in 𝑧, i.e.

h = 𝑘h𝑧, (2)

where 𝑘h ∈ R+ denotes the so-called hydrostatic stiffness. Radi-
tion effects are modelled following the well-known Cummins’ for-
ulation (Cummins, 1962), in which 𝑓r is computed in terms of a

corresponding convolution operation

𝑓r = 𝑘r ∗ 𝑣, (3)

in which 𝑣 = 𝑧̇ denotes the velocity of the associated DoF, and
𝑘r ∈ 𝐿2(R) is the radiation impulse response function, characterising
the underlying radiation subsystem. The characterisation of the map
𝑘r is performed in terms of numerical techniques, based on so-called
boundary element methods (BEMs). In particular, BEM-based software
packages, such as e.g. NEMOH (LHEEA, 2017), provide a finite set of
ata points (either in the time- or frequency-domain) describing the
ap 𝑘r. As per standard practice within simulation, estimation, and

ontrol of WEC systems, and given the non-parametric nature of the
utput provided by BEM codes, the operation in (3) is approximated in
erms of the output of a 𝜈-dimensional linear time-invariant, internally

stable and strictly proper representation, i.e.

𝜃̇ = 𝐹𝜃 + 𝐺𝑣,

𝑓r ≈ 𝐻𝜃,
(4)

in which the triple (𝐹 ,𝐺,𝐻⊺) ∈ R𝜈×𝜈 ×R𝜈 ×R𝜈 can be computed via
tailored system identification procedures (see e.g. (Peña-Sanchez et al.,
2019a)).

Leveraging the representation in Eq. (4), Eq. (1) can be fully written
in terms of a state–space system as

𝑥̇ = 𝐴𝑥 + 𝐵
(

𝑓e − 𝑢
)

𝑦 = 𝐶𝑥 = 𝑧,
(5)

with a state-vector 𝑥 = [𝑧 𝑣 𝜃]⊺, 𝑥(𝑡) ∈ R𝑛, 𝑛 = 2 + 𝜈, and where the
matrices (𝐴,𝐵, 𝐶) are defined as

𝐴 =
[

𝐴0 𝐵0𝐻
𝐺𝐶0 𝐹

]

, 𝐵 =
[

𝐵0
𝟎

]

, 𝐶 =
[

𝐶0 𝟎
]

, (6)

with

𝐴0 =
[

𝟎 1
−𝑘h 𝟎

]

, 𝐵0 =
[

𝟎


]

, 𝐶0 =
[

1 𝟎
]

, (7)

where the 𝟎 (null) matrices have appropriate dimensions.

3. Estimation frameworks for wave excitation

As highlighted in Section 1, numerous strategies have been pro-
posed for the estimation of wave excitation force or torque. It is
noteworthy that a substantial portion of these strategies rely on IMP
theory, assuming an implicit deterministic model that characterises an
unknown input to be estimated. In the context of this study, the focus
is on the estimation of the wave excitation force. By way of example,
the well-established Kalman estimation theory for unknown inputs,
employing an infinite estimation horizon, can be placed within an IMP
framework. In particular, Kalman-based estimators have found effective
application in wave excitation force estimation, as presented in, for ex-
ample, Nguyen and Tona (2018) or Davis and Fabien (2020), where the
considered estimation schemes are coupled with random walk signal
structures. The literature has also explored the convergence of Kalman-
based estimators, as in Krener (2003), Rhudy and Gu (2013), providing
a comprehensive understanding, from a general perspective. However,
it is essential to note that this study operates within a deterministic
3

framework. Consequently, convergence conditions within the context o
of Kalman-based estimators, such as those relative to the covariance
matrix, remain constant. For this particular study, as discussed in
Section 1, two estimation structures are considered, being the most
widespread and widely used estimation approaches in WEC systems.
In steady-state conditions, the underlying estimation structure is essen-
tially a Luenberger observer, i.e. it follows the approach described in
Section 3.1, via Eq (8). This is discussed in detail within this section.

The techniques explored within the literature of wave excitation
estimation for WECs, which are those effectively discussed within this
paper, exploit the IMP (Francis and Wonham, 1976). To be precise, an
implicit description of the wave excitation force is sought, based on a
set of differential equations.

The underlying idea is that of providing an estimate 𝑓e of the wave
xcitation force 𝑓e based on available measurements for a given WEC

system and the chosen implicit form to describe the excitation dynam-
ics, in the spirit of the state estimation case presented in Section 3.1. In
particular, the error between the estimated and measured motion of a
WEC, denoted 𝑒(𝑡), is minimised to yield an (ideally) accurate estimate
f 𝑓e, assuming that the WEC model effectively reflects the actual
ystem. As a matter of fact, the accuracy of the obtained 𝑓e will rely
eavily on, initially, how accurately the model represents the actual
evice behaviour, being hence able to ‘decouple’ internal dynamics of
he WEC system from the external force 𝑓e.

.1. State estimation

Within this section, we provide an overview of the fundamentals of
tandard state estimation, which are then used and extended accord-
ngly for the case of wave excitation (i.e. unknown-input) estimation,
n Section 3. In particular, leveraging the state–space representation of
q (5), we discuss a standard method to compute an estimate 𝑥̃ of the
tate-vector 𝑥, based only on the available measures of the system. To
rovide a simplified account, as preparation for the results presented in
he upcoming sections, we initially assume the WEC is in undisturbed
onditions, i.e. 𝑓e = 0, ∀𝑡 ∈ R>0. In this case, we resort to the so-called

Luenberger observer structure (Luenberger, 1964), i.e.

̇̃𝑥 = 𝐴𝑥̃ − 𝐵𝑢 + 𝐿(𝑦 − 𝑦̃)

𝑦̃ = 𝐶𝑥̃ = 𝑣̃,
(8)

where the matrix 𝐿 is the so-called observer gain, which essentially
introduces a correction component proportional to the estimation error
𝑦 − 𝑦̃.

Defining the estimation error as 𝑒 = 𝑥 − 𝑥̃, together with the WEC
system description in Eq. (5) and associated observer in Eq. (8), the
objective is that of designing the observer gain 𝐿 such that 𝑒 → 0 as
𝑡 → ∞. With some algebraic manipulation, the following dynamical
description for 𝑒 can be achieved straightforwardly:

̇ = (𝐴 − 𝐿𝐶)𝑒, (9)

from which the associated trajectories, for any given observer initial
condition 𝑒(0), can be computed simply as

𝑒(𝑡) = e(𝐴−𝐿𝐶)𝑡𝑒(0). (10)

n simpler terms, ensuring that the observer gain 𝐿 is designed such
hat 𝜆 {𝐴 − 𝐿𝐶} ⊂ C<0, the set of complex numbers with negative real
art, where 𝜆 {⋅} denotes the set of eigenvalues, and by the conditions
utlined in, for example, Chen (1999), leads to the decay of the
atrix exponential in Eq. (10) as 𝑡 → ∞. This decay guarantees the

onvergence of the state estimate, denoted as 𝑥̃ → 𝑥, regardless of the
nitial conditions of the observer. Various methods, such as those based
n the Lyapunov equation, Ackermann’s equation, or the Bass–Gura
ormulation (Chen, 1999), can be considered for the design of 𝐿, based

n user-defined closed-loop dynamics for the estimator.
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Fig. 1. Interconnection between the implicit form description used to describe the
wave excitation process and the WEC dynamical system.

3.2. Implicit form description of the wave excitation

The family of observers analysed within this study represents the
wave excitation force in terms of a linear deterministic model. In
particular, the wave excitation force 𝑓e is modelled in terms of an
autonomous linear system driven by initial conditions, i.e. an implicit
form description, as follows
{

𝑥̇e = 𝐴e𝑥e,
𝑓e = 𝐶e𝑥e,

(11)

with initial condition 𝑥e(0) and where the pair (𝐴e, 𝐶e) is observable
(see Goodwin et al. (2001)), and 𝐴e ∈ R𝑛𝑒×𝑛𝑒 and 𝐶e ∈ R𝑛𝑒 . A schematic
epresentation of the interconnection between the WEC and Eq (11) can
e appreciated from Fig. 1.

The implicit form in Eq. (11) can represent a variety of deterministic
ignals. We show this by means of the following example dynamics:

(I)𝐴e =
[

0 1
0 0

]

→ 𝑥e(𝑡) =
[

1 𝑡
0 1

]

𝑥e(0),

(II)𝐴e = 𝛽 → 𝑥e(𝑡) = 𝑒𝛽𝑡𝑥e(0),

(III)𝐴e=
[

0 −𝛽
𝛽 0

]

→ 𝑥e(𝑡) =
[

cos(𝛽𝑡) − sin(𝛽𝑡)
sin(𝛽𝑡) cos(𝛽𝑡)

]

𝑥e(0),

(12)

where 𝛽 is assumed to be a real constant for all three cases. Considering
suitable initial conditions (according to the context), the equations in
(13) define associated function spaces to describe the wave excitation
signal, i.e.

(I) 𝑓e ∈ span({1, 𝑡}),
(II) 𝑓e ∈ span(𝑒𝛼𝑡),

(III) 𝑓e ∈ span({cos(𝛼𝑡), sin(𝛼𝑡)}).
(13)

Notice that (I) generates polynomial functions, which are, by their na-
ture, unbounded. (II), instead, describes exponential behaviour, which
can be either asymptotically stable (𝛼 < 0), constant – yet bounded –
(𝛼 = 0), or unstable (𝛼 > 0).

To analyse the general case, suppose 𝜆 ∈ C is an eigenvalue of
𝐴e, and let 𝑞 be the dimension of its largest associated generalised
eigenspace. The implicit form (11) is inherently able to generate the
family of functions {𝑡𝑖𝑒𝜆𝑡}𝑞−1𝑖=0 . Though effectively able to provide a

ide variety of function spaces for the description of 𝑓e, we know,
rom physical principles, that wave excitation is both a bounded and
ersistently exciting signal, meaning that only a subset of scenarios
s representative: The eigenvalues of 𝐴e must be simple, and can be

either zero (i.e. an integrator) or complex conjugate pairs with zero
real part. The former, which corresponds with case (II) in (13) with
𝛼 = 0, generates the space span(1). The latter, which can be associated

ith case (III) in (13), generates a space populated by trigonometric
olynomials with frequencies directly linked with each pair of purely
omplex eigenvalues in 𝜆(𝐴e). Any other scenario (apart from the two
escribed immediately above), leads to deterministic models which
re either asymptotically stable, meaning that 𝑓e tends to zero (hence

violating the persistence of excitation condition) or unstable, meaning
that 𝑓e grows indefinitely, violating the bounded condition for the wave
excitation. These two cases, referred to in the literature of WEC estima-
tion as ‘random walk’ and ‘harmonic oscillator’ models, respectively,
are the fundamental internal model building blocks for wave excitation,
4

and are described in detail within the following paragraphs. e
3.2.1. Random walk scheme
Following the discussion provided immediately above, for the ran-

dom walk scheme, the matrices 𝐴e and 𝐶e are simply defined as,

e = 0, 𝐶e = 𝛼. (14)

ote that this effectively coincides with (II) in (13) with 𝛽 = 0.
ithin this formulation, assuming reachability of the pair (𝐴e, 𝑥a(0)),

the excitation force, is modelled as a (locally) piecewise constant value,
i.e.

𝑓e ∈ span(1). (15)

Alternatively, the family of functions associated with the implicit form
(14) can be characterised in terms of the so-called generating polyno-
mial (Goodwin et al., 2001) as

𝛤 (𝑠) = 𝑠, (16)

ith 𝑠 ∈ C. The root of this polynomial is, clearly, 𝑠 = 0, which
oincides with 𝜆(𝐴e). The value for 𝛼 ∈ R∕0 in 𝐶e is used as in the
ase of the harmonic oscillator (see Eq. (14)).

.2.2. Harmonic oscillator scheme
For this case, the excitation force is assumed to be defined in terms

f the superposition of 𝑛𝑒 sinusoidal modes (polychromatic process).
onsequently, the matrices 𝐴e and 𝐶e can be defined, without any loss
f generality, as follows:

e =
𝑛𝑒∕2
⨁

𝑝=1

[

0 𝜔𝑝
−𝜔𝑝 0

]

, 𝐶e =
[

𝟏𝑛𝑒 ⊗
[

𝛼 0
]

]

, (17)

eaturing a set of ‘natural’ frequencies 𝑝 = {𝜔𝑝}𝑝∈N𝑛𝑒
, with 𝜔𝑝 ∈ R>0,

f the considered harmonic oscillator to represent the excitation force,
nd 𝟏𝑛𝑒 ∈ R𝑛𝑒 a vector with all its entries equal to one. Although the
alue for 𝛼 ∈ R in 𝐶e is often used as a design parameter, for the
onvergence analysis presented within this paper, it can be set to 𝛼 = 1
ithout any loss of generality. Note that it is straightforward to see

hat, with the choice of matrices in Eq. (17), the excitation force is
ssentially modelled as a finite sum of trigonometric polynomials, i.e.

e ∈ span({cos(𝜔𝑝𝑡), sin(𝜔𝑝𝑡)}𝑝∈N𝑛𝑒∕2
). (18)

nalogously to the random walk case, presented in Section 3.2.1, the
mplicit from described via (17) can be alternatively written in terms
f an associated generating polynomial as:

(𝑠) =
𝑛𝑒∕2
∏

𝑝=1
(𝑠2 +𝑤2

𝑝). (19)

he roots of this polynomial, which indeed coincide with 𝜆(𝐴e), with
e as in (17), are given by the set ±𝜔𝑝𝚥, where 𝑝 ranges from 1 to 𝑛𝑒∕2.

.3. Estimation

It is possible to devise a joint state and input estimator following the
uenberger structure detailed in Section 3.1, specifically in Eq. (8) (Lu-
nberger, 1964), as shown in Fig. 2. In particular, by combining the
tate–space representations for the WEC system in Eq. (5) and excita-
ion force process in Eq. (11), an ‘augmented’ system can be obtained,
s follows:

𝑥̇𝑎 = 𝐴𝑎𝑥𝑎 + 𝐵𝑎𝑢
𝑦 = 𝐶𝑎𝑧𝑥𝑎,

(20)

here 𝑥𝑎 =
[

𝑥 𝑥𝑒
]⊺, 𝑦 = 𝑧, and the set of matrices in Eq. (20) are

efined as

𝑎 =
[

𝐴 𝐵𝐶𝑒
𝟎 𝐴𝑒

]

, 𝐵𝑎 =
[

−𝐵
𝟎

]

𝐶𝑎𝑧 =
[

𝐶 𝟎
]

. (21)

ote that, using the implicit form description chosen for the wave

xcitation force, as per Eq. (11), estimation of the augmented state
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Fig. 2. A general estimation scheme in WEC systems is presented, using a state
observer.

vector in Eq. (25), denoted as 𝑥̃𝑎, can be effectively used to provide
n estimate 𝑓e accordingly, i.e.

ẽ = 𝐶𝑎𝑓 𝑥̃𝑎, where 𝐶𝑎𝑓 =
[

𝟎 𝐶e
]

, (22)

o that the problem now reduces to computing 𝑥̃𝑎 based on the available
easures of the WEC system (position 𝑧, in this case). Then, the system

omprising 𝑦 and 𝑓𝑒 (or analogously 𝑓𝑒) is given by 𝐴𝑎, 𝐵𝑎 and 𝐶𝑎, with

𝑎 =
[

𝐶𝑎𝑓
𝐶𝑎𝑧

]

. (23)

Following the state estimation case outlined in Section 3.1, an
stimator structure can be presented as follows:

̇̃𝑥𝑎 = 𝐴𝑎𝑥̃𝑎 + 𝐵𝑎𝑢 + 𝐿(𝑦 − 𝑦̃), (24)

here, analogously to the case presented in Eq. (8), the observer gain
needs to be chosen such that 𝜆

{

𝐴𝑎 − 𝐿𝐶𝑎
}

⊂ C<0 to guarantee
onvergence, i.e. 𝑒 → 0, under the chosen implicit form description for
he wave excitation.

. Analytical investigation

This section delves into the analytical core, introducing key results
hat solidify the central arguments given in this study. It is noteworthy
o mention that although, in Fig. 2, a control force 𝑢(𝑡) is schematically
hown for completeness, for presenting a general estimator analysis it
an be removed, as it is a known quantity. The outcome elucidated in
ection 3 yield the following closed-loop estimation augmented system,
hat encompass both the WEC and the estimator dynamics, as follows:

̇̃𝑥𝑎 =
(

𝐴𝑎 − 𝐿𝐶𝑎
)

𝑥̃𝑎 +
[

𝐿 𝐵
]

[

𝑧
𝑢

]

𝑓𝑒 =
[

𝟎 𝐶𝑒
]

𝑥̃𝑎 = 𝐶𝑎𝑓 𝑥̃𝑎
𝑧̃ =

[

𝐶 𝟎
]

𝑥̃𝑎 = 𝐶𝑎𝑧𝑥̃𝑎

(25)

t is worth mentioning that, for the sake of completeness, the control
orce 𝑢(𝑡) is included in Eq. (25), but can be safely assumed to be null
i.e. zero) without any loss of generality. Consequently, Eq. (25) defines
n observer structure for estimating 𝑥̃𝑎, in particular, the WEC motion,
ndicated as 𝑧(𝑡), and the unknown excitation force, 𝑓𝑒. The resulting
lock diagram for motion and excitation force estimation is depicted
n Fig. 3, using a time-domain block representation, including the WEC
ynamics and the observer (estimation) scheme, assuming null control
orce 𝑢.

Based on the closed-loop observer expression in Eq (25), and with
he objective of establishing analytical conditions for excitation force
stimation effectiveness, the following system can be formulated:
[ ̇̂𝑥𝑎
𝑥̇

]

=
[

𝐴𝑎 − 𝐿𝐶𝑎 𝐿𝐶
𝟎 𝐴

] [

𝑥̂𝑎
𝑥

]

+
[

𝟎
𝐵

]

𝑓𝑒,

𝑓𝑒 =
[

𝐶𝑎𝑓 𝟎
]

[

𝑥̂𝑎
𝑥

]

.
(26)

his system combines excitation force estimation and WEC models, fa-
ilitating the mapping from 𝑓𝑒 (actual excitation force) to 𝑓𝑒 (estimated

̃

5

xcitation force) for the assessment of 𝑓𝑒 estimation effectiveness. It is
mportant to note that, even though 𝑓𝑒 is an inaccessible and unmea-
urable quantity, assuming full knowledge of 𝑓𝑒, as in Eq. (26), allows
eneral conditions to be given for effective estimation of excitation
orce, following standard results in IMP theory.

.1. Frequency domain

Following Fig. 3, the augmented structure depicted in Eq. (26) can
e equivalently defined in the frequency domain, as illustrated in Fig. 4.
ssuming a WEC system in the state–space domain represented by:

𝑜(𝑠) ≡
[

𝐴 𝐵
𝐶 0

]

. (27)

the resulting estimation structures, 𝑧 → 𝑓𝑒 and 𝑧 → 𝑧̃, can be defined in
terms of the dynamic structures 𝐺𝑧 and 𝐺𝑓 . These structures are derived
from the estimation scheme depicted in Fig. 3 and Eq. (26), as follows:

𝐺𝑧(𝑠) ≡
[

𝐴𝑎 𝐿
𝐶𝑎𝑧 0

]

, 𝐺𝑓 (𝑠) ≡
[

𝐴𝑎 𝐿
𝐶𝑎𝑓 0

]

. (28)

Thus, the resulting closed-loop estimation schemes (𝑧 → 𝑓𝑒 and 𝑧 → 𝑧̃),
as illustrated in Figs. 3 and 4, can be expressed as transfer functions,
as follows:

𝑧 ↦ 𝑧̃ ≡
(

𝐼 + 𝐺𝑧
)−1 𝐺𝑧, (29)

𝑧 ↦ 𝑓𝑒 ≡
(

𝐼 + 𝐺𝑧
)−1 𝐺𝑓 , (30)

while the final force-to-force structure (see Fig. 3), required for estima-
tor performance study and assessment, is given by:

𝑓𝑒 ↦ 𝑓𝑒 ≡
(

𝐼 + 𝐺𝑧
)−1 𝐺𝑓𝐺𝑜. (31)

Similarly, the mappings in Eq. (28) can be explicitly defined, in the
frequency domain, as follows:

𝐺𝑓 (𝑠) =
[

𝐶𝑒 𝟎
]

𝛹 (𝑠)−1𝐿,

𝐺𝑧(𝑠) =
[

𝟎 𝐶
]

𝛹 (𝑠)−1𝐿, (32)

with

𝛹 (𝑠) =
[

(𝑠𝐼 − 𝐴) −𝐵𝐶𝑒
𝟎 (𝑠𝐼 − 𝐴𝑒)

]

, (33)

and, for the sake of simplifying the notation, the nominal WEC model
can be expressed as:

𝐺𝑜(𝑠) = 𝐶(𝑠𝐼 − 𝐴)−1𝐵. (34)

Thus, using the upper diagonal nature of 𝛹 (𝑠), in Eq. (33), its inverse
an be computed as

(𝑠)−1 =
[

(𝑠𝐼 − 𝐴)−1 (𝑠𝐼 − 𝐴)−1𝐵𝐶𝑒(𝑠𝐼 − 𝐴𝑒)−1

𝟎 (𝑠𝐼 − 𝐴𝑒)−1

]

. (35)

By combining the expressions in Eq. (32), with Eq. (35), then,

𝑓 (𝑠) = 𝐶𝑒
(

𝑠𝐼 − 𝐴𝑒
)−1 𝐿𝑒. (36)

nd

𝑧(𝑠) =

𝐶 (𝑠𝐼 − 𝐴)−1 𝐿𝑜 + 𝐶 (𝑠𝐼 − 𝐴)−1 𝐵𝐶𝑒
(

𝑠𝐼 − 𝐴𝑒
)−1 𝐿𝑒. (37)

ith

=
[

𝐿𝑜
𝐿𝑒

]

, 𝐿𝑜 ∈ R𝑛, and 𝐿𝑒 ∈ R𝑛𝑒 . (38)
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Fig. 3. General time-domain estimation scheme in WEC systems. In particular, the motion (position) and an unknown excitation force are estimated.
Fig. 4. Frequency domain resulting estimation scheme.

4.2. Convergence analysis of estimation errors

The sets of eigenvalues corresponding to 𝐴 and 𝐴𝑒 are defined as:

𝛬𝑜 ≡ 𝜆 {𝐴} , 𝛬𝑒 ≡ 𝜆
{

𝐴𝑒
}

∈ C𝑛𝑒 , (39)

with 𝛬𝑜 ∈ C𝑛 and 𝛬𝑒 ∈ C𝑛𝑒 . Specifically, owing to the inherent
tability characteristic of WEC systems, it holds that ∀𝜆𝑖 ∈ 𝛬𝑜, then
𝑖 ∈ C<0, where 𝑖 = 1, … , 𝑛𝑒. Similarly, considering the previously
iscussed harmonic oscillator and random walk estimation schemes
see Section 3.2), ∀𝜆𝑖 ∈ 𝛬𝑒, then Re

{

𝜆𝑖
}

= 0, with 𝑖 = 1, … , 𝑛𝑒, or 𝜆𝑖 =
𝜔𝑝, or 𝜆𝑖 = 𝚥𝜔𝑝, with 𝑝 = 1, … , 𝑛𝑒, always forming complex conjugate
airs. It is noteworthy that the set of eigenvalues 𝛬𝑒 is determined by
he roots of the generating polynomials 𝛤 (𝑠) in Eqs. (15) and (19).

Hence, each mapping in Eqs. (32) to (37), namely 𝐺𝑜(𝑠), 𝐺𝑓 (𝑠),
nd 𝐺𝑧(𝑠), can be articulated as transfer functions, delineated in terms

of denominator and numerator factors (polynomials). Thus, the WEC
model is represented by the transfer function:

𝐺𝑜(𝑠) = 𝐶 (𝑠𝐼 − 𝐴)−1 𝐵 = 𝐷𝑜(𝑠)−1𝑁𝑜(𝑠), (40)

where 𝐷𝑜(𝑠) and 𝑁𝑜(𝑠) denote the denominator and numerator factors
of 𝐺𝑜(𝑠), respectively. In particular,

𝐷𝑜(𝑠) =
𝑛
∏

𝑖=1

(

𝑠 − 𝜆𝑖
)

, 𝜆𝑖 ∈ 𝛬𝑜. (41)

Similarly,

𝐺𝑓 (𝑠) = 𝐶𝑒
(

𝑠𝐼 − 𝐴𝑒
)−1 𝐿𝑒 = 𝐷𝑒(𝑠)−1𝑁𝑒(𝑠), (42)

with

𝐷𝑒(𝑠) =
𝑛𝑒
∏

𝑖=1

(

𝑠 − 𝜆𝑖
)

, 𝜆𝑖 ∈ 𝛬𝑒. (43)

Analogously

𝐺𝑧(𝑠) =

𝐶 (𝑠𝐼 − 𝐴)−1 𝐿𝑜 + 𝐶 (𝑠𝐼 − 𝐴)−1 𝐵𝐶𝑒
(

𝑠𝐼 − 𝐴𝑒
)−1 𝐿𝑒 =

𝐷 (𝑠)−1𝑁 (𝑠) +𝐷 (𝑠)−1𝑁 (𝑠)𝐷 (𝑠)−1𝑁 (𝑠). (44)
6

𝑜 𝐿𝑜 𝑜 𝑜 𝑒 𝑒
where 𝑁𝐿𝑜
(𝑠) denotes a generic numerator factor associated with 𝐿𝑜,

which cannot be defined in general, even though its specific definition
does not impact the presented analysis. Thus, following the relation-
ships schematically depicted in Fig. 4, the resulting estimator mappings
can be expressed in terms of the estimation error,

𝑧 ↦ 𝑒 = 𝑧 − 𝑧̃ ≡
(

𝐷𝑜(𝑠)𝐷𝑒(𝑠) +𝐷𝑒(𝑠)𝑁𝐿𝑜
(𝑠) +

𝑁𝑜(𝑠)𝑁𝑒(𝑠)
)−1 𝐷𝑜(𝑠)𝐷𝑒(𝑠). (45)

Based on Eqs. (32), (34), and (45), the resulting 𝑓𝑒 → 𝑓𝑒 mapping
can be expressed in terms of its numerator and denominator factors,
as follows

𝑓𝑒 ↦ 𝑓𝑒 ≡

𝐷𝑜(𝑠)−1𝑁𝑜(𝑠)𝐷𝑒(𝑠)−1𝑁𝑒(𝑠)
(

𝐷𝑜(𝑠)𝐷𝑒(𝑠) +𝐷𝑒(𝑠)𝑁𝐿𝑜
(𝑠) +

𝑁𝑜(𝑠)𝑁𝑒(𝑠)
)−1 𝐷𝑜(𝑠)𝐷𝑒(𝑠) =

𝑁𝑜(𝑠)𝑁𝑒(𝑠)
(

𝐷𝑜(𝑠)𝐷𝑒(𝑠) +𝐷𝑒(𝑠)𝑁𝐿𝑜
(𝑠) +

𝑁𝑜(𝑠)𝑁𝑒(𝑠)
)−1 (46)

Analysis of Eq. (46) reveals that when evaluating 𝑓𝑒 ↦ 𝑓𝑒 within the
set of eigenvalues 𝛬𝑒, as prescribed by the IMP, i.e. 𝐷𝑒(𝜆𝑖) = 0, ∀𝜆𝑖 ∈ 𝛬𝑒
(see Eq. (42)), the resulting mapping is equal to the identity mapping,
specifically:

𝑓𝑒 ↦ 𝑓𝑒
𝑠∈𝛬𝑒
= 1, (47)

which is equivalent to:

𝑧 ↦ 𝑒
𝑠∈𝛬𝑒
= 0. (48)

4.3. Analysis

The frequency-domain result in Eq. (46) shows the consistency of
the mapping 𝑓𝑒 ↦ 𝑓𝑒 with IMP theory. IMP theory suggests that,
when the natural modes of the excitation signal 𝑓𝑒, in the generating
polynomials 𝛤 (𝑠) in Eqs. (15) and (19), for the harmonic oscillator and
random walk, respectively, are encompassed within 𝛬𝑒, zero tracking
error (estimation within the framework of estimation theory) can be
assured in steady state. Consequently, as shown in the forthcoming
simulation/experimental results in Section 5, it becomes feasible to
achieve zero estimation or tracking error in steady state, when dealing
with combinations of purely sinusoidal signals. This is accomplished
when employing the harmonic oscillator, which incorporates purely
imaginary eigenvalues (lying on the imaginary axis).

Similarly, zero tracking or estimation error in the steady state is
guaranteed for step-type signals when the integrator model (charac-
terised by a pole at the origin) is employed to define 𝛬𝑒, representing
the random walk scheme. The inclusion of a harmonic oscillator or
random walk model within the definition of 𝛬𝑒 does not automatically
ensure convergence, as convergence will depend on the alignment be-
tween the inclusion of the appropriate spectral components, as per IMP
theory, and the spectral definition, or generating polynomial, 𝛤 (𝑠), of
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the excitation force. Conversely, when defining a 𝛬𝑒 with large dimen-
sion structure, numerical errors can be introduced due to heightened
computational complexity (poor numerical condition). Consequently,
given the stochastic and irregular nature of realistic ocean waves (ab-
sence of a generating polynomial), the effectiveness, or ineffectiveness,
of an estimator is predominantly governed by the resulting closed-loop
bandwidth of the estimation structure. This bandwidth is determined
by the placement of the closed-loop eigenvalues, resulting from the
fusion of the WEC model and the state observer. In mathematical terms,
the closed-loop bandwidth hinges on the eigenvalues of the closed-loop
matrix:

𝛬𝐶𝐿 ≡ 𝜆
{

𝐴𝑎 − 𝐿𝐶𝑎
}

. (49)

Hence, as the estimation convergence is dictated by 𝛬𝐶𝐿, the conver-
gence velocity of the estimator is characterised by the minimum |𝜆⋆|,
with 𝜆⋆ ∈ 𝛬𝐶𝐿. However, the pursuit of a greater |𝜆⋆|, to speed up
the convergence, can generate numerical inaccuracies and problems,
attributed to the burden of high computational demands, generated by
large numbers. Therefore, a discernible trade-off materialises between
convergence effectiveness and computational feasibility.

It must be noted that the resulting bandwidth of the estimator
structure (see Fig. 3), is given by

Bandwidth ∝ min
(

|

|

|

Re
{

𝜆⋆
}

|

|

|

)

, with 𝜆⋆ ∈ 𝛬𝐶𝐿, (50)

while the eigenvalue defining the closed-loop bandwidth is referred to
as the dominant eigenvalue (or the slowest eigenvalue), as it governs the
convergence velocity.

5. Case study

This section presents the outcomes derived from the implementation
of the estimation methodologies outlined in Sections 3.2.1 and 3.2.2.
The presented analysis is performed considering, as a nominal model,
the linear time-invariant (LTI) system in García-Violini et al. (2024)
derived from experimental tests, by the application of system iden-
tification routines (see García-Violini et al. (2024) for more details).
Thus, the nominal model, referred to as 𝐺𝑜(𝑠) in the context of this
study, is a stable and passive LTI system of fourth order. It is essential
to note that the results presented in this study are insensitive to the
specific choice of nominal model. However, as elaborated in subse-
quent discussion, the incorporation of a realistic experimental platform
allows practical issues to be addressed, including hydrodynamic un-
certainty, non-linearities, and effects exerted by the electromechanical
components. Consequently, this enables an assessment of the estimation
performance under authentic operating conditions.

The analysis, assessment, and results presented in this study are
based on the experimental setup depicted in Fig. 5, presenting both a
photograph and a schematic of the prototype system. The experimental
infrastructure, extensively used in previous studies (Ferri et al., 2012;
Nguyen et al., 2016; García-Violini et al., 2023; Faedo et al., 2023;
García-Violini et al., 2024), incorporates a real-time software archi-
tecture implemented through the Matlab/Simulink Real-Time Toolbox
(version 2016b) for data acquisition (The Mathworks Inc., 2024b).
A detailed description of the experimental setup, encompassing the
WEC prototype, sensing and actuation systems, hardware, computer
and acquisition, and wave basin dimensions, can be found in, for
example, (García-Violini et al., 2021, 2024). Notably, the prototype
utilised in this study is based on the Wave Star WEC system (Hansen
and Kramer, 2011), a well-established concept in the wave energy field.
It is important to acknowledge that, within the context of this study,
and given the rotational nature of the PTO assembly, the analysis in this
section considers rotational motion rather than translational motion.
Thus, for the definitions in Eq. (1), the forces are replaced by torques
(𝑓 by 𝜏 ), mass by inertia ( by ), etc.
7

𝑒 𝑒
Fig. 5. The prototype system used for estimation assessment, considering the method-
ologies discussed in Sections 3.2.1 and 3.2.2. The setup, replicates the Wave Star WEC
system. The references indicate: (1) the PTO system; (2) the mounting structure; (3)
the motion sensor; (4) the load cell (for forces measurement); (5) the centre of gravity
(CoG) of the whole structure; and (6) centre of gravity of the buoy.

5.1. Closed-loop eigenvalue placement for estimation

While there are numerous (infinite) configurations for placement
and assignment of eigenvalues in closed-loop estimation, for the sake of
a systematic and methodical approach, this study adopts the repeated
assignment of poles at purely real locations. From the definition in
Eq. (49), the assignment of poles to closed-loop estimation is structured,
as follows:

𝛬𝐶𝐿 ≡ 𝜆
{

𝐴𝑎 − 𝐿𝐶𝑎
}

=
{

𝜆⋆, … , 𝜆⋆
}

, (51)

with 𝜆⋆ ∈ R<0. Consequently, Ackermann’s method is applied to
determine the estimator gain 𝐿 in each case, ensuring the desired set
𝛬𝐶𝐿 (Ackermann, 1972). Ackermann’s method, for eigenvalue place-
ment, is a control system design method for linear time-invariant
systems. It assigns desired closed-loop eigenvalue locations using Ack-
ermann’s formula, which calculates the estimation gain 𝐿 based on
the controllability matrix of the pair

(

𝐴⊺
𝑎, 𝐶

⊺
𝑎
)

, with ⊺ denoting the
transpose of a matrix. The method utilises the controllable canonical
form for analytical computations. Various computation platforms have
built-in routines for its implementation in practical control system
design (The Mathworks Inc., 2024b).

It is crucial to emphasise that, despite an infinite number of com-
binations of closed-loop eigenvalue positions, this study practically
encompasses all cases. The chosen methodology aims to illustrate the
impact of closed-loop bandwidth (see Eqs. (49) and (50)) on estimator
performance, giving prominence to the dominant eigenvalues, i.e. those
with the smallest real part in magnitude (absolute value), as pivotal
determinants in all scenarios. Moreover, the placement of closed-loop
eigenvalues can be achieved, for instance, using alternative methods
such as linear quadratic Gaussian (LQG) design, i.e. a Kalman-based
filter with an infinite estimation horizon solving an algebraic Riccati
equation, ultimately determining the location of these eigenvalues and
providing a specific closed-loop bandwidth (Goodwin et al., 2001).
For instance, LQG methods ensure minimum variance in a 2-norm
sense, based on designated weighting matrices for the noise variance
associated with the state vector and output. Similarly, closed-loop
eigenvalue positions can be determined using alternative methods,
such as those based on robust techniques (e.g. ∞), computed for
example with linear matrix inequalities (LMIs), or Riccati equations.
However, each computational methodology, tailored to address specific
design specifications, results in the definition of a distinct gain 𝐿 and,
consequently, a particular bandwidth. As shown later, this bandwidth



Ocean Engineering 311 (2024) 118864D. García-Violini et al.

1

Fig. 6. Frequency response analysis for the mapping 𝜏𝑒 → 𝜏𝑒. The matching at 𝜔𝑜 = 7
rad/s, achieved with the harmonic oscillator, is indicated with a solid-black dot.

emerges as the key driver influencing estimation performance. It is
crucial to note that the outcomes of the presented study are not affected
by the particular methodology considered for closed-loop eigenvalue
value placement.

5.2. Assessment scenarios: Excitation torque signals

For this study, three categories of excitation torque signals are
considered, which are used in three assessment scenarios.

5.2.1. Scenario 1: Ideal monochromatic wave
Excitation torque

Firstly, an ideal sinusoidal wave excitation torque (ideal monochro-
matic excitation torque), with angular frequency 𝜔𝑜 = 7 rad/s, is used
for estimator assessment:

𝜏𝑒 = sin(7𝑡). (52)

This scenario enables a thorough analysis of the steady-state response.

Estimator
Focusing on an ideal (simulated) monochromatic wave with fre-

quency 𝜔𝑜 = 7 rad/s, the harmonic oscillator matrix 𝐴𝑒 is defined as
indicated in Eq. (17), with 𝑝 =

{

𝜔𝑜
}

, i.e. an unique 𝜔𝑝, ensuring
a perfect alignment in the mapping from 𝜏𝑒 to 𝜏𝑒, particularly at 𝜔𝑜
( 𝜏𝑒 → 𝜏𝑒||𝑠=±𝚥𝜔𝑜

= 1), as illustrated in Eq. (46). To design an estimator
based on a random-walk scheme, the unknown excitation torque is
modelled with 𝐴𝑒 = 0, as indicated in Eq. (14).

The frequency response of the resulting closed-loop estimation map-
ping,i.e. from torque to estimated torque (𝜏𝑒 → 𝜏𝑒), is defined for 𝜆⋆ =
−5, −10, and −50 rad/s, are depicted in Fig. 6. Specifically, in Fig. 6, a
close-up around 𝜔𝑜 = 7 rad/s is presented within a shadowed green box
to clearly illustrate the perfect matching at 7 rad/s, achieved with the
harmonic oscillator. Without loss of generality, the choice of each 𝜆⋆

is made for illustrative purposes, aiming to mitigate exaggerated time-
domain responses, for simplified visualisation of the results (discussed
in Section 5.3).

5.2.2. Scenario 2: Experimental monochromatic wave
Excitation torque

For the second and third assessment scenarios, experimentally ac-
quired wave excitation torques are utilised (see, for example, Faedo
et al. (2023)). Simultaneously, while the system is affected by the
8

corresponding wave (regular and irregular waves for the second and
Fig. 7. Spectral analysis of the excitation torque experienced by the prototype when
excited with a monochromatic wave, revealing evident harmonic distortion.

third scenarios, respectively), the wave excitation torque is acquired
and used for estimation performance assessment. For a comprehensive
discussion on the signal acquisition procedure, the interested reader is
directed to García-Violini et al. (2024).

Specifically, for the second scenario, the prototype is exposed to a
monochromatic wave with frequency 𝜔𝑜 = 7 rad/s. Unlike the ideal
case addressed in Scenario 1, harmonic distortion is present in the
wave excitation torque for this experimental case (nonlinear effects),
adding a layer of complexity to the estimation process. Fourier analysis
of the magnitude of the wave excitation torque is depicted in Fig. 7.
Thus, in Fig. 7, harmonic distortion can be detected, deviating from
a purely sinusoidal waveform, with harmonics observed at 7 (funda-
mental component), 14, 21, . . . , rad/s. The use of an experimental
monochromatic excitation allows nonlinearity to be clearly identified,
via harmonic production, and its effect on estimator performance can
be clearly noted, isolated and analysed.

Estimator
In this scenario, the assessed estimation schemes are those designed

for Scenario 1, where the corresponding frequency responses are illus-
trated in Fig. 6, using 𝑝 =

{

𝜔𝑜
}

for estimators based on the harmonic
oscillator structure, and 𝐴𝑒 = 0 for schemes grounded in the random
walk structure, while the closed-loop estimation bandwidth is defined
with 𝜆⋆ = −5, −10, and −50 rad/s, across all the examined estimation
structures. The choice of each 𝜆⋆ is made, without loss of generality,
for illustrative purposes, aiming to deal with exaggerated time-domain
responses (as discussed in Section 5.3).

5.2.3. Scenario 3: Irregular wave
Excitation torque

For the third scenario, an experimentally derived excitation torque,
exerted when the prototype is exposed to a panchromatic wave, based
on a JONSWAP spectrum (Hasselmann, 1973) with parameters 𝑇𝑝 =
.836 s (𝛺𝑝 = 3.42 rad/s), 𝐻𝑠 = 0.1042 m, and 𝛾 = 3.3 as typical period

(peak frequency), significant wave height, and peak shape parameter,
respectively, is employed. For this third case, the wave selection follows
the details outlined in García-Violini et al. (2024), representing realistic
(scaled) wave conditions in a full-scale version of the prototype.

A Fourier analysis for the magnitude of the wave excitation torque
is shown in Fig. 8, where the spectral components used in a set
of estimators based on the harmonic oscillator scheme, subsequently
discussed in the following subsection, are indicated with solid-black
dots.

In this scenario, similar to the experimental monochromatic case
in Scenario 2, the fluid–structure interaction, imperfect wavemaking,
and mechanical interaction in the PTO can introduce nonlinear be-
haviour and harmonic distortion. Furthermore, this scenario introduces
additional complexity due to the broadband and dense nature of the
excitation process, with the particular absence of separable harmonic

behaviour.
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Fig. 8. Spectral analysis of the excitation torque experienced by the prototype
hen excited with a JONSWAP-based panchromatic wave. The spectral components

onsidered in 𝐴𝑒 for the harmonic oscillator are denoted with solid black dots.

stimator
In this assessment scenario, a set of estimators based on a random

alk scheme (using 𝐴𝑒 = 0), and a set estimator based on a har-
monic oscillator structure, are considered. For the set of estimators
relying on the harmonic oscillator structure, a perturbation model 𝐴𝑒
is introduced, defined with the following three spectral components:

𝑝 ≡
{

0.75𝛺𝑝, 𝛺𝑝, 1.25𝛺𝑝
}

, (53)

here 𝛺𝑝 = 3.42 rad/s denotes the peak frequency of the considered
ea-state. The definition in Eq. (53) is designed to achieve a balance
etween numerical complexity and a tractable number of spectral com-
onents covering the excitation torque, avoiding potential numerical
ssues. However, increasing the number of spectral components in 𝐴𝑒
ntensifies the computational burden and introduces poor numerical
onditioning. Hence, despite a wide range of possibilities for the num-
er 𝑛𝑒∕2 of spectral components 𝜔𝑝, the chosen approach distinctly
ighlights the constraints of the harmonic oscillator. This is especially
otable compared to the random walk scheme, which does not neces-
itate any additional model complexity. Thus, the presented definition
f 𝐴𝑒, derived from Eq. (53), offers a good balance between spectral
overage and numerical complexity.

For this third scenario, the selected closed-loop eigenvalues are
⋆ = −5,−10, and −30 rad/s, which are chosen for illustrative purposes,
voiding extreme responses (as discussed in Section 5.3). It is essential
o highlight that, unlike the first two scenarios involving monochro-
atic cases, in this scenario the fastest closed-loop eigenvalue is 𝜆⋆ =

−30 rad/s whereas, in the monochromatic cases is 𝜆⋆ = −50 rad/s.
This strategic choice is intended, without loss of generality, to mitigate
extreme peak values and prevent extreme transients 𝜏𝑒.

Fig. 9 illustrates the frequency response of the mapping 𝜏𝑒 → 𝜏𝑒
for this third scenario. Black-solid dots, in Fig. 9, indicate the exact
alignment of spectral components in the perturbation model 𝐴𝑒 (refer
to Eq. (53)), ∀𝜆⋆ ∈ 𝑝. These points, match the locations indicated
with black dots in Fig. 8. The black dots in Figs. 8 and 9 emphasise
the fulfilment of the matching condition, for the harmonic oscillator
case, validating the analysis in Eq. (46). A critical observation, from
Fig. 9, is the escalating amplification behaviour with the increase of
the closed-loop bandwidth (by considering larger, or faster, closed-loop
eigenvalues). This phenomenon leads to a progressive amplification in
the estimator results.

5.3. Results

The time-domain results for the estimators based on random walk
and harmonic oscillator perspectives are presented separately below.
It is essential to highlight that in all the examined scenarios, encom-
passing simulations and experiments, the time extension is sufficient to
9

ensure the attainment of a steady-state response.
Fig. 9. Frequency response analysis for the mapping 𝜏𝑒 → 𝜏𝑒, considering three spectral
components in the perturbation model (solid black dots).

Fig. 10. Excitation torque estimates for the random walk in Scenarios 1 (top), 2
(middle), and 3 (bottom). Closed-loop eigenvalues 𝜆⋆ = −5, −10, and −50 are studied.

5.3.1. Random walk results
The time-domain results obtained with the presented estimation

schemes based on random walk structures, for Scenarios 1, 2, and 3, are
shown in this section. Thus, the time traces obtained for each scenario
are shown in Fig. 10-top, -middle, and -bottom, respectively.

From the results for Scenario 1, in Fig. 10-top, it can be noted
that the estimate does not converge to the actual excitation signal,
regardless of the closed-loop eigenvalue locations. It must be noted
that, irrespective of the value of 𝜆⋆, a clear phase lag is prevalent,
which is supported by the resulting estimator frequency response in
Fig. 6. Thus, it is clear that the random walk cannot achieve adequate
performance under these operation conditions. By extrapolating the
findings from Fig. 6 for |𝜆⋆| > 50, the phase lag can be addressed
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through an extension of the estimator bandwidth. Therefore, by adopt-
ing a broader bandwidth, specifically with |𝜆⋆| > 50, substantial
mitigation of the phase lag becomes possible. Nonetheless, extending
the bandwidth can lead to the emergence of additional amplification
bands, as depicted in the case of 𝜆⋆ = −50 between 10 and 200 rad/s
in Fig. 6. The increased amplification, while not impacting results in
an ideal monochromatic scenario, where its power spectral density is
fully contained in a single component. However, this amplification can
pose a significant challenge in more realistic cases, with a distributed
power spectral density, as discussed in Scenarios 2 and 3 below.

The time-domain results for Scenario 2 are shown in Fig. 10-middle.
Similar to the results presented in Scenario 1, in Scenario 2 the estima-
tors based on random walk schemes do not achieve perfect convergence
to the actual excitation torque. Specifically, it is observable that while
mitigation of the phase lag is evident in the comparison between 𝜆⋆ =
−10 and 𝜆⋆ = −50, oscillatory behaviour becomes increasingly pre-
dominant. This behaviour arises from the interaction, in the frequency
domain, between the spectral content of the excitation signal (see
Fig. 7) and the frequency response of the different considered estimator
structures (see Fig. 6). Therefore, when expanding the bandwidth to
attain an estimator frequency response closer to unity, an increased
amplification band is generated as a side effect. This amplification
magnifies the spectral content of the excitation signal, detrimentally
affecting the quality of the estimate. This impact is evident in the
prevalent oscillations observed when 𝜆⋆ = −50.

The time-domain results for Scenario 3 are presented in Fig. 10-
bottom. Notably, it is evident that the estimation schemes based on the
random walk approach consistently deliver satisfactory performance
across virtually all analysed cases (𝜆⋆ = −5,−10, and −30). As previ-
ously discussed, and further explored in the subsequent section for the
harmonic oscillator case, this behaviour is elucidated by examination of
the spectral content of the excitation signal (refer to Fig. 7) and the am-
plification levels introduced by each estimation scheme (refer to Fig. 6).
In this scenario, unlike the results for Scenario 2, the spectral content
of the excitation signal is compensated by the frequency response of
the estimation scheme leading to adequate performance.

5.3.2. Harmonic oscillators results
The time-domain results obtained with the presented estimation

schemes based on harmonic oscillator structures, for Scenarios 1, 2, and
3, are shown in this section. Thus, the time traces obtained for Scenario
1, 2, and 3 are shown in Fig. 11-top, -middle, and -bottom, respectively.

The results for Scenario 1, in Fig. 11-top, emphasise the perfect
convergence that can be achieved by this estimation scheme when
assessing ideal regular waves (periodic with compact support), which
is a consequence, of the value of unity frequency response at 𝜔𝑜 = 7
rad/s, for the harmonic oscillator case (see Fig. 6). Thus, under the
assumptions considered for Fig. 11-Scenario 1, the harmonic oscillator
ensures asymptotic convergence, regardless of the specific value of 𝜆⋆.
Under the assumptions for Scenario 1, and as introduced in Eq. (10),
the convergence error is shown in Fig. 12, where the grey lines denote
the exponential convergence rate for each 𝜆⋆. Therefore, perfect con-
vergence is observed in all cases of the harmonic oscillator with perfect
alignment between the definition of 𝐴𝑒 and the spectral component 𝜔𝑜,
as evidenced by the error (𝑒) approaching zero in Fig. 12.

Similarly, a special case, considering also Scenario 1 and an estima-
tor based on the harmonic oscillator scheme with a mismatch between
the harmonic component used in the definition of 𝐴𝑒 and the peak
frequency 𝜔𝑜, is shown in Fig. 13, showing 𝜏𝑒 and 𝜏𝑒, obtained with
𝜆⋆ = −10 rad/s. In the instance shown in Fig. 13, 𝐴𝑒 is defined using
𝜔𝑝 = 0.75𝜔𝑜, leading to a 25% mismatch between the definition of 𝐴𝑒
and 𝜔𝑜. Notably, Fig. 13 exhibits an absence of asymptotic behaviour,
in contrast to the results illustrated in Fig. 11-top, for Scenario 1.

The results depicted in Scenario 2, illustrated in Fig. 11-middle,
reveal that the harmonic oscillator fails to achieve perfect conver-
10

gence, as observed in Scenario 1. However, the system demonstrates
Fig. 11. Excitation torque estimates for the harmonic oscillator in Scenarios 1 (top), 2
(middle), and 3 (bottom). Closed-loop eigenvalues 𝜆⋆ = −5,−10, and −50 are considered
for Scenarios 1 and 2, while 𝜆⋆ = −5,−10, and −30 are considered for Scenario 3.

Fig. 12. Estimation error analysed for the harmonic oscillator case. The convergence
rate is indicated for each case with grey lines.

Fig. 13. Impact of a 25% mismatch between the definition of 𝐴𝑒 and 𝜔𝑜 on estimation
of the excitation torque.

adequate estimation performance, exhibiting a nearly negligible phase
lag. Nevertheless, it is crucial to highlight the oscillatory response,
which becomes particularly evident with 𝜆⋆ = −50 rad/s. The observed
oscillatory response is a consequence of the amplification behaviour
shown in Fig. 6, mainly between 10 and 200 rad/s. This amplifica-
tion behaviour, coupled with the spectral content of the excitation
signal, i.e. additional harmonics generated by harmonic contamina-
tion (see Fig. 7), leads to significant harmonic amplification and lack
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Fig. 14. Estimation error analysis for the harmonic oscillator case, when the prototype
s experimentally excited with a monochromatic wave.

f asymptotic convergence. Therefore, there exists a trade-off, where
he estimate error rate is limited by the pronounced amplification
ehaviour. This frequency domain behaviour has been theoretically
nalysed by Bode’s sensitivity integral (‘waterbed effect’) (Goodwin

et al., 2001).
From the results presented in Fig. 11-middle, the error signal is

examined in Fig. 14, which implies a comparison between the excita-
tion signal and its corresponding estimation. The error analysis, from
Fig. 14, shows that limiting the analysis to the selected closed-loop
eigenvalues, the best performance is obtained in Scenario 2 with 𝜆⋆ =
−10. Additionally, the previously discussed amplification behaviour,
is evident in the error assessment in Fig. 14, particularly with an
amplified and oscillatory response obtained with 𝜆⋆ = −50. This
behaviour significantly deviates 𝜏𝑒 from 𝜏𝑒. However, it is crucial to
ote that, unlike the ideal case presented in Scenario 1 (see Fig. 11-
op), in this scenario, the error does not converge asymptotically to
ero. While this behaviour can be mitigated by including additional
pectral components in 𝐴𝑒, adding the harmonic components visible
n the frequency analysis of the excitation torque (see Fig. 7), this
rocedure introduces numerical complexity. Additionally, the complex-
ty is further compounded by the fact that the exact spectral content
s not readily accessible. Nonetheless, if the spectral components can
e assumed as known, for each spectral component added to 𝐴𝑒, two
xtra modes are included in the augmented system (see Eq. (21)). Thus,
he additional modes establish a trade-off for the harmonic oscilla-
or, wherein performance is balanced against numerical complexity,
articularly generated by matrix conditioning issues.

For Scenario 3. the time-domain results are shown in Fig. 11-
ottom, where a close-up, indicated with a shadowed green box, is
dded to visualise the estimation results, regardless of the exaggerated
ynamic range (close to 500 Nm). Despite restricting the closed-loop
andwidth with 𝜆⋆ = −30, it is evident, in Fig. 11-bottom, that the
armonic oscillator scheme, with fast closed-loop eigenvalues, produces
ubstantial peaks (approaching 500 Nm) in 𝜏𝑒. The analysis of peaks
ntroduced by exaggerated amplification can be effectively addressed,
rom a frequency domain perspective, similarly to Scenario 2. In Sce-
ario 3, when the excitation signal undergoes the estimation process,
he spectral content of the estimate is obtained by multiplying (in the
requency domain) the excitation signal (Fig. 8) with the estimation
ystem frequency response (Fig. 9), which results in substantial spectral
mplification, particularly in the band between 100 and 300 rad/s. It
s clear that this amplification effect becomes more pronounced with
ast closed-loop eigenvalues (|𝜆⋆| > 30 rad/s).

.3.3. Error study
To quantitatively and comparatively evaluate the performance of

he harmonic oscillator and the random walk schemes, particularly
n the scenario involving a panchromatic wave, this study introduces

further analysis stage considering closed-loop eigenvalues in the
ollowing range:

𝜆⋆| ∈ [0.1, 55] rad/s. (54)
11

(

n addition, three standard error measures are taken into account,
amely: (i) Mean Squared Error (MSE); (ii) Normalised Root Mean
quared Error (NRMSE); and (iii) Normalised Mean Squared Error
NMSE) (The Mathworks Inc., 2024a). For precise definitions of these
rror measures, the interested reader is directed to the relevant source
The Mathworks Inc., 2024a). It is noteworthy that, though these are
redominantly amplitude error metrics, they will also reflect phase
rrors, which it is known that wave energy controllers are sensitive
o García-Violini et al. (2020). The outcomes of the error analysis are
epicted in Fig. 15, featuring MSE, NRMSE, and NMSE in the left,
iddle, and right columns, respectively, each with a distinct title. From

he results in Fig. 15, it can be noted that random walk estimation
lways betters the performance obtained with the harmonic oscillator.
n the initial range of 𝜆⋆ values, a notable and swift decrease in error
s observed, particularly for the harmonic oscillator, extending from
𝜆⋆| = 0.1 to (approximately) |𝜆⋆| = 3 rad/s. This pronounced reduction

is attributed to the dominance of initial transients, in the time domain
responses, obtained with the initial values of |𝜆⋆|. However, for 𝜆⋆ <
−3 rad/s, the error is primarily dictated by the steady-state response,
rendering the impact of initial conditions negligible in comparison.
Similarly, although with a lesser degree, the random walk exhibits a
comparable phenomenon for |𝜆⋆| = 0.1 to (approximately) |𝜆⋆| = 3
ad/s, though with a slight inclination in the opposite direction.

With the three error measures, optimal performance is observed
ith the random walk scheme and closed-loop eigenvalues set at 𝜆⋆ =
26.3 rad/s. The disparities between the harmonic oscillator and ran-
om walk schemes are 49.9 dB, 24.96 dB, and 49.91 dB for the MSE,
RMSE, and NMSE error measures, respectively. It is important to note

hat employing a domain where |𝜆⋆| > −60 rad/s for the harmonic
scillator leads to numerical errors due to poor matrix conditioning. In
broader context, while the harmonic oscillator exhibits a slight advan-

age over the random walk (for 𝜆⋆ ∈ [−19.3, −2.9] rad/s), the random
alk scheme demonstrates superior performance beyond 𝜆⋆ = −19.3

ad/s compared to the harmonic oscillator. Specifically, concerning
he normalised error measures (NRMSE and NMSE), the random walk
anifests a negative value (in dB), indicating an error smaller than

he reference excitation torque. In contrast, the harmonic oscillator
onsistently presents a positive normalised error value.

Finally, it should be noted that the discrepancy in Fig. 15 between
he harmonic oscillator and the random walk for |𝜆⋆| = 55 rad/s stems
rom the greater amplification produced by the harmonic oscillator (see
ig. 9) compared to the random walk.

.4. Discussion

Among the presented theoretical and practical findings, certain
oteworthy observations merit emphasis. Firstly, it is demonstrated
hat the harmonic oscillator scheme aligns with the outcomes predicted
y the IMP. However, this alignment is limited to WEC systems af-
ected by ideal monochromatic waves, which lack practical relevance
ue to the exclusion of harmonic distortion and potential nonlinear-
ties, existing in realistic (non-simulated) environments. Furthermore,
he effective application of a harmonic oscillation estimation scheme
andates perfect knowledge of the spectral components of the wave

xcitation force/torque. However, such a circumstance is unrealistic
nd is typically confined to laboratory-scale experiments.

The amplified responses at high frequencies, as shown in Fig. 9,
mphasise that the harmonic oscillator scheme can generate greater
mplification than the random walk structure. Consequently, the ran-
om walk, imposing less amplification, exhibits superior performance
hen the spectral content of the excitation signal includes components

hat are substantially affected by the estimation system. On the con-
rary, the random walk scheme lacks a unitary frequency response at
requencies 𝜔 > 0 rad/s. Due to the monochromatic spectral content of
egular waves, the random walk fails to achieve optimal performance

convergence), characterised by an inherent phase lag. On the contrary,
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Fig. 15. MSE (left), NRMSE (middle), and NMSE (right) errors obtained with the harmonic oscillator (dashed) and the random walk (solid) for |𝜆⋆| ∈ [0.1, 55] rad/s.
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he harmonic oscillator structure achieves convergence with regular
aves when appropriately designed (Fig. 11-top) but fails when poorly
esigned (Fig. 13), i.e. with a mismatch between the spectral content of
he excitation signal and the disturbance model in 𝐴𝑒. This perspective
heds light on why the random walk model performs more effectively
n irregular waves.

The analysis reveals that the harmonic oscillator, owing to the
aterbed effect (Goodwin et al., 2001), generates regions of significant
mplification. This amplification becomes critical in the presence of
nherent measurement noise in experimental environments, harmonic
istortion, and broadband processes, such as those observed in real,
r panchromatic, waves. Furthermore, the harmonic oscillator substan-
ially escalates numerical complexity, reaching a point where finding
bserver gains 𝐿 becomes virtually impossible for high-magnitude
losed-loop eigenvalues.

It is essential to note that, while various methods exist for com-
uting observer gains (Bass–Gura, Ackermann, Riccati equation in a
alman context with infinite estimation horizon, Lyapunov, etc.), nu-
erical limitations persist across methodologies, regardless of their

heoretical guarantees, which is extended to alternative design method-
logies (optimal, such as LQG, or robust approaches, for example).
n contrast, the estimator based on the random walk exhibits inferior
erformance in processes with monochromatic waves (ideal or exper-
mental), but excels in scenarios involving real, panchromatic waves.
dditionally, the design procedure for the random walk estimator is
ystematic, requiring no additional steps and incurring minimal com-
utational cost (only adding one additional mode). In contrast, the
armonic oscillator requires the definition of a number (unknown) of
pectral components and their specific location, with no theoretical
uarantees of convergence or performance level, providing in some
ases a substantial level of detrimental amplification.

It is important to emphasise that the considered assessment scenar-
os span the entire landscape theoretically addressed in this study. The
tudy of steady-state behaviour is approached via perfectly periodic
ignals in both ideal and experimentally acquired excitation signal
cenarios (Scenarios 1 and 2). The convergence conditions presented in
he study are thus addressed through the exploration of these scenarios.
he third scenario covers a fully realistic setting using a broadband
ONSWAP-based excitation signal, where neither estimator achieves
erfect convergence. However, the random walk, being the simplest
tructure, can be readily tuned for satisfactory performance.

To summarise, the family of estimators based on the IMP can be
ffectively described by the harmonic oscillator and random walk struc-
ures. Thus, the harmonic oscillator guarantees convergence under the
ssumptions of a band-limited perfectly periodic signal with its spectral
omponents specifically defined in the disturbance model. This as-
ures convergence, regardless of the chosen order or parameter values.
owever, the HO may introduce spectral amplification, affecting esti-
ation performance, depending on the wave spectral characteristics.
onversely, the random walk structure can provide more favourable
erformance by reducing design demands and specifications.
12

P

. Conclusion

This study highlights significant insights from both theoretical and
ractical perspectives in the estimation of wave excitation force/torque,
onsidering the most established estimation methodologies. The ratio-
ale behind the harmonic oscillator estimation scheme is evident from
n IMP theory perspective. However, this correspondence applies only
o WEC systems influenced by polychromatic or monochromatic waves,
scenario lacking practical relevance due to the existence of potential
armonic distortion and nonlinearities in real-world and non-linear
nvironments.

The study exposes that the harmonic oscillator induces spectral re-
ions of notable amplification. This amplification becomes particularly
roblematic in the presence of inherent measurement noise in exper-
mental settings, harmonic distortion, and broad-banded processes, as
bserved in real or panchromatic waves. Furthermore, the harmonic
scillator introduces significant numerical complexity, rendering the
etermination of observation gains 𝐿 unattainable for high-magnitude
losed-loop eigenvalues.

In direct comparison, the random walk estimation scheme surpasses
he harmonic oscillator, mainly with panchromatic waves. The har-
onic oscillator tends to amplify certain frequencies, leading to regions

f significant signal amplification, particularly challenging in the pres-
nce of measurement noise, harmonic distortion, and broadband wave
rocesses. In contrast, the random walk scheme proves more insensitive
o these challenges. The systematic design methodology of the random
alk, requiring minimal computational cost with the addition of just
ne extra mode, contributes to its effectiveness, making it a more
obust choice in scenarios involving real, panchromatic, waves. This
istinction underscores the practical advantages of the random walk
stimation scheme over the harmonic oscillator.

Finally, it is crucial to highlight that the validity of the conclusions
ersists even in the presence of observation noise. Importantly, the
nalysis primarily focusses on an ideal sinusoidal excitation signal, free
f noise. However, in the considered experimental scenarios, featuring
eriodic and JONSWAP-based waves, measurement noise is inherently
nvolved. The outlined convergence conditions in this study hold when
he excitation signal exhibits a finite number of discrete spectral com-
onents, explicitly included in model 𝐴𝑒. In addition, if a nonlinear
ffect induces periodic behaviour, such as harmonic distortion, and is
ppropriately accounted for in model 𝐴𝑒, the presented convergence
onditions hold true.
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