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Within the gaming and electronics industry, there is a continuous evolution of alternative applications. Nevertheless, 
accessibility to video games remains a persistent hurdle for individuals with disabilities, especially those with visual 
impairments due to the inherent visual-oriented design of games. Audio games (AGs) are electronic games that rely 
primarily on auditory cues instead of visual interfaces. This study focuses on the creation of a virtual reality AG for cell 
phones that integrates natural head and torso movements involved in spatial hearing. Its assessment encompasses user 
experience, interface usability, and sound localization performance. The study engaged eighteen sighted participants in a 
pre-post test with a control group. The experimental group underwent 7 training sessions with the AG. Via interviews, 
facets of the gaming experience were explored, while horizontal plane sound source localization was also tested before and 
after the training. The results enabled the characterization of sensations related to the use of the game and the interaction 
with the interfaces. Sound localization tests demonstrated distinct enhancements in performance among trained 
participants, varying with assessed stimuli. These promising results show advances for future virtual AGs, presenting 
prospects for auditory training. These innovations hold potential for skill development, entertainment, and the integration 
of visually impaired individuals. 

CCS CONCEPTS • Applied computing → Psychology • Human-centered computing → Accessibility • Human-centered 
computing → Human computer interaction (HCI) → Interaction techniques → Auditory feedback • Software and its 
engineering → Contextual software domains → Virtual worlds training simulations; Interactive games 
Additional Keywords and Phrases: audio games, spatial hearing training, natural interfaces 

1 INTRODUCTION 
Video games have become a significant part of our society's culture in recent decades. While they are 
predominantly used for entertainment and recreation, various studies have highlighted significant benefits 
when they are used as educational, training, and rehabilitation resources [1]. One of their greatest strengths 
lies in their motivational power; the continuous challenge and active role taken by players are highly favorable 
for learning and training various cognitive, social, and psychomotor skills [2]. Significant progress in the 
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gaming and electronic industry further enhances these alternative uses, yet video game accessibility remains 
an unresolved issue [3, 4, 5]. Individuals with disabilities often face restricted access to these systems, and 
challenges are even more complex for those with visual impairments due to the visual-centric nature of games. 
One alternative to overcome this barrier is the use of audio games (AGs), which are electronic games that rely 
primarily on auditory cues instead of visual interfaces [6]. The game mechanics, virtual environment and any 
necessary information (scores, instructions, time, etc.) are presented to the player mainly through loudspeakers 
or headphones.  

Although AGs have been in development for several decades now, the progress and popularity of this type 
of game have been modest [7, 8]. While there are design guidelines with valuable recommendations [9, 10, 11], 
the field of AG design remains intricate, encompassing not only technological aspects but also crucial 
considerations of social, psychological and economic factors [3, 12]. For instance, previous studies [13, 14] 
revealed that in most cases AG interfaces used were simplistic (usually keyboard and basic stereo sounds), 
compromising interaction and gameplay mechanics, possibly leading to low motivation. Sometimes, the sense 
of immersion in AGs is degraded due to complex sonifications or audio descriptions that disrupt natural player 
interactions [8, 11, 15]. Furthermore, when AGs overly rely on verbal information, many players who are not 
fluent in the game's native language lose access to it [13, 16]. Deeper in this context, it becomes evident that 
the primary driving force behind AG creation stems from enthusiastic programmers, small independent studios 
and academic efforts that thoroughly investigate the field [17, 18, 19]. Large and established game companies 
do not participate due to the smaller audience compared to the global video game market [3, 12, 20].  

The field of development is also characterized by a notable absence of individuals with visual disabilities 
who could broaden the current design scene [17]. A concomitant challenge lies in the absence of accessible and 
specific development tools for this type of games [8, 14]. In all these cases, the need to establish solid 
foundations for the development and innovation of these devices is evident. Different researchers and designers 
agree that knowledge about this type of game is still limited, highlighting the challenge of creating interesting 
AGs with an engaging gameplay experience [8, 17, 21]. 

Overcoming these limitations is important as AGs, beyond their entertainment value, hold significant 
potential for training different skills. With proper design, these developments can contribute to better 
adaptation to the physical and social environment for people with visual disabilities. For example, there are 
some AG prototypes designed to be used as educational tools in learning environments [22, 23], to train musical 
skills [24, 25, 26], to encourage tourism and knowledge of ancient cultural heritages [27], to practice Braille 
[28], to engage in physical exercise [29] and to train various aspects of hearing. The latter developments are 
particularly relevant considering that trained hearing allows individuals to be highly alert to their environment, 
enabling them to develop spatial orientation skills to perceive and navigate obstacles more effectively [30]. For 
example, AGs have proven to be an effective tool for echolocation training [31, 32] and for listening 
discrimination in noise [33, 34]. Furthermore, several studies have analyzed AGs and virtual auditory 
environments (VAE) designed to train spatial hearing skills in blind people. For instance, Sanchez [35] designed 
and evaluated the Audio Haptic Maze's impact on Orientation and Mobility (O&M) competencies, 
demonstrating its usability and effectiveness. Connors et al. [36] developed the Audio-based Environment 
Simulator, revealing a strong link between virtual environment success and real-world navigation skills. Balan 
et al. [37] reported improved navigation metrics after a short training session with a navigation AG. Meanwhile, 
Lahav et al. [38] integrated VAEs into O&M training, showing potential for competency diagnosis and 
exploration. 

The studies mentioned above have in common that users are limited in the way they move to interact with 
the game. Another possible design strategy is to consider the natural movements that people make to explore 
the environment. In light of new approaches in Cognitive Science, encompassed under the term of Embodied 
[39, 40], this possibility could have a significant impact on the learning of perceptual skills. These theoretical 
postulations argue that perceptual acts are inseparably connected to the actions performed by individuals. 
Perception is structured based on the individual's exploratory activity, where they learn how sensory changes 
relate to their actions [41, 42, 43]. These embodied approaches provide a significant technological impact on 
design [44, 45, 46, 47]. The development of devices to train sensorimotor skills is meant to promote the user's 
engagement with the environment through active, embodied and continuous interaction [48]. 
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There are a few studies that have tried to integrate body movements related to spatial hearing in their 
interfaces. For example, Bermejo et al. [30] adapted an AG called Audio Doom [49] using distributed 
loudspeakers, which allowed users to move their head to locate sound events. Although the training potential 
of this device is not further explored, this study verified the correct structuring of the virtual space by sighted 
and blind participants. In two independent yet similar studies, Allain et al. [50] and Cavaco et al. [51] designed 
audio games to train navigation skills in blind children. One study utilized the Oculus Rift headset, while the 
other employed a cell phone with a gyroscopic sensor. In both cases, positive feedback was collected from the 
players, highlighting the enjoyment and sense of immersion provided by the virtual auditory environment. 
However, robust indicators to evaluate the actual impact of the game on specific auditory variables were not 
presented. Magnusson et al. [52], using GPS data from a cell phone, present a slightly different approach. 
Players had to walk around to find hidden objects by interpreting monaural sounds, making it potentially useful 
for training mobility in blind individuals rather than spatial hearing. In its evaluation, the game was found to 
be enjoyable and engaging. Additionally, the rehabilitation staff participating in the study found it useful for 
their training programs. 

Suzuki et al. [53] utilized a novel approach to conduct an integrative study, particularly advancing on the 
measurement of sound localization performance. The approach is known as ‘active listening’, and refers to a 
mode of spatial hearing that takes advantage of dynamic information induced by listeners’ movements. In one 
of their AGs called Hoy-Pippi [54] players must hit a virtual flying object using a handheld device (hammer). 
Audio is delivered through headphones and both motion sensors (for hammer and head) provide feedback to 
the system. The study evaluated localization skills of sighted participants through pre-post assessments in the 
frontal right horizontal plane, with game-trained and untrained groups. Although the reported results were 
limited due to the small sample size and heterogeneity of the groups, a significant improvement was observed 
in the trained group compared to the untrained group. In a subsequent study, the same researchers conducted 
an experiment with a similar AG called Bee Bee Beat [55]. In this game, the stimulus consisted of the sound of 
a bee's flight presented statically at a point around the player and masked by background music. Participants 
used a similar hammer to hit the bee and earn points. Pre-post tests with a control group were also conducted, 
further evaluating the use of individual or matched head-related transfer functions (HRTFs). Sound localization 
was evaluated using real sound sources placed in the horizontal and vertical planes. Participants used a rod to 
point at one of them, yielding either correct or incorrect responses. Among the main results, this study revealed 
a 20% improvement in correct responses in the post-test for the trained group, and this effect persisted one 
month later. Furthermore, the sound localization improvement using fitted HRTFs was similar to that observed 
when using their own HRTFs. The results of their experiments demonstrated the sound localization skills 
transferred by playing the AG. 

In this work, we describe the development of a virtual reality AG for cell phones that incorporates 
spontaneous head and torso movements involved in spatial hearing. We provide a detailed description of the 
overall game mechanics, VAE, design of sound interaction, and how interfaces were incorporated to facilitate 
a flowing, motivating player experience and promote spatial hearing training. This development was subjected 
to, on the one hand, an examination of the user experience and usability of interfaces; and on the other hand, 
a pre-post test with a control group to evaluate the improvement in horizontal plane sound localization 
performance for sighted participants who trained with the AG. The sound localization tests were conducted 
under a closed-loop condition (i.e., continuous stimulus during the pointing task) [56], consistent with the 
active listening approach. Participant’s response was delivered with a head-pointing method, as head 
movement is a perceptually-driven action of particular ecological relevance [57]. Unlike previous research, our 
study aims to measure angular localization errors and dispersion across the entire horizontal plane allowing 
participants to move to locate the sound source. Through this methodology, we aim to contribute to the state 
of the art in AG design and further explore its use to enhance spatial hearing skills. 

2 AUDIO GAME DESIGN 
The following details the design and implementation process of the AG, entitled 'Shadows and Sounds' (S&S). 
Several authors highlight the essential and necessary involvement of individuals with visual impairments as 
integral members of the development teams [8, 17]. This inclusion in the creation process helps avoid 
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assumptions and biases about what is expected of an AG, encouraging the development of games with a higher 
potential for success and relevance, thoughtfully aligned with the experiences and needs of individuals with 
visual impairments. In this regard, one of the recruited members of the development team was a blind university 
student majoring in Computer Systems Engineering. 

2.1 Game objectives and storyline 
In S&S, the player's task is to identify, locate and capture in a specific order ten farm animals (horse, chicken, 
goats, cow, sheep, rooster, donkey, turkey, pig and ducks) that are randomly distributed in a virtual square field. 
With no visual cues, the player must solely rely on their auditory skills and movements to accomplish this task.  

When the AG begins, the player is situated in the center of a scene that describes a nocturnal soundscape. 
Unable to see anything, they only hear the sounds of farm and ambient animals (crickets, insects, frogs, and 
owls) dispersed around them. Soon, a guiding voice instructs them on the name and sound of the first animal 
they need to find. For example, it might say, 'Next animal: Ducks. Quack, quack, quack.' From there, the player 
must listen carefully to the sound scene to recognize where on the playing field the specified animal is located. 
The player can perform rotational movements with the head or use a joystick to walk freely around the playing 
field. The search is different each time due to the random distribution. Another complication is that the 
characteristic calls of the target animals are heard intermittently; at times, they make sounds, and at other 
times, they remain silent. The player must be patient and strategic in dealing with this situation. Also, 
depending on the player-target animal relative position, it may happen that crickets or some other nearby 
animal mask the target animal's call, complicating the search due to a poor signal-to-noise ratio perceived. In 
these cases, the player should move around the playing field to find more favorable listening positions. Another 
consideration is that as the player moves within the field, they hear the sound of their steps on the grass. This 
noise also hinders the signal-to-noise ratio, so the player must choose carefully when to move and when to stay 
still. If the player moves too far, they will hear that they are stepping on water instead of grass. This signal 
indicates that they are close to the boundaries of the field and should step back.  

Once the target animal is located, the player should move until they are close enough to catch it pressing a 
specific button on the joystick. Once collected, the animal's sounds cease, and the guiding voice indicates the 
next animal the player must find. If the player encounters a different animal than the one indicated by the 
game, they cannot collect it. When the catch button is pressed in such a situation, the player will only hear the 
sound of their arms cutting the air, without any extra feedback. They can try to remember its position for when 
it's time to find it, but they should keep in mind that the animals change their positions after a certain period 
of time. The game concludes when the player successfully captures all ten animals. 

2.2 Virtual Auditory Environment Design 
A VAE is a digitally simulated auditory space created using binaural sound synthesis. This technique aims for 
a listener to obtain a three-dimensional spatial impression through the use of headphones, and to experience 
an immersive auditory sensation as though they were actually present in the simulated environment. The sound 
signals reproduced in the headphones should correspond to the signals that would be found in the listener's 
eardrum after being modified by the human body [58].  

S&S was developed on a VAE, designed using the Unity real-time game engine (version 2019.4.26f1) and the 
Steam Audio plugin (version 2.0). This integration allowed the use of preconfigured filters of generic far-field 
HRTFs, as well as a comprehensive and customizable sound propagation simulation model. Both tools have 
demonstrated efficiency and flexibility in designing spatial audio for current games [59].  

Unity’s Audio Mixer system was used to combine all sound sources which were configured as 
omnidirectional. Sound propagation was modulated by the 'Physics-based attenuation' (decrease in intensity 
according to inverse-square law) and 'Air absorption' (air frequency-dependent, distance based attenuation) 
plugin options. The VAE features a free field design with no simulation of sound reflections. The ground is a 
square and flat surface, approximately 30 m on each side. This measurement was estimated, since the game 
editor software does not use standardized units of measurement. The calculation was estimated by walking 
with the avatar along the side of the area, measuring the travel time and considering a walking speed of 5 km/h. 
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The VAE recreates a natural and outdoor nocturnal soundscape with some fixed-position animals such as 
crickets and frogs at ground level and owls slightly elevated from the ground. Figure 1a shows a design view 
of the VAE implemented. The environment permits unrestricted exploration in all directions, and with each 
translational movement, the sound of footsteps on grass is heard. When the player approaches the lateral edges 
of the playing area, their footsteps sound as if they were stepping on water. Upon actually reaching one of the 
edges, a sound that imitates the bouncing of a ball is played, indicating that it is not possible to continue 
advancing in that direction. 

2.3 Interface design 
The implementation of interfaces was based on principles proposed by Froese et al. [39]. In this study, the 
authors propose an approach to design characterized by a natural and direct technological mediation with the 
environment, enriching perceptual interactions. In our design context, natural action entails users interacting 
with the virtual environment through their everyday hearing sensorimotor loops. Although this guideline may 
seem trivial, numerous AGs greatly reduce auditory interaction (e.g., discrete left-center-right panning) without 
articulation with the user’s movements involved in listening. Direct technological mediation, on the other hand, 
implies that the user accesses auditory information firsthand without the need to learn any special codes to 
interact. The design of S&S interfaces avoided the use of audio descriptions or complex sonifications, leading 
the player to know the environment through their actions and obtained feedback. 

Using these concepts, several possible interfaces for the design were explored. In order to work with a more 
socio-economically inclusive hardware, it was decided to use a low-cost cell phone mounted on virtual reality 
headset (VRH), headphones and a wireless joystick with analog stick and action buttons. A participant playing 
S&S with this hardware is shown in Figure 1b. The entire sound design was carefully crafted to ensure that all 
actions performed by the player have appropriate and immediate auditory feedback. The aforementioned VAE 
was optimized to operate efficiently on these devices by constraining the number of sound sources to 
accommodate the real-time simultaneous execution capabilities of this hardware type. The S&S design was 
tested on a cell phone with a 1.4 GHz Quad-Core processor, 3 GB of RAM, and an Android operating system 
(Samsung J3+). 

 

  

Figure 1: (A) Design view of the virtual terrain (not visible for players): crickets (green cubes), frogs (brown cubes), search 
animal (black cube) and owl (purple cube); (B) Participant playing S&S using the implemented interfaces (VRH, wireless 
joystick and headphones). 

The VRH is a passive headset that allows the cell phone to be securely attached to the player's head. In this 
way, by utilizing the phone's gyroscope sensor, it is possible to include head and torso rotations, faithfully 
recreating almost the entire natural sensorimotor loop involved in spatial hearing of the horizontal plane. 
Additionally, the visual information on the phone was eliminated, making its screen dark throughout the game. 
Translational movements were controlled using the joystick stick, where the forward, backward and lateral 
directions consistently corresponded to the player's face orientation. Additionally, the analog stick provided 
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variable movement speeds. Such translational control enabled S&S to be playable in a confined space, removing 
the requirement for a large clear area, since in virtual reality games players often lose track of their actual 
surroundings.  

To capture an animal, the player had to press a specific button on the joystick. Each press triggered the 
sound of a swift, air-cutting movement (whoosh sound), simulating the attempt to reach out and grab the animal. 
This sound alternated its panning randomly between left and right with successive button presses, creating a 
dynamic experience that simulated different arm movements. When the player pressed the button in close 
proximity to the indicated animal, the whoosh sound was followed by a positive feedback (bleep sound), 
indicating a successful capture and immediately halting the animal's sound. Subsequently, the guiding voice 
pointed out the next animal the player needed to locate. Conversely, if the player pressed the capture button 
not being close enough to the right animal, only the whoosh feedback sound was heard. In case of confusion or 
forgetting, the player was able to replay the message with the name and sound of the search animal at any time 
by pressing another button on the joystick. 

2.4 Game Mechanics Design  
In the field of AGs, more than just computer accessibility solutions are required [9, 60]. While these 
recommendations are fundamental, it is essential for AGs to be enjoyable, challenging, and motivating. To 
achieve this goal, recommendations from different guidelines were considered in the first place [9, 10, 11, 17]. 
These guidelines combined several advices and suggestions based on literature reviews, prototype 
investigations and observations and interviews with visually impaired players. Additionally, special attention 
was paid to balancing the challenge of the AG with the expected user skills needed to complete it. This 
equilibrium, as highlighted in [9], is directly related to maintaining motivation and avoiding negative emotional 
states such as anxiety or disinterest. An oversimplified environment, with few interacting elements, can render 
the game tasks trivial. This can lead the player to feelings of boredom or apathy. Conversely, an overly cluttered 
soundscape elevates the complexity in identification and can overload the player's auditory channel, negatively 
affecting their experience [10]. 

The main challenge of S&S is to capture ten objects distributed in a virtual area using sound source 
identification and localization skills. Therefore, acoustic variables were manipulated to create a soundscape that 
offered a reasonable challenge, resulting in a stimulating and enjoyable gameplay experience. Achieving the 
right balance in sound levels and spectral profiles of simultaneously sounding sources was crucial in the 
soundscape composition [11]. Several pilot tests were conducted to adjust the propagation and quantity of 
sound sources within the scene, employing the controls of the Steam Audio plugin and Unity's Audio Mixers 
system.  

In previous versions of the AG, five arbitrary sound elements were employed as search objects (whistle, 
singer, trumpeter, antique phone, and crackling bonfire). After successful informal test with these objects, it 
was decided to expand the number of sound sources to be searched. A selection of sounds that could provide a 
rich array of stimuli and contribute to the narrative cohesion of the audio game was sought. In the field of AGs, 
making this selection is not straightforward due to the abundance of silent objects in our surroundings. After 
testing several sound banks, it was decided to use animal calls. This sound category allowed for an increase in 
the number of search elements while maintaining variable sound characteristics that enrich the auditory 
challenge, including different timbres, durations, and frequency responses. Another noteworthy aspect is that, 
generally, some animal calls are ingrained in the common understanding of most individuals. Therefore, the 
audio game would not introduce search signals that could be too unfamiliar for the player. 

Regarding the used audio files, they were sourced from various available sound libraries [61, 62, 63, 64], 
under non-commercial licenses. The selected audios had a sampling frequency of 44,100 Hz and a bit depth of 
16 bits. They were processed using audio editing software (Adobe Audition) to ensure uniform sound levels. 
This was accomplished by adjusting the signal's amplification until the average RMS power indicated by the 
software was -30 dBFS +/- 1 dBFS. This level was determined to be comfortable during informal tests involving 
10 randomly distributed animals emitting sounds simultaneously. Additionally, spectral profiles of sound 
sources were evaluated to prevent excessive concentration in any frequency band. During this adjustment, 
animals with greater emphasis on low frequencies and mid-high frequencies were identified. This condition is 
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relevant since the latter imposes less difficulty for sound localization [65, 66]. It was noted that horse, pig and 
cow sounds have more emphasis on low frequencies, while the sounds of the other seven animals are 
predominantly located in mid-high frequencies. Additionally, two animals from this latter category (sheep and 
goats) that sound very similar were included to add an extra element of difficulty in the search. 

Careful calibration was applied to the activation and deactivation intervals of the animal sounds. By 
alternating different voices of the same animal and periods of silence, the level of challenge proposed for each 
animal was adapted. Randomization of the initial position of the animals was also programmed to prevent 
clustering among them and to improve dispersion across the playing area. This was implemented using an 
algorithm that defines three zones based on the player's starting point (center of the playing area): a nearby 
zone, a mid-range zone, and a distant zone. The nearby zone covers a square area approximately 12 m on each 
side, positioned in the center of the playing field. The mid-range zone is an outer square ring surrounding the 
nearby zone, with a width of 3 m. The distant zone is another similar ring, located beyond the mid-range zone, 
also with a width of 3 m. The algorithm randomly places two animals in the nearby zone, three in the mid-
range zone, and five in the distant zone, ensuring that they are separated by a minimum distance of 3 m. Figure 
2 shows a particular case of this randomization. The described distribution is maintained for 90 s, following 
which the animals are again relocated. The new random positions vary their x and y coordinates within a 
margin of +/- 6 m. 

 

Figure 2: Initial random distribution of the search animals. The red cubes represent the search animals and the green 
cubes represent animals from the environment. In the nearby zone (1) two animals are placed, in the mid-distance zone 
(2) three animals are placed and in the distant zone (3) five animals are placed. In the boundary zone of the field (4), 
where the player's feet step in water, no animals are placed. 

It should be noted that the searched sound signal could be masked not only by the stationary animals that 
make up the ambient noise, but also by the other search animals present, as well as by the sound of the player's 
footsteps. Furthermore, the size of the playing area and the distribution of sound sources were designed so that, 
at times, the player could be quite far from the target animal. This distance, combined with the mentioned 
masking, can render the sound of the target animal imperceptible to the player. Thus, a dynamic signal-to-noise 
ratio is established within the game, dependent on the distances to different sound sources, as well as the 
player's positioning within the VAE. The latter is because discrimination and localization also rely on the spatial 
location of noise and signal with respect to the player [67, 68]. Ultimately, an important part of the AG 
mechanics depends on devising strategies to maximize this signal-to-noise ratio and thus locate the indicated 
animal. 
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2.5 Familiarization Scene 
In line with the recommendations of García y Almeida Neris [10], a familiarization scene was constructed with 
a simplified sound environment that followed the principles indicated above. This has a significant impact on 
the appropriation of interfaces, especially for individuals with no previous experience in virtual environments. 
In this way, it prevents any participant from getting confused or making basic mistakes due to a lack of 
knowledge of this type of interface. This scene involves a brief challenge where the player must collect eight 
randomly distributed beacons in a playing area of the same dimensions as S&S, but with no ambient sound. 
The beacons are presented one by one and emit easily localizable sounds due to their sound level and high-
frequency-rich spectrum. 

3 METHODS 

3.1 Participants 
Eighteen adult participants (age: M = 31.7, SD = 7.3, 7 female) were recruited to participate in the study. All 
participants self-reported normal hearing, normal vision and none had previous knowledge of the experimental 
setup. The study was carried out in accordance with the Helsinki Declaration guidelines. All participants 
provided written informed consent prior to the beginning of the experiment. 

3.2 Localization Test Setup 
A psychophysical test was designed to evaluate sound localization performance using the same tools, interfaces 
and settings as S&S, including Unity, Steam Audio, Samsung J3+ cell phone, VRH, wireless joystick, and set of 
generic far-field HRTFs. For audio reproduction, Audio-Technica ATH-M50x headphones were used. The 
localization test incorporated 12 virtual sound sources positioned around the participant's head at 0° (frontal 
position), ±30°, ±60°, ±90°, ±120°, ±150° and 180° (rear position) in the horizontal plane.  

Two different stimuli were used: a continuous broad-band pink noise presented in pulse trains (PN), with 
equal pulse and silence durations set at 500 ms; and a realistic sound loop of a clucking chicken (CC), identical 
to that employed in the S&S AG. Figure 3 shows temporal and frequency representation of both signals. These 
stimuli were selected to assess variations in sound localization performance using signals with distinct acoustic 
and semantic features. PN is characterized by its random frequency distribution encompassing the entire human 
audible spectrum (20 to 20,000 Hz) with equal energy per octave band, and is often used in sound perception 
experiments. Conversely, the CC stimulus has a limited frequency spectrum and a variable dynamic range. 
Although it has more ecological relevance, it poses a greater challenge in the localization task. The sound level 
of the stimuli was 60 dBA SPL, which was measured using a Brüel & Kjaer 4128-C head and torso simulator. 
Participants' head rotational movements were captured using the phone's gyroscope sensor and recorded in its 
internal memory. The phone screen remained off during the test, and participants responded using a specific 
button on the wireless joystick. To minimize potential ambient noise interference, the tests were conducted in 
acoustically treated rooms with background noise below 20 dBA SPL. 

3.3 Experimental Design and Procedures  
A pretest-posttest study was conducted, involving both an experimental group (EG) and a control group (CG). 
Nine participants were randomly assigned to each group (4 females in the EG and 3 in the CG). Participants in 
the EG underwent the pretest-training-posttest sequence, while the CG only completed the pretest-posttest 
procedure. The pretest and posttest were identical and consisted of two blocks of approximately 15 minutes 
with a 5 minute break between them. In the first block was presented the PN stimulus and in the second block 
the CC stimulus. Complete test sequence for both groups is shown in Figure 4. 
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Figure 3. Test stimulus for sound localization evaluation. (A) Clucking chicken temporal representation, (B) clucking 
chicken power spectrum, (C) pink noise bursts temporal representation and (D) pink noise bursts power spectrum.  

The participant's task was to face the sound source with their head. Once they were sure of their response, 
they would press a button on the joystick. Subsequently, they returned to the initial position. In order for the 
participant to locate this position without generating any extra training, an assistance system with non-
spatialized sounds was designed. This consisted of two different sounds reproduced with the headphones. When 
the participant was more than 5° away from the initial position, a low-frequency (<280 Hz) pulse train (0.44 s 
sound, 1.70 s silence) was played, indicating that they should rotate their body to seek the initial position. If the 
participant entered the zone of +/- 5° from the initial position, the sound increased its pitch (<500 Hz) and 
pulsation (0.14 s sound, 0.30 s silence). The participant had to remain still hearing this pulse train for 2 s. When 
this happened, the system played a short positive feedback sound confirming the return, and after a brief 
silence, the next stimulus to locate was reproduced. 

Sounds were presented randomly in the 12 positions, 4 times each (total of 48 trials per stimulus). Clear 
instructions corresponding to each phase were provided before initiation, ensuring participants had the 
opportunity to address any concerns. Additionally, before starting the pretest the participants solved practice 
trials to familiarize with the task that were not computed. 

Following the pretest, EG participants proceeded to the training phase, comprising 7 sessions on different 
days in a maximum period of 15 days after the pretest. In each session, the participant completed 2 separate 
S&S games in a maximum time of 30 minutes, with a short break in between. On the first day of training, the 
participants also had to complete the familiarization scene. The training sessions took place in an area of 2 m x 
2 m either in the participants' homes or within the aforementioned testing rooms. Throughout each trial and 
test, an operator ensured that the participant did not exceed the playing area, preventing any contact with real 
objects. The headphone sound level was adjusted to the participant's comfort.  

Finally, after completing the training for the EG, or after a period of 10 to 15 days for the CG, all participants 
underwent the posttest under identical conditions to the pretest. At the end of the study, EG participants were 
interviewed and audio-recorded. 
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Figure 4: Test scheme for the assessment of S&S. Two groups (EG and CG) fulfilled the pretest and posest. The 
experimental group underwent a 7-session training. Finally, this group participated in a semi-structured interview to 
gather insights into their game experience. 

3.4 Interview  
A semi-structured interview was designed to explore aspects of the participants' gaming experience. Given the 
absence of any validated instrument fully aligned with this research an ad hoc interview was compiled. In order 
to elaborate it, we take into account precedents from interviews and questionnaires used in the context of 
research on immersiveness in virtual environments [69, 70], sensorimotor training [71], game interfaces 
without visual cues [72], and engagement within computer games [73, 47]. Conversation scenarios were guided 
using trigger questions related to the following issues: 

• Previous experiences with video games, virtual reality systems and audio games 
• Emotional experience during gameplay 
• Changes experienced during training with the game 
• Overall immersion experience 
• Experience in interacting with the virtual space 

3.5 Data Analysis  
A qualitative analysis was performed with the information collected through interviews. Six dimensions were 
identified to categorize participants' statements: 1) evoked emotions during gameplay, 2) sense of immersion, 
3) perceived challenges within the game, 4) sensorimotor interaction, 5) interfaces usability, and 6) self-
perception of learning. For each dimension, textual extracts from the interviews were compiled and their 
content was further analyzed.  

The psychophysical test results were evaluated in terms of accuracy and precision in angular localization of 
presented stimuli, comparing pre- and post-tests for the EG and CG. Accuracy was measured by calculating the 
mean of unsigned errors in azimuth, while precision was determined by averaging the standard deviations of 
these signed errors. Prior to the statistical analysis, assumptions for conducting two-way mixed ANOVAs were 
verified, ensuring normality and homogeneity of variances using the Shapiro-Wilk and Levene tests, 
respectively. Subsequently, statistical significance was assessed through two-way mixed ANOVAs (one for each 
stimulus), with Group (EG and CG) as the between-subjects factor, and Phase (pretest and posttest) as the 
within-subjects factor. In the case of main effects, post-hoc analyses were conducted, including paired t-tests 
for repeated measures and unpaired t-tests for group comparisons. The significance level was set at α = 0.05. 

4 RESULTS 

4.1 Gaming Experience  
The interviews with EG participants (EPs) lasted 21.8 min on average (SD = 8.0 min). Table 1 presents verbatim 
excerpts of illustrative statements. In relation to prior experiences, the participants reported limited or no prior 
experience with virtual reality systems, and none of them had previous contact with AGs. In relation with their 
video games experience, responses varied: EP1, EP7, and EP8 had no prior experience, while EP3 and EP9 
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regularly engaged in shooter-type games, and the remaining participants had only limited or distant encounters 
with video games.  

Table 1: Extracts from interviews with EG participants, grouped into six analyzed dimensions. Representative questions 
are added to illustrate the content of each dimension.  

Dimension 1: Evoked emotions during gameplay 
What emotions did you experience while playing? 
EP4: "At first, the VR environment confused me, and I felt a certain degree of nausea or general confusion. Maybe even dizziness. But 
then, with more knowledge and improved skills, I started seeing it more as a game, something entertaining and fun. It also became 
satisfying when I started doing well, reducing the game times, and adding a competitive edge."  
EP6: "The first day was tough. There was so much noise all around, like a cloud that didn't let me see or distinguish the sound. When I 
managed to focus on a specific sound and concentrate on it, everything fell into place, and the confusion went away. (...) After I got 
the hang of it, it even brought a sense of calm, helping me to concentrate. Disconnecting from all the other senses and solely focusing 
on hearing brought me a sense of relaxation."  
EP7: "I felt frustration, especially at the beginning, and it caused moments of anxiety, but it was linked to the frustration. There was 
some desperation when I couldn't hear certain creatures (...) It becomes more enjoyable as you play; you start developing a connection 
with the game." "I didn't feel that it was inherently a fun game, but it does create a desire to improve." 
Dimension 2: Sense of immersion 
To what extent did you feel that while playing, you were in a different environment from the real space? 
EP1: "A lot, I was in a field, but without visual representation. That seemed strange to me. It was like being in another place but only 
auditory." 
EP2: "I was completely in another place. I even felt nervous stepping on the water." 
Dimension 3: Perceived challenges within the game 
What did you find the most difficult to do? 
EP5: "I had confusions related to the similarity of some animals. I used the recall button when I got confused between ducks and 
chicken." "Also, the animals with lower-pitched sounds were heard less. I don't know if it's like that in general or if I heard them less, 
and the higher-pitched sounds were easier to hear. The turkey and the goats are heard easily, while others are heard less, like the 
horse." 
EP9: "The most challenging part was when the game started, and you needed to find a not very invasive sound like the horse or the 
pig, and at the same time, they were far away." "It was difficult when the goats and the sheep were close to each other." 
Dimension 4: Sensorimotor interaction  
How did you find the interaction with the virtual space? Did you feel coherence between your real movements and those within the virtual 
space? 
EP1: "Yes, they were coherent. I had trouble realizing when I reached the animal. It was harder to catch them than to locate them. The 
rule I ended up figuring out was that it would work when I felt I was right above the animal." 
EP4: "The sound system works well, and macro-localization is straightforward. Sometimes it can be confusing when you're very close 
to the animal and trying to catch it (...) Probably one of the more complicated aspects, in general, is to always understand the distance 
to the animal, that is, the 3D dimension in which it is possible to catch the animal. After learning this internal game rule, I improved in 
all aspects." 
Dimension 5: Interfaces usability 
How did you feel about the devices you were using? 
EP1: "The headset is uncomfortable; it bothered my nose, but once I started playing, I forgot about it." 
EP3: "You feel the headset at the beginning when you put it on, but then you forget about it." 
Dimension 6: Self-perception of learning 
Did you feel any changes in your gaming experience from the first session to the last? 
EP7: "I feel like I exercised my attention a lot. I believe my hearing improved, but it's more about attention, being able to clean up and 
organize the scene."  
EP8: "Towards the end there was a point where, even with a lot of noise, I could still hear them."  
EP9: "Yes, I felt that my hearing was more precise. Especially in terms of how close or far away I was from the animal. I knew when I 
would be as close as possible to the animal... As I walked towards the cow, I was making a mental map of the other animals I was 
hearing, so that I could react quickly when I finished grabbing the cow." 

Dimension 1. Evoked emotions during gameplay: most participants initially felt confused and overwhelmed 
by the virtual experience (EP1, EP4, EP5, EP6, EP7, EP8, EP9). They expressed feelings of anxiety, disorientation, 
and frustration at the beginning of their training sessions. As the sessions progressed, all participants, except 
for EP7, recovered from these feelings and reported experiencing fun and entertainment, associated with a 
sense of mastery and structuring of the virtual space. Some participants mentioned that the competitive aspect, 
driven by the desire to improve their completion times, heightened their engagement and induced an adrenaline 
rush (EP4, EP5, EP9). One participant expressed a desire for more levels to continue playing (EP4). Positive 
emotions also included a participant who found the game relaxing as it allowed them to focus solely on auditory 
input (EP6). EP7 reported that negative feelings persisted throughout the 7 training sessions, but they still 
maintained a desire to improve in the game and found enjoyment and connection with it. On the other hand, 
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EP2 declared feeling engaged with the game at all times without experiencing overwhelm, while EP3 did not 
report any emerging emotions. 

Dimension 2. Sense of immersion: all participants indicated to some extent that they felt present in a space 
different from the physical environment where the training took place. Some expressed this with great certainty 
(EP1, EP2, EP3, EP5, EP6), while others described a kind of coexistence between the awareness of being in the 
physical place where the training took place and at the same time in the virtual field (EP4, EP7, EP8, EP9). Three 
participants agreed that the feeling of immersion increased as they gained more mastery within the game (EP4, 
EP6, EP8).  

Dimension 3. Perceived challenges within the game: all participants acknowledged that certain animals were 
more difficult to find than others, especially at the beginning when all the animals were present in the scene. 
Pig, horse and chicken were frequently mentioned as "difficult" elements to identify. Some participants directly 
attributed the difficulty of pig and horse to their low spectral components (EP1) or because their sounds were 
"less invasive" than others (EP3, EP5, EP9). The chicken was considered difficult to identify due to confusion 
with another animal (EP5, EP8), its low sound level (EP2), or the perceived sense of instability (EP1). In contrast, 
the turkey was described as easy to locate due to its sharpness and high-frequency characteristics (EP3, EP5). 
Participants' perceptions of goats varied, with some finding them relatively easy to identify (EP3, EP5) and 
others considering them more challenging. Some participants described goats as having an unstable sound (EP2, 
EP7), while others highlighted the difficulty in differentiating their sound from sheep, thus making it 
challenging to discern between both (EP4, EP6, EP9). In challenging situations, some participants found the 
button that replayed the sound of the animal they were seeking to be very useful (EP5, EP6, EP9). Additionally, 
participants mentioned that the footstep sounds within the game contributed to the overall difficulty in 
identifying and locating animals. At times, participants needed to remain still to minimize ambient noise 
interference and improve their localization accuracy (EP4, EP9). 

Dimension 4. Sensorimotor interaction: All participants reported feeling coherence between their rotational 
movements and the auditory feedback provided by the game. By employing head rotations and joystick stick 
navigation, participants stated they had no difficulties approaching animals when they perceived them far 
away. However, most participants experienced some confusion in locating the animals when they were very 
close. In general, the statements pointed to unclear interaction and difficulties in recognizing the distance at 
which the animal could be caught. Ultimately, all participants managed to overcome this issue, finding specific 
strategies to interact with the system effectively. Another issue mentioned by EP4 andEP5 was that they could 
not fully grasp the size of the playing area they were interacting with. 

Dimension 5. Interfaces usability: regarding the comfort of the VRH, diverse opinions emerged. Some 
expressed that they were only aware of wearing it during the first few minutes after putting it on, and then 
they forgot about it (EP1, EP3, EP6, EP9). On the other hand, others declared that they felt uncomfortable most 
of the time they were wearing it (EP5, EP7, EP8). Notably, the discomfort was more pronounced among three 
female participants, who specifically cited issues related to the headset's anatomical fit, its weight and 
discomfort on the nasal region, as well as difficulties in achieving proper adjustment with the securing bands. 
Meanwhile, the majority of participants found the joystick easy and intuitive to use. Everyone successfully used 
this interface to navigate and interact within the virtual space.  

Dimension 6. Self-perception of learning: participants generally perceived improvements within the game. 
Some mentioned that their "gameplay" (EP3) improved, as well as their "orientation" (EP6) or "attention" (EP7). 
Repeated expressions were found regarding how the identification of animals became simpler and faster due to 
familiarization with the sounds of the animals (EP1, EP2, EP4). Most participants acknowledged developing 
successful strategies throughout the training sessions to catch animals when they were close. Two participants 
expressed surprise at finding that their performances fluctuated on some occasions, without experiencing a 
clear learning curve (EP1, EP5). On the other hand, some mentioned that their level of improvement allowed 
them to create "auditory maps" that helped them orient themselves and play faster (EP1, EP9). 
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4.2 Sound Localization Performance 

4.2.1  Data Preprocessing. 

Preprocessing of the sound localization test data was carried out to address atypical angular errors. First, front-
back confusions (FBC) were identified. FBC is a perceptual error where participants struggle to distinguish 
whether a sound originates from a frontal or rear location. This error often arises in virtual sound systems 
when using generic HRTFs due to the alteration of the monaural cues, which are related to the specific 
anthropometric characteristics of each participant. The cause of these FBCs differs from normal localization 
errors [74], thus, responses registered in the hemisphere opposite to that of the presented stimulus (frontal or 
rear) were excluded from the analysis. The trials removed due to FBC were 44 (2.5% of the total). 

Subsequently, the dataset was inspected for potential outliers, which could arise due to errors during the 
test. Some of these outliers were acknowledged by participants themselves, indicating erroneous responses due 
to accidental joystick button presses. The IQR/Tukey method with a threshold of 1.5 IQR as exclusion criteria 
for the unsigned localization errors was employed. A total of 81 trials (4.7%) were removed. 

4.2.2  PN Stimulus Performance. 

The results of PN stimulus, as shown in Figure 5, demonstrate that both groups achieve an enhancement in 
response accuracy (reducing the localization error), although the Experimental Group (EG) accomplishes this 
to a greater extent. The average localization error of EG decreases by 1.5° (-27.3%), whereas CG reduces by 0.4° 
(-5.1%). For EG, this enhancement in accuracy is coupled with an improvement in precision. This group 
manages to concentrate their responses more effectively, leading to a reduction of 1.8° (-28.6%) in the average 
standard deviation. Conversely, CG experiences an increase in response dispersion by 0.5° (+7.6%) (see Table 2 
for details). 

                         

Figure 5: Distributions for accuracy measurements (localization error) and precision (localization standard deviation) for 
both participant groups during the pretest and posest phases, as evaluated with the PN stimulus. Distribution curve, 
box plot, and scaer plot are displayed in each case. Mean calculated values are annotated for each graph, accompanied 
by their respective trend lines. 

The outcome of the conducted ANOVA analysis for accuracy measurements reveals a main effect for Group 
(F(1,16) = 6.289, p = 0.019, η2: 0.260) and Phase (F(1,16) = 4.725, p = 0.045, η2: 0.028). Post hoc analysis for Group 
show no differences in the pretest, although they do appear in the posttest (t(16)=2,879, p =0.011), with EG 
showing significantly lower errors compared to CG. Furthermore, the post hoc analysis in Phase illustrates that 
only EG's performance exhibits significant improvements in posttest versus pretest (t(8) = 4.162, p = 0.003). CG 
fails to achieve statistical significance in its improvement. In summary, these analyses indicate that EG 
significantly enhances the accuracy of their responses, differentiating itself from CG in the posttest. 

Regarding precision, the ANOVA displays a main effect in the interaction Group x Phase (F(1,16) = 10.845, 
p = 0.005, η2: 0.049). Post hoc analysis for Group reveals that precision in EG's responses is superior only in the 
posttest in comparison with CG (t(16) =2.387, p =0.030), while there are no differences between groups in the 
pretest. Additionally, the analysis in Phase demonstrates that posttest precision is significantly superior to the 
pretest only for EG (t(8) = 4.066, p = 0.004). 
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Taken together, the ANOVA statistical analyses demonstrate that training with the S&S AG improved the 
ability to localize the PN stimulus in both accuracy and precision. EG participants manage to reduce localization 
errors while concurrently concentrating their responses, whereas CG does not reveal any of these effects. 

Table 2: Average values of sound localization error, standard deviation, and differences between pretest and posest for 
the experimental group (EG) and control group (CG), across both tested sound stimuli: PN and CC. 

  Pink Noise Burst (PN) Clucking Chicken (CC) 
Group Pretest Posttest (Δ) Pretest Posttest (Δ) 

Accuracy [º]  
(Mean localization error) 

EG 5.5 4.0 -1.5 6.6 5.5 -1.1 

CG 7.9 7.5 -0.4 7.3 7.0 -0.3 

Precision [º]  
(Mean localization standard 
deviation) 

EG 6.3 4.5 -1.8 6.9 5.6 -1.3 

CG 6.6 7.1 0.5 7.3 7.5 0.2 

4.2.3  CC Stimulus Performance. 

For this stimulus, the tests also indicate that both groups succeed in diminishing localization error and the 
standard deviation of their responses. As shown in Figure 6, EG decreases the average localization error by 1.1° 
(-16.7%), whereas CG achieves a decrease of 0.3° (+4.1%). In terms of accuracy, EG demonstrated a reduction of 
1.3º (-18.8%) in average standard deviations during the posttest compared to the pretest. In contrast, CG did not 
exhibit accuracy improvement; conversely, these values displayed a marginal increase in the dispersion of 
responses by 0.2° (+2.7%) (Table 2). Despite these trends where EG manifests better indicators than CG, the 
results of ANOVA statistical analyses do not present significant effects for these values. 

                         
Figure 6: Distributions for accuracy measurements (localization error) and precision (localization standard deviation) for 
both participant groups during the pretest and posest phases, as evaluated with the CC stimulus. Distribution curve, 
box plot, and scaer plot are displayed in each case. Mean calculated values are annotated for each graph, accompanied 
by their respective trend lines. 

5 DISCUSSION 
This study presents the design and assessment of a virtual reality AG featuring free-movement interfaces 
specifically developed for cell phones. The evaluation was carried out from two different approaches. Primarily, 
with the aim of contributing to the field of AG design, various aspects of the game experience were evaluated 
through interviews with nine players. Furthermore, the potential of the AG to train sound localization in the 
horizontal plane was studied through a test involving experimental and control groups. 

The evaluation of the design revealed a positive reception from the participants, who generally found it 
enjoyable and challenging. The interviewees' responses suggest a ripe opportunity for developing additional 
levels and introducing new challenges within the existing game framework.  

In the design of S&S, the decision to exclude explicit scoring mechanisms was deliberate and aligned with 
our intended user experience. At this stage of the project, we aimed to test the immersive and challenging 
nature of the gameplay designed, encouraging players to concentrate on their sensorimotor interactions 
without the distraction or pressure of any scoring metrics. Since interview results suggest that the game 
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mechanics are entertaining and engaging, elements such as scoring systems, reward mechanisms, and other 
game feedback elements should be considered in future stages of development. These tools will be useful to 
enhance players' motivation and commitment across multiple playthroughs [1], keeping them engaged while 
also training their spatial hearing. 

As for the skills needed to perform the tasks, the participants did not report difficulties in locating the 
position of the sound sources (animals). On the contrary, they did experience difficulties in detecting the 
salience of a particular animal's voice within the soundscape, disambiguating similar voices, and recognizing 
voices with low tonal components. Despite these challenges, most participants managed to develop strategies 
to complete the training games after a few minutes. Only one participant encountered complications and 
expressed feeling overwhelmed by the task's demands. During the interview, this participant disclosed that 
they had no prior experience with computer games or virtual reality interfaces. For this reason, we think that 
a more gradual difficulty curve is crucial especially if the user context is highly heterogeneous. This issue could 
be addressed from two distinct perspectives. One approach could involve designing various difficulty levels, 
which would be selectable based on a player's profile and learning trajectory [75]. Another option might entail 
employing a dynamic difficulty adjustment that continuously assesses a participant's gameplay progression 
through task success, timing, error counts, and other indicators. In this manner, difficulty variables could be 
fine-tuned to maintain an optimal balance between the presented challenge and the requisite skills for 
successful completion [76]. 

Regarding immersion, the design effectively engages participants in virtual reality without relying on visual 
elements. The combination of binaural sounds and head rotation tracking seems sufficient for players to 
perceive inhabiting a virtual space, distinct from the real physical environment. Furthermore, it was observed 
how this alternative reality became more plausible as they gained control over their interactions with the 
environment. The plausibility of a virtual reality refers to the agreement of a simulation with the user’s 
expectation towards a corresponding real event [77, 78]. This is consistent with the embodied postulates, which 
indicates that the verisimilitude of a virtual environment depends on providing the user with adequate feedback 
to their actions rather than computing and recreating the physical reality to the maximum detail [44, 79, 80]. 

Concerning user interfaces, it was observed that they are appropriate and user-friendly. In most cases, 
participants were able to interact directly with the virtual environment without focusing their attention on the 
devices used. On the other hand, participants quickly learned the functioning of the joystick and the motion 
tracking and sound reproduction system (cell phone, VHR and headphones) demonstrated precision in 
recreating the natural sensorimotor loops involved in spatial hearing. This facilitated a smooth and intuitive 
experience in most interactions. Some problems were identified when the player and the target animal were 
very close to each other, leading to confusion and lack of naturalness in the interaction. We hypothesize this 
could be improved by adjusting acoustic parameters, such as the attenuation curve, the apparent size of the 
source, and distance-dependent frequency filters. The use of near-field HRTFs could also help with this issue, 
since they contain more adequate perceptual distance cues [81, 82, 83].  

As previously mentioned, since S&S navigation is achieved with the joystick stick, it does not require large 
clear spaces to be played. This feature offers a significant advantage, especially for auditory training in confined 
spaces. However, this way of interacting may hinder the global perception of the virtual space, as some 
participants indicated they were unsure about the size of the playing area. The impossibility of experiencing 
the environment through real steps might affect how participants get distance information about the virtual 
space, as suggested by Grechkin [84]. The development of this type of orientation skills is outside the scope of 
S&S; to pursue this goal, the incorporation of translational body movement or some equivalent strategy should 
be designed.  

A final concern arising from the utilization of interfaces was the need to improve the adaptability and 
ergonomic properties of headset holders. Ensuring accessibility of these implements will allow to effectively 
accommodate a wider spectrum of individuals. 

As for the inclusion of the blind developer in the team, we believe that his participation was of great 
importance, as his contributions were valuable and enhanced the overall dynamic of the group. Despite having 
no prior experience with game programming or the development engine, their standpoint, coding skills and 
expertise in vision-free human-machine interaction enriched the AG design, providing ideas and solutions 
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drawn from his personal sensory experience. However, it must be pointed out that serious accessibility issues 
were encountered while working with the Unity engine. A considerable portion of menus and interfaces 
remained inaccessible to screen readers, for example, many necessary programming tasks depend on "drag and 
drop" type actions, which are impossible to execute without vision. As stated in [14], there is a clear need for 
high-level design tools with full accessibility for individuals with visual impairments. 

The sound localization tests yielded promising results. After observing pretest performances with no 
significant differences between groups, posttest performances with pink noise demonstrate that only the group 
that received training with the AG significantly improved accuracy and precision. For the clucking chicken 
stimulus, although the performances did not reach statistical significance, the same trend was observed. On 
average, the experimental group was more accurate and precise than the control group in the posttest. Probably, 
the lack of statistical significance is due to the more complex acoustic characteristics of this stimulus. As shown 
previously in Figure 3, the CC stimulus features a spectrum with reduced high-frequency content, a larger 
dynamic range, shorter bursts of sound information, and longer silent periods. Presumably, within our 
experimental context, these signal characteristics took precedence over the hypothesis that a more ecologically 
and familiar sound (given its appearance during the training phase) would provide certain advantages, thus 
potentially compensating for the signal differences during testing. It is possible that tests with this stimulus 
may need a special sampling, with more participants. 

These results support the effectiveness of S&S as a valuable tool for training active sound localization skills 
for horizontal plane. Our study is consistent with previous reports that have shown auditory improvements 
using AG training, as conducted by [54] and [55]. It is important to highlight that this work differs from 
previous studies in certain methodological aspects. While Ohuchi et al. [54] focused on measuring a 90° arc 
with a finger pointing method, and Honda et al. [55] evaluated the entire azimuthal plane at different elevations 
using forced-choice responses, our study measured angular errors with a head pointing method across the full 
360° of the azimuthal plane using virtual sound sources. These differences provide a novel and enriching 
perspective in this AG research.  

Regarding error measurements, although it is difficult to establish direct comparisons with other studies due 
to the particularities of our approach, our tests yielded similar values to other studies. For example, Gulli et al. 
[85] measured sound localization of real sources using a similar stimulus and allowing participants to move 
their heads. They employed a manual pointing method without training or visual cues and measured a mean 
error of 4.1°. This performance is slightly more accurate than that achieved by our participants in the pretest 
(mean error for both groups: 6.7°). The small difference could be related to the type of response utilized and the 
use of real sound sources. However, Gröhn et al. [86], despite using a methodology more similar to [85], 
recorded a mean error almost equivalent to that of our participants: 6.8º in the horizontal plane. In this case, 
participants could move their heads freely and had to locate with a stick 3 different types of continuous stimuli 
(broadband noise, music and frog sounds) emitted by loudspeakers. Moreover, Bronkhorst et al. [56] also used 
a closed-loop head pointing task with broadband stimuli in the horizontal plane. They applied reinforcement 
on the responses and found mean precision errors (responses dispersion) of 5.0° for both real and virtual sources 
with individualized HRTF. Our results show similar values in the trained group in the post-test, of 4.5°. Note 
that, despite having used generic HRTFs, in our study the training was active and more extensive. This 
comparison with antecedents coupled with our control group design, gives us confidence that the evaluation 
performed was not limited by ceiling effects of performance or technical artifacts. 

Regarding the type of response, we looked for an explicit participant-response involved in active listening. 
Head movement is a particularly ecologically relevant perceptually-driven action for experimentation on the 
perception of sound movement, distance, and location [57]. Head orienting is a spontaneous movement that 
people perform to face the sound sources [87, 88, 89]. Based on this, we believe that our results are related to 
everyday life orientation behaviors and are potentially more helpful for understanding the applicability of the 
audio game. This is also in agreement with models of sound localization involving motor components [90, 91]. 

In a practical sense, advances in the knowledge about the role of head movements in spatial listening are 
highlighting their importance in particular conditions. For example, aligned with the spirit of this study, it has 
been shown that they contribute to orientation in blind people [92, 93], as well as compensate for localization 
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abilities in cases of suppression of one auditory channel [94], of pinna modification [95], of hearing impairment 
[96, 97], and also in cases of bilateral cochlear implants [98, 99]. 

A final concern about the methodology is that part of the improvement in participants' performance may 
have been due to procedural learning, resulting from the repetitive task required during the sound localization 
tests. For example, if we consider that participants were asked to locate continuous sound sources in the 
horizontal plane by facing them with their heads, they might have learned to complete the task by simply 
adjusting their perceived interaural differences to zero. If this were the case, a test with stereo sounds would 
have been sufficient. However, since CG did not show significant improvements in any of the indices with 
either stimulus, we are led to assume that the main cause of the improvement is the AJ training. 

Taking together the results of sound localization performances and interviews, it is interesting to note that 
while participants improved their sound localization skills, they only reported improvements in their gameplay 
technique. This suggests that players may not be conscious of the real benefits they obtain in terms of their 
hearing due to an implicit learning process experienced by repeatedly solving the game [100]. Other studies 
have already shown the emergence of sound localization implicit learning in certain activities, such as 
conducting an orchestra [101] or solving daily tasks without vision [102, 103]. Therefore, it is important to 
emphasize the significance of continuing to research and educate players about the positive impacts that 
auditory training can have, both in the gaming context and in their daily lives. Furthermore, it is necessary to 
continue exploring and refining design strategies and feedback elements to maximize the therapeutic and 
entertainment benefits that such AGs can offer. 

Finally, the main challenge to continue the validation of this AG is to extend the sample to blind people, 
who would be the most benefited users. Blind people, in addition to potentially training spatial hearing skills, 
will certainly be able to compare with greater expertise the engaging quality of the AG. Additionally, it would 
be desirable to test the effectiveness of training with the AG in more realistic scenarios that involve other skills 
related to O&M. It would also be important to study other dynamic variables involved in active listening, such 
as improvements in localization time or increased efficiency in movements made to localize. Additionally, 
considering that previous AGs have demonstrated efficacy in training adaptation to non-individualized HRTFs 
within virtual systems, it would be convenient to perform static tests under open loop conditions (with short 
stimuli) to evaluate the potential of S&S within this field of study [104, 105, 106]. A final idea for future work 
is that, considering that the sound localization testing system ran correctly and smoothly on the same hardware 
as the AG, we believe there is an opportunity to integrate games and testing into a single training application 
that would allow autonomous monitoring of the player's performance. 

6 CONCLUSIONS 
The present study introduces an innovative design in the realm of audio gaming, addressing an accessible 
virtual reality game that combines entertainment with auditory training through natural motion interfaces. 
AGs, by lacking visual information, possess the advantage of being playable by both individuals with vision 
and those with visual impairments. Therefore, this development focuses on an inclusive space and can 
contribute to a critical topic, namely the auditory training of individuals with visual impairment.  

The AG design closely replicates the natural sensorimotor process individuals employ in their everyday 
listening, allowing players to employ rotational movements of their head within the virtual space to identify 
and locate sound sources. This represents a significant advance, as very few AGs extend beyond a passive 
auditory experience, typically confined to a seated position, using a keyboard and mouse, and receiving non-
spatialized auditory signals. Moreover, this direct interaction provides a rapid and intuitive mode of 
engagement that benefits skill acquisition. It also enriches the sense of immersion within the virtual space, as 
players engage in sensorimotor tasks to know the environment through their actions, without the necessity for 
logical reasoning to decode sonifications methods or process verbal descriptions. 

Another contribution of this AG is the design of an accessible, attractive and high quality complex 
soundscape. It allows free navigation, with low-cost hardware and using simple and cost-effective interfaces. 

The results yielded by the conducted tests are of high value, supporting the effective design and verifying 
its capacity to train sound localization skills. Concurrently, these results pinpoint areas that require attention 
to advance the design and overall understanding of such games. While the extension of these outcomes to a 
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broad user base is feasible, it is pertinent for future research to undertake examinations with visually impaired 
players to substantiate and delve further into the applicability and advantages of this inclusive approach. In 
this sense, to fulfill this purpose and avoid the generation of false expectations, it is important to strengthen 
this development and research program. 

Future work is essential to refine auditory interaction as players explore proximate elements, aiming for a 
more natural experience. Moreover, varying difficulties for different players are necessary to enhance both 
entertainment and auditory training prospects. Additionally, an alternative phone holding mechanism should 
be investigated. While the VR headset provides adjustments for varying head sizes, it proves insufficient in 
certain cases. Also, given the optical components are not required, a much more optimized design could be 
designed. Lastly, the effectiveness and simplicity witnessed in interface usage have paved a new path for future 
development: integrating gameplay scenes and sound localization tests within the same application, enabling 
self-monitoring of skill progression. 

In summary, this study lays groundwork for future research and developments in the realm of accessible 
virtual reality AGs, opening new opportunities for auditory training. These devices can aid in the training and 
acquisition of spatial hearing skills of people with impaired vision. Simultaneously, they can also offer sighted 
individuals an alternative to traditional video games. Our work is in line with [8, 17], where this aspect is taken 
as a fundamental character for the progress of this type of game. Taking into consideration the positive feedback 
from sighted participants, we believe that adopting a universal design approach is possible and has the potential 
to enhance their projection and popularity.  
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