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ABSTRACTIn this paper a behavioral distin
tion of soft real-time tasksis introdu
ed. The distin
tion is based on the behavior ofthe previous instan
e of ea
h task and it is used to proposea s
heduling algorithm. The algorithm, 
alled BIDS, useswell-known server me
hanisms with an extension to handletwo priority queues within ea
h server. The priority of aserver is managed a

ordingly to the result that its asso
i-ated task produ
e. Along with the formal presentation ofthe algorithm and the proofs of its properties some perfor-man
e evaluations based on simulations are in
luded.
Categories and Subject DescriptorsC.3 [Spe
ial-purpose and appli
ation-based systems℄:Real-time and embedded systems; D.4.1 [Operating sys-tems℄: Pro
ess Management �s
heduling
Keywordsreal-time, s
heduling, behavior, server, importan
e.
1. INTRODUCTIONVery often, real-time systems are 
omposed by hard andsoft tasks. Hard tasks are subje
ted to a s
heduling thatmust not allow any deadline miss. Whereas, soft ones areallowed to miss a 
ertain amount of their deadlines. How-ever, a deadline miss from a soft task should not a�e
t theperforman
e neither of the other soft tasks nor of the hardones. In order to rea
h this goal, the usage of resour
e reser-vation me
hanisms (servers), is an optimal 
hoi
e.Server based approa
hes are widely used and with dif-ferent parti
ular obje
tives. Therefore, they are applied tothe treatment of multimedia appli
ations [1℄, 
ontrol appli-
ations [2℄, real-time 
ommuni
ations [9℄ and some appli
a-tions more general like [8℄. However, in the server basedapproa
hes 
ited before every task is treated indistin
tly
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without taking a

ount of the fun
tion it develops or theresults it produ
es. Furthermore, in many situations thisbehavior of a task 
an be seized at s
heduling time. An ex-ample of su
h situation 
an be a task asso
iated to a smarttransdu
er that varies its importan
e a

ording to the re-sult produ
ed on the information pro
essing referred to it.Another example 
an be a task that 
omputes the roots ofa polynomial and based on them (i.e. they real parts arenegative or positive) modi�es its importan
e within the sys-tem.In this paper, a server-based s
heduling method that han-dles two di�erent task queues is presented. The server thatimplements the algorithm is 
alled BIDS (Behavioral Impor-tan
e Dual-Priority Server). It is based on the usage of theIRIS-HR server [8℄, spe
ially modi�ed to manage internallytwo kind of priorities.The tasks handled by BIDS have a parameter that de-termines their importan
e based on their information pro-
essing behavior. Hen
e, the main idea of this approa
his to establish a threshold on the fun
tion developed by atask and a

ording to that, establish its next a
tivation ands
hedule it with higher or lower priority. The threshold isused to set dynami
ally the importan
e of the task, being:IMPORTANT, if the value obtained from the informationpro
essing behavior is above the threshold and NOT IM-PORTANT otherwise. This 
hanging of importan
e 
an begiven at run-time (i.e. between two 
onse
utive instan
esof a task); 
onsequently ea
h BIDS asso
iated to a task hastwo queues: one for IMPORTANT and the other for NOTIMPORTANT instan
es of tasks. The algorithm intends togive a higher priority to IMPORTANT tasks and a lower oneto NOT IMPORTANT ones by means of distin
tly manag-ing the deadlines of the two.The main 
ontribution of this paper is the 
on
ept of be-havioral priority driven s
heduling. Based on a hierar
hi
als
heduling, tasks embedded in a server entity, de�ne some oftheir parameters and their priorities based on the result oftheir last 
omputation instan
e. To the best of the authorsknowledge, no previous work proposed this approa
h.The rest of the paper is organized as follows: in Se
tion2, previous works are revised; in Se
tion 3, the task andserver models are introdu
ed; in Se
tion 4, the des
ription ofBIDS and the demonstrations of its properties are presented;experimental results based on simulations are dis
ussed inSe
tion 5. Finally, in Se
tion 6, 
on
lusions are drawn.
2. RELATED WORK
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The ideas proposed in this paper 
annot be found all to-gether in any other previous work. This is be
ause BIDSpresents several aspe
ts to be 
ontrasted: server-based me
h-anisms, s
heduling of di�erent kind of tasks and dynami
ally
hanging importan
e of tasks and its 
orresponding s
hedul-ing. Within the server-based approa
hes, IRIS-HR [8℄ is anenhan
ement of the CBS algorithm [1℄ through the use ofa hard reservation property that limits the greedy e�e
t ofthe CBS giving a more 
ontinuous rate operation mode tothe tasks served.Davis et al proposed the Dual Priority S
heduling (DPS)[3℄ to take advantage of the spare 
apa
ity left by hard tasksto exe
ute soft ones. It uses �xed priorities with three pri-ority bands. Hard tasks 
hange their priority to improvethe response time of soft ones. With respe
t to tasks that
hange their importan
e within the system, [6℄ proposed analgorithm for dynami
ally 
hanging tasks sets. This ap-proa
h adjusts tasks periods based on an importan
e pa-rameter set by the developer o�-line. An algorithm basedon a proportional share s
heduler, but spe
ially applied toreal-time multimedia appli
ations is the IMAC s
heduler,proposed in [5℄. The IMAC adjusts CPU shares based onthe information history and the importan
e level of a task,whi
h 
orresponds to the type of task. Finally, in [10℄ theauthors make an extensive study of mode 
hange proto
olsfor �xed priorities. They proposed an algorithm to minimizethe promptness of a mode 
hange.BIDS di�ers from all the previous approa
hes in that itis s
heduled by dynami
 priorities and makes the prioritydistin
tion between tasks based on a on-line parameter pro-vided by the task behavior. The use of EDF as generalpoli
y, provides a more uniformly delay distribution with amore even impa
t of the promptness. This last topi
 spe-
ially related to mode 
hange proto
ols.
3. SYSTEM MODELIn the 
ontext of this paper, tasks are independent, peri-odi
 and preemptive. They may be hard or soft. Hard taskswould have a 
lassi
al s
heduling approa
h following tradi-tional poli
ies like the Earliest Deadline First [7℄. Soft oneswill be s
heduled in a hierar
hi
al form through the use ofBIDS. Sin
e tasks are periodi
, they 
an be seen as a streamof jobs or instan
es Jij where the �rst subindex refers to thetask and the se
ond one to the instan
e. Ea
h soft task is
hara
terized by its mean exe
ution time, Ci, its period, Tiand its relative deadline Di. Tasks also have asso
iated aparameter µi for establishing the threshold of importan
ein its behavior. Its use is explained later. Ea
h job withinthe task has an absolute deadline given by dij = aij + Di,a variable δij , that re�e
ts the importan
e of the job forthe next period and a release time denotedaij and de�nedby aij = ai(j−1) + γiTi. The value of γi 
an be either 1or another natural number and its ele
tion is done basedon the value of δi(j−1), whi
h imposes a distin
tion betweeninstan
es of a task. In this sense, δij 
an re�e
t only the
omputation result (or some kind of more elaborated predi
-tion me
hanism) for the next instan
e, e.g : the derivativeof the signal it follows. This model 
an be used for examplewith tasks asso
iated to smart transdu
ers [4℄, that workwith physi
al signals that vary 
ontinuously in time, e.g.:temperature, pressure, humidity, speed, et
.The servers have two di�erent queues to hold the jobsa

ording to their respe
tive importan
e. Ea
h server is de-

s
ribed by the tuple (Qs, Ps, Ds, αs, rs) for its budget,period, relative deadline, postponement fa
tor and rea
tiva-tion time. A task embedded in a server, runs in a virtualpro
essor with speed proportional to the relation Qs/Ps,whi
h is a
tually its bandwidth Us. The behavior of a taskis re�e
ted in the way the server holding it updates its pa-rameters. When a job is des
ribed as NOT IMPORTANT,the priority of the server is redu
ed a

ordingly to the αsvalue. That is, the deadline of the server holding the task isin
reased by αs times its period Ps and with that the prior-ity of it is redu
ed giving pla
e to more urgent tasks. Whenthe server budget is exhausted, it has to wait for a budgetreplenishment that is made syn
hronously with its period.This time value is hold in a parameter rs. In this way, theserver imposes a hard reservation on their resour
es.On
e the task and server model is presented, in what fol-lows the 
on
epts of threshold, behavior of tasks and post-ponement fa
tor will be 
lari�ed. The threshold µi is estab-lished by the system developer at design time. It representsa threshold to 
lassify the next instan
e of a task as IM-PORTANT or NOT IMPORTANT. On
e a job �nishes, if
δij ≥ µi the job is said to be IMPORTANT and it is asso
i-ated, in the next instan
e, to the queue of IMPORTANTjobs. On the 
ontrary, when the result is below the thresh-old, δij < µi the job is NOT IMPORTANT and it will bequeued in the NOT IMPORTANT queue. The αs pa-rameter of the server (whi
h a
tually 
orresponds to the
γi parameter of the task when it is NOT IMPORTANT), isbased on the dynami
s of the 
ontrolled variable of the task.As a rule of thumb, the sampling frequen
y should be be-tween 5 and 10 times the maximum frequen
y that has to bere
onstru
ted. The shorter the sampling period, the morea

urate the digital 
ontrol will be. Thus, there is a tradeo� between the quality of 
ontrol and the 
omputation de-mand on the system. If a job �nishes its exe
ution as NOTIMPORTANT, it 
an be said that in the next instan
e thesensor/a
tuator related to it 
an be delayed. Consequently,the sele
tion of the proper αs (and its 
orresponding γi)should be based on the dynami
s of the system.
4. THE ALGORITHMIn this se
tion, the algorithm BIDS will be formally pre-sented, along with a series of properties that will be statedand proved. The main idea behind the algorithm is to post-pone the exe
ution of not important tasks, so that portionof the bandwidth 
an be used by other important tasks thatbelong to another server.
4.1 Definition and FunctioningIn a simpli�ed but general 
ase, a BIDS is used to en-
apsulate a task whose available portion of the pro
essor isbounded to the bandwidth of its BIDS. In the same lineof reasoning, a system is 
omposed by a 
ertain number ofBIDS, whose a

ess to the pro
essor is given by a higher levels
heduling poli
y. If the 
hosen poli
y is Earliest DeadlineFirst (EDF) [7℄, the BIDS with the 
losest deadline to thea
tual time is the one with the highest priority. At thispoint is where the newly introdu
ed postponement fa
torplays a fundamental role, by di�erentiating the treatmentof IMPORTANT and NOT IMPORTANT tasks.On the other side, the imposition of a hard reservationmakes that dynami
 bandwidth distribution among the serverseven more fair. In the 
ase of BIDS, the hard reservation
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is introdu
ed by means of di�erential waiting for replen-ishment of the BIDS' budget. With this in mind, at ea
hinstant a BIDS 
an be in one of four states:ACTIVE: There is at least one job ready to be exe
utedand qs > 0.IDLE: There are no pending jobs to be exe
uted.SHORT_WAIT: The exe
ution budget was exhausted andthere is at least one IMPORTANT job waiting to 
om-plete its exe
ution.LONG_WAIT: Identi
al to the previous 
ase, but thereare no IMPORTANT pending jobs and there is at leastone NOT IMPORTANT job waiting to exe
ute.In Figure 4.1 the di�erent possible transitions between statesis shown.
LONG_WAIT

SHORT_WAIT

ACTIVE

AI or ANAI

ANLW

SW

SL

SW

LW

IIN

IDLE

Figure 1: State diagram of a BIDS.As was mentioned before, BIDS is part of a hierar
hi
als
heduling ar
hite
ture. In this sense, there are two levelsof queues: �rst, the system queues, i.e. one for ea
h statein whi
h a BIDS 
an be; and se
ond, the ones internal toa BIDS, i.e. one for IMPORTANT and one for NOT IM-PORTANT instan
es of a task.BIDS is based on a simple set of rules, whi
h are des
ribedfollowing this 
onvention: AI is for A
tive Important; ANis for A
tive Not Important; SW is for Short Wait; LW isfor Long Wait; SL is for Stop Long Wait; IIN is for Ina
tiveImportant/Not Important andDB is for De
rement Budget.In this sense, the rules are also numbered to distinguish thesituation in whi
h they are applied; for example, in the 
aseof rule AI, there are three di�erent moments in whi
h it isapplied keeping in all 
ases the same spirit. With this inmind, the rules previously des
ribed 
an be thought like afamily of rules, where, despite the situation, ea
h instan
e ofthe family performs the same task ea
h time and establishesa transition between states, as shown in Figure 4.1.To present the di�erent rules in the 
learest way possi-ble we will use two new variables: imp and nimp. Thesevariables will be used as semaphores to indi
ate that thereare IMPORTANT or NOT IMPORTANT pending jobs, re-spe
tively, and the BIDS is in one of the two waiting states.Consequently, the BIDS will be in a waiting state if any ofthe variables is greater than zero.Sin
e in what follows we will be talking always about task
τi, the notation 
an be simpli�ed by eliminating the sub-s
ripts. The j-th instantiation of τi will therefore be denoted
Jj . The same is valid for the di�erent parameters of the job.

AI: BIDS has enough budget to exe
ute jobs and there areIMPORTANT pending ones. A transition to ACTIVEstate is performed in the following 
onditions:AI.1: If a job Jj ∈ IMPORTANTS arrives at t = ajand the BIDS is IDLE and (t ≥ ds − qs
Ps

Qs

), then
qs ← Qs,ds ← t + Ps and rs ← tAI.2: If a job Jj ∈ IMPORTANTS arrives at t = ajand the BIDS is IDLE and (t < ds − qs

Ps

Qs

) and
ds ≥ t and qs 6= 0, then the job is served with the
urrent budget and deadline and rs ← tAI.3: If (imp > 0) and (t ≥ rs), then imp ← imp − 1,
qs ← Qs, ds ← t + Ps and rs ← tAN: BIDS has enough budget to exe
ute jobs and thereare NOT IMPORTANT pending ones, a transition toACTIVE state is performed. Spe
ial 
ases:AN.1: If a job Jj /∈ IMPORTANTS arrives at t = aj andthe BIDS is IDLE and (t ≥ ds − qsαs

Ps

Qs

), Then
qs ← Qs, ds ← t + αsPs and rs ← tAN.2: If a job Jj /∈ IMPORTANTS arrives at t = ajand the BIDS is IDLE and (t < ds−qsαs

Ps

Qs

) and
ds ≥ t and qs 6= 0, then the job is served with the
urrent budget and deadline and rs ← tAN.3 If (nimp > 0) and (t ≥ rs), then nimp← nimp−
1, qs ← Qs, ds ← t + αsPs and rs ← tSW When the BIDS' budget is exhausted and there areIMPORTANT pending jobs it waits for at most oneperiod for its replenishment. A transition to SHORTWAIT state is performed. Spe
ial 
ases:SW.1: If a job Jj ∈ IMPORTANTS arrives in t = aj andthe BIDS is IDLE and (t < ds− qs

Ps

Qs

) and ds ≥ tand qs = 0, then imp← imp + 1 and rs ← dsSW.2: If BIDS Ss is exe
uting Jj ∈ IMPORTANTS and
qs = 0, then imp← imp + 1 and rs ← dsLW When the BIDS' budget is exhausted and there areNOT IMPORTANT pending jobs it waits for a multi-ple αs of its period for replenishment. A transition toLONG WAIT state is performed. Spe
ial 
ases:LW.1: If a job Jj /∈ IMPORTANTS arrives in t = ajand the BIDS is IDLE and (t < ds−qsαs

Ps

Qs

) and
ds < t and qs = 0, then nimp ← nimp + 1 and
rs ← ds + αsPsLW.2: If BIDS Ss is exe
uting, Jj /∈ IMPORTANTS and
qs = 0, then nimp← nimp + 1, rs ← ds + αsPsSL If a BIDS is in WAIT_LONG state and an IMPOR-TANT job arrives, it 
uts down the waiting to, atmost, one period from the a
tivation time of that job.A transition to WAIT_SHORT state is performed.There is only one 
ase.SL: If a job Jj ∈ IMPORTANTS arrives in t = ajand the BIDS is in LONG WAIT, then imp ←
imp + 1,rs ← min{aj + Ps, rs}DB: When a BIDS exe
utes a job for one time unit, it de
re-ments it budget a

ordingly. There is only one 
ase.DB.1: If a job Jj served by BIDS Ss exe
utes for 1 unitof time,then qs ← qs − 1IIN: When a job �nishes and there are not pending ones,the BIDS goes to IDLE state. Otherwise, it remainsACTIVE. There are three 
ases.
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IIN.1 If a job Jj �nishes and there are not pending ones,then go IDLEIIN.2 If a job Jj �nishes and there are important pend-ing ones, then go to Rule AI.2IIN.3 If a job Jj �nishes and there are non-importantpending ones, then go to Rule AN.2
4.2 PropertiesProperty 4.1 (Compatibility Property). In the absen
e ofNOT IMPORTANT tasks the algorithm behaves like IRIS-HR.Proof. If there are only IMPORTANT tasks, the rules that
an a
tually be applied are: AI.1 SW.1, AI.2, DB, SW.2,AI.3 (related to important jobs) and IIN, whi
h 
orresponddire
tly to 1.i, 1.ii, 1.iii, 2, 3, 4 and 5 from the IRIS-HRpresented in [8℄.Theorem 4.1 (Isolation Theorem). A BIDS with parame-ters (Qs, Ps, αs) uses a bandwidth Us of at most, Qs

PsProof. The proof is omitted for spa
e reasons. However it
an be outlined brie�y. A BIDS is a spe
ial 
ase of an IRIS-HR [8℄ that handles two priority queues, but keeping thehard reservation property. If only IMPORTANT tasks areserved by the BIDS then it behaves like IRIS-HR. Conse-quently, the bandwidth used by the BIDS is bounded to
Qs

Ps

. Instead if only NOT IMPORTANT tasks are served bythe BIDS, then by the hard reservation property, the previ-ous result and the longer replenishment established to thosetasks (i.e. rs = ds + αPs), the bandwidth is bounded by
Qs

αPs

. In the general 
ase there will be a mixed of IMPOR-TANT and NOT IMPORTANT tasks served by the BIDS,thus applyingg the superposition property, the overall band-width will be bounded by Qs

Ps

. The 
omplete proof is madeby indu
tion on the instan
es of a BIDS when applying therules shown in the previous subse
tion.Theorem 4.2 (S
hedulability Property). Given a set oftasks with total utilization fa
tor UT and a set of BIDSservers with total utilization fa
tor UBIDS , then the wholeset is s
hedulable by Earliest Deadline First (EDF) if andonly if
UT + UBIDS ≤ 1Proof. The proof follows dire
tly from the isolation theorem.Theorem 4.3 (Hard S
hedulability Property). Given a hardimportant real-time task τi with parameters Ci, di and Ti,then it is s
hedulable by a BIDS with parameters Qs and

Ps, su
h that Ci ≤ Qs and Ti = Ps, if and only if it iss
hedulable by EDF.Proof. Sin
e task τi is hard, the di�eren
e between its job'sa
tivations is given by its period (or minimum interarrivaltime), whi
h is equal to the period of the BIDS. In par-ti
ular, ak+1 − ak ≥ Ps 
onsidering jitter or the 
ase thatthe task is sporadi
. As a 
onsequen
e of this and be
ause
τi ∈ IMPORTANTS, the deadline generated by the BIDSalgorithm is dk = ak + Ps; whi
h is, in fa
t, the same dead-line of the task (a

ording to [7℄). Besides, the restri
tionof Ci ≤ Qs gives the server enough budget to 
omplete

the exe
ution of every job without postponing its deadline.Moreover, the BIDS will never go to a wait state be
auseea
h time a job arrives it is served by rule AI.1. This
an be easily proved arguing that Ps ≥ Qs and 
onsider-ing dk = ak + Ps.Property 4.2 (Maximum Deadline Value). The highestvalue that 
an be assigned to a BIDS deadline is given by:
dMAX = ds−1 +2αPs where ds−1 is the previous deadline ofthe BIDS.Proof. This property follows dire
tly from the appli
ationof rules related to NOT IMPORTANT tasks and withoutany interruption due to IMPORTANT ones. Parti
ularly,there are two possible 
ombinations of rules: 1) AN.1, LW.2and AN.3; 2) LW.1 and AN.3. In both 
ases, there is a longwait involved, whi
h takes up to αPs units of time from thedeadline; and then a deadline postponement of the sameamount. Hen
e, the new deadline is 2αPs units of timefrom the previous one.
5. PERFORMANCE EVALUATIONSThe experimental evaluation was done through simula-tions. As BIDS is basi
ally an extension of IRIS-HR, bothalgorithms are 
ontrasted with identi
al loads. The 
om-parison is not 
ompletely fair be
ause IRIS is unable todistinguish between IMPORTANT and NOT IMPORTANTtasks. However, the purpose of the simulations is to showhow the use of BIDS enhan
es the performan
e of the servers.The 
omparison with the other algorithms like Dual Prior-ity or Mode Change proto
ols is not possible be
ause thesework with �xed priority while BIDS works with EDF.The simulation was performed with a mixed set of hardand soft periodi
 tasks. The utilization fa
tor of the set wasvaried from 0.3 to 0.9 in steps of 0.1. In ea
h step, 30 di�er-ent sets were used. For ea
h utilization fa
tor the hard tasksrepresent 70% of the total load. The worst 
ase utilizationfa
tor for soft tasks is 30% of the total. Soft tasks havevariable exe
ution times. In ea
h instan
e, the exe
utiontime of the job is 
omputed by a uniform random variablewithin [1, WCET℄. The servers, were de�ned with the aver-age bandwidth required by the soft tasks, that is 15% of thetotal. The server budget and period for both IRIS and BIDSwere set in the following way: Ps = min Pis.t.τi ∈ SOFTSand Qs = PsUs. For the BIDS, the αs and γi parameterswere set equal to 2. After ea
h job exe
ution of a soft task,
Jij , δij was randomly set transforming the next instan
ein IMPORTANT or NOT IMPORTANT. Ea
h system wassimulated for more than 100000 jobs. The amount of dead-line misses for IMPORTANT and for NOT IMPORTANTtasks was measured after ea
h run.Figure 2 shows the results obtained in the simulation. As
an be seen, in the 
ase of BIDS there are no misssed dead-lines for IMPORTANT jobs while IRIS-HR misses up to10% for the di�erent loads. In the 
ase of NOT IMPOR-TANT jobs, the situation is di�erent, IRIS-HR has a betterperforman
e than the BIDS.The results show that the introdu
tion of a behavior pa-rameter to determine the priority of a task has an importantimpa
t on the s
hedulability of the soft tasks. BIDS s
hed-ules all IMPORTANT tasks and misses some deadlines of theNOT IMPORTANT ones. IRIS, on the other hand, s
hed-ules all tasks, wether IMPORTANT or not, in the same way,
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(b) NOT IMPORTANT JOBS. x IRIS, oBIDSFigure 2: BIDS and IRIS-HR % Deadlines metand be
ause of this, the amount of deadlines missed in bothkind of tasks is equivalent.
6. CONCLUSIONS AND FUTURE WORKIn this paper, a behavior priority hierar
hi
al s
hedulinghas been presented. After �nishing ea
h instan
e, the taskmarks the next job as IMPORTANT or NOT IMPORTANTa

ording to a previously de�ned threshold. As a 
onse-quen
e, the task and server periods are adjusted followinga set of rules. Thus, the bandwidth required by this kindof tasks is variable in time, providing more room to otherkind of tasks, for example non real-time ones. It is impor-tant to noti
e that the guarantees on hard real-time tasksis preserved be
ause the servers provide temporal isolationbetween the soft tasks allo
ated to them and the rest of thetasks.The algorithm has no 
andidate to 
ontrast as it is theonly one that works with servers under dynami
 priorities.However, some simulations were done to 
ompare the perfor-man
e of BIDS against the more traditional IRIS-HR algo-rithm. Although not 
ompletely fair, the 
omparison showshow the introdu
tion of a ��ag� based on the result of thejob 
an improve the utilization of the system for di�erentthings. While IRIS-HR has no way to distinguish betweenimportant and not important tasks, BIDS has. In the 
aseof IRIS, all tasks are s
heduled and the amount of deadlinesmisses of IMPORTANT and NOT IMPORTANT tasks isequivalent. Instead the BIDS approa
h preserves the exe
u-tion of IMPORTANT ones and looses more deadlines of the

NOT IMPORTANT ones.This s
heduling method 
an be used in systems with hard,soft and non real-time tasks. The introdu
tion of the IM-PORTANCE parameter in the s
heduling of the soft tasks,allows a more a

urate asignment of bandwidth that 
an givepla
e to an improvement in the response time of non real-time tasks or a redu
tion in the energy 
onsumed by slowingdown the pro
essor. Future work in
ludes a 
omplete eval-uation of the me
hanism on a real operating system.
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