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Abstract—A WSN testbed is a WSN (wireless sensor network)
deployed in a controlled environment, that users can use for
testing new developments, such as communication protocols,
applications, etc. Users can access remotely, configure or program
nodes, retrieve experimental results, and in some cases, interact
in real-time with the WSN nodes. This paper is a survey
about different approaches used for building WSN testbeds. This
information can be useful for building new WSN testbeds, or for
developing improvements and solutions to current problems of
WSN testbeds. The paper presents information about: architec-
ture, hardware and software components, interaction with users,
open issues and possible improvements.

Index Terms—WSN testbeds, development of WSN, test of
WSNs, WSN development tools

I. INTRODUCTION

A. An Overview of WSNs

A wireless sensor network (WSN) is a system composed of

devices known as nodes or motes with capacity of sensing,

data processing, data storage, and wireless communication

[1]. The WSNs have a large number of applications, such

as: environmental monitoring, agriculture, health monitoring,

factory and process automation, building automation, military

applications, etc. It is expected that the number of applications,

and the number of WSNs grow enormously [1][2][3][4].

WSNs have specific design requirements:

• Large number of nodes. This request imposes the need

of low cost nodes, and therefore, reduced capabilities of

processing and memory.

• Enough useful life, without or minimal maintenance.

This request leads to two different requirements: (1)

robustness and (2) low power consumption, due to nodes

are powered by batteries. In adittion, nodes have to

consume all the power from the batteries (see [5] about

this requirement).

• Reliability (regarding the data integrity).

• Autonomy, a WSN must be able to adapt itself to topol-

ogy changes due to relocation or damage of nodes, to

solve failures, etc.

These specific design requirements and the growing number

of applications have motivated researchers and companies to

develop hardware and software platforms for WSN.

B. An Overview of Performance Evaluation Tools for WSN

The development of applications, hardware and software

for WSN requires performance evaluation tools. Common

performance evaluation tools are: computer simulation and

emulation, testbeds and real deployments [6].

• Simulators and emulators: are software tools that can

imitate the behavior of a real system or certain parts of

a real system (see [6][7][8] for details).

• Real deployment: consists on a actual WSN that users

deploy for performing a certain experiment.

• Testbed: A WSN testbed consists on an actual WSN

deployed permanently, generally with public access, re-

motely accessible, that users can access for performing

experiments, without having to deploy a WSN locally.

Section II-A presents differents papers that compare these

performance evaluation tools.

C. An Overview of WSN Testbeds

WSN testbeds are deployed in a controlled environment,

generally with public access and ongoing maintenance. It is a

intermediate tool between a real deployment and a simulator or

emulator. Unlike a simulator or an emulator, users can test their

developments on actual hardware. Unlike a real deployment,

users do not need buy sensor nodes, deploy them in the field,

implement tools for monitoring and data analysis, etc., due

to a WSN testbed is a real deployment that usually has these

elements.

The WSN testbed architecture can be divided in two parts:

• The system under test: A WSN on that run the users

experiments.

• The management system: enables to program and monitor

the nodes, remote access, retrieve experiment data, users

management, etc.

Existing WSN testbeds have different architectures. There are

common components, but also there are components that are

not common to all WSN testbeds. This paper analyzes different

architectures for deploying WSN testbeds. For this purpose, we

analyze different approaches about the following elements:

• Nodes (the system under test).

• Back-end.

• Operation in batch mode and in real-time mode
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• Injection of data

• Data storage

• WSN testbeds without remote access

• In situ analysis tool for WSN testbeds

• Mobile nodes and localization system

• Virtual mobility for static WSN testbeds

• Miniaturized and full scale WSN testbeds

• Distributed testbed

• Web interface

D. Organization of This Paper

The rest of the paper is organised as follows: Section

II presents related works. Different components of a WSN

testbed and different alternatives for building these compo-

nents are discussed in section III. Then open issues and possi-

ble improvements are presented in section IV and concluding

remarks are provided in section V.

II. RELATED WORKS

A. Comparison of Performance Evaluation Tools for WSN

This section cites results obtained by several authors that

comparing the different kinds of performance evaluation tools

for WSN: simulation and emulation, testbeds, and real deploy-

ments.

Real deployments produce the more accurate and reliable

results. However a real deployment requires considerable

financial resources and considerable time, due to it requires

programing and reprograming many nodes, deploy the nodes,

to implement tools for extracting performance data, etc. [9].

Therefore, most researchers choose simulation tools. However,

a simulator and a real deployment produce different results,

due to different reasons, some of these are listed below:

• Simplifications and unrealistic assumptions in the models

used for designing simulators [4][6][9][10].

• Behaviors very difficult to model, such as: cross-layer in-

teractions, external interferences, environmental behavior,

errors caused by hardware or drivers, etc. [9][10].

• Simulators do not enable to control parameters such as:

precise packet timing, hardware interrupts, and real events

in physical and MAC layers [11].

There are few experiment results that compare testbeds and

simulators for WSN. Below some papers are cited. Elhadi M.

Shakshuki et al. [12] conducted a experiment for highlighting

the differences between the results produced by a simulator

and a real deployment. The experiment consisted in to run a

MAC protocol for WSNs on two simulators (NS-2 simulator

and a customized simulator) and on a real deployment. Some

results are:

• The simulations showed lower energy consumption than

real deployment.

• The phenomena of network segmentation and communi-

cation holes (both phenomena caused when many nodes

stop working) occurred in the real deployment, but were

not reproduced in the simulations.

• The drift of the simulation results compared to real

deployment results depend on the topology used.

Langendoen [13] conducted a similar experiment on two

testbeds (MoteLab [14] and MistLab [15]), using TinyOS for

programming the nodes of both testbeds, and a simulator,

TOSSIM [16], the TinyOS simulator. The obtained results

(which are not listed for brevity, see [13] for details) led to

Langendoen to state: ”The results from the TOSSIM simu-

lator differ dramatically from those observed on the physical

testbeds”.

These studies show that a development or application can be

proved in a simulator for obtaining approximate results. But

for knowing the effect of the actual environmental conditions

or the hardware behavior, real deployments are needed [17].

B. Others surveys about WSN testbeds

Other surveys about WSNs mention briefly existing testbed,

but with few details. Information about WSN testbeds can be

found in [1][4][6][18][19].

Steyn and Hancke [20] present the most complete list about the

available WSN testbed at the date, highlighting the outstanding

features of each testbed. Steyn and Hancke [20] also present

a comparison table and a classification of WSN testbeds.

This classification divides the WSN testbeds, according to the

implementation of the management system, in the following

types: testbeds of central server, testbeds of single PC and

hybrid testbeds. According other criteria, Steyn and Hancke

divide WSN testbeds in: testbeds of specialised hardware

(testbeds built with specialised hardware that enables specific

functions), multi-site testbeds, testbeds with in-band manage-

ment (without back-channel), and testbeds for testing industrial

applications.

Unlike these papers, our paper does not present a summary or

list of existing WSN testbeds, but presents in depth how they

are built.

III. CONSTRUCTION OF WSN TESTBEDS

This section presents the differents design variants used for

building WSN testbeds.

A. Nodes

Nodes that comprise some WSN testbeds are not equipped

with any additional hardware. In other WSN testbeds, these

nodes have a interface with the testbed, for example Ethernet

board (eg. [14]), serial to Ethernet converters (eg. [11]), etc. In

other cases, the nodes have sensors (eg. [21]) and measuring

instruments (eg. [14][21]). A special case is Kansei testbed

[22], whose nodes are formed by different WSN nodes, a

single-board computer and sensors.

B. Back-End

The interconnection system between nodes and the rest

of the system, called back-end by several authors, enables

communication between nodes and the testbed. The back-end

has different functions, among these:

• Upload to nodes the programs that users need to test.

• Transmit the data produced by nodes during the experi-

ment for being stored in databases.
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• In testbeds that enable real-time interaction between users

and nodes, the back-end enables this interaction.

• Perform monitoring and maintenance operations.

There are four approaches for implementing the back-end:

1) Ethernet: For example: w-iLab. T [10], WSNTB [11],

MoteLab [14]. It has the disadvantage that usually typical

sensor nodes do not have support for Ethernet, as a result,

additional hardware is required, such as Ethernet boards at-

tached to the nodes, serial to Ethernet or USB to Ethernet

converters.

2) USB cables: For example: NetEye [18][23], Indriya

[8]. Most of the commercial nodes have support for USB.

However, the maximum cable length is limited to 5 meters.

As a result, additional components are required for reaching

larger lengths, such as USB hubs or computers. These WSN

testbeds are formed by clusters of nodes. Inside each cluster,

nodes communicate through USB cables, and the clusters

communicate with the testbed by different means such as USB,

Ethernet or IEEE802.11.

3) IEEE802.11: For example: Senseiuu [24]. Every node

must support this type of wireless communication, in addi-

tion its normal communication channel. Rensfelt et al. [24]

evaluated the interference between IEEE 802.11 and 802.15.4

signals. The authors conclude that is needed to take some

precautions for avoiding interference (see [25] for details).

4) The 802.15.4 channel: For example: X-Sensor [26].

The WSN’s normal communication channel is shared between

normal operation and programing tasks. This method is the

most economical and simple. However it makes impossible

real time communication with the nodes, due to typical delays

in a WSN.

C. Operation in Batch Mode and in Real-Time Mode

During the time interval assigned to an user, a testbed

can work in batch mode or real-time mode, or both (this

terminology varies according to the author).

In batch mode, after programming the nodes, the experiment

starts running automatically, and the data generated during the

experiment are stored in a database. In this mode, the user can

not interact with her/his experiment until the same has ended.

In general WSN testbeds use the batch mode.

In real time mode, the user can interact with nodes while

the experiment is running. Some WSN testbeds that use real-

time mode are MoteLab [14] (that gives it the name of ”real-

time access”) and WSNTB [11] (that gives it the name ”local

mode”). In order to achieve this interaction, the chosen method

by these WSN testbeds is a TCP connection. Through these

connections, data is transmitted in both directions.

D. Injection of Data

Some testbeds enable users to inject data to nodes. This

enables to test the nodes behavior when they receive messages

from the outside, and on the other hand, this functionality

can be a useful tool for debugging tasks. These data must

be predefined and preloaded on a file. This file must be

sent to the testbed when user creates the experiment. (eg

Neteye [18][23]). It should be noted that this is not real-time

interaction.

E. Data Storage

In order to store data, most testbeds cited in this paper

use a MySQL database. In general, information stored in

this database comprises: user information, node status, overall

testbed status, information about pending experiments (exe-

cutables to be loaded on each node, experiments configura-

tions, etc.), results produced by experiments (except Kansei

[22], that stores experiment results in the server filesystem),

etc. Users can access these database, but with restricted access

rights.

F. WSN Testbeds Without Remote Access

Not all WSN testbeds have remote access. Some WSN

testbeds have been thought as replicable and standard plat-

forms, not as remote laboratories. The objective of these

replicable platforms is that users can perform experiments in

different places of the world using a common platform. These

platforms are designed with commercially available hardware

and accessible software. Some examples are [21] and [24].

G. In Situ Analysis Tool for WSN Testbeds

There are tools for evaluating the performance of a WSN

testbed or a WSN in general, through the evaluation of dif-

ferent parameters such as connectivity between nodes, packet

delivery rate, received signal strength indicator (RSSI), link

quality indicator (LQI), etc. This section presents some of the

existing tools.

1) MoteLab Connectivity Daemon: MoteLab Connectivity

Daemon is an application used for evaluating connectivity

among nodes in MoteLab testbed [14][27]. It runs periodically

when the testbed is free of tasks, and works like any other

experiment. It operates as follows: divides the time into cycles,

and in each cycle, only one node transmits data packets, while

the others nodes listen for receiving these data packets. When

a node receives one of these packages, it records this event and

the value of RSSI. When the work ends, a Perl script uses the

data obtained for calculating packet loss rates between each

pair of nodes. This information is used to graphically illustrate

the connectivity among nodes through the web interface. Users

can retrieve these data.

2) TestbedProfiler: TestbedProfiler is an analysis tool for

WSN testbeds and WSN in general. It can be used in WSN

whose nodes have the Texas Instruments CC2420 radio (eg

MicaZ and TelosB) [28]. The WSN has to have a back-channel

for sending data to the central server. TestbedProfiler analyzes

the following parameters: connectivity between nodes, packet

delivery rates, average neighbor counts, typical received signal

strength indicator (RSSI) and link quality indicator (LQI).

TestbedProfiler consists of three software components:

• a TinyOS application running on the nodes.

• a central server.

• post-experiment analysis scripts.
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The TinyOS application that runs on the nodes performs the

following tasks: sends broadcast packets, of different sizes and

power levels, and listens for receiving these packets. At one

point, only one node can send these broadcast packets, while

the others listen. The central server coordinates the nodes.

When a node receives a data packet, sends to the central server

a message reporting the following information: its ID, the node

that sent the packet, the RSSI, the LQI, the sequence number,

the payload size, and the transmitted power level. The central

server stores this information.

The post-experiment analysis scripts (written in Python) an-

alyze the information produced, and generate statistics and

graphical representations of this information to the user.

H. Mobile Nodes and Localization System

Very few WSN testbeds have mobile nodes. Some of these

are: [29][24] and [25], however, these do not have remote

access. Mobile Emulab [29] was a remotely accessible WSN

testbed with mobile nodes, but its website states that it is

not longer supported. In all cases the testbeds use robots for

transporting nodes. Robots can follow entirely free paths such

as in [29] and [25], or predefined paths such as [24].

Users need to know the localization of the mobile nodes, so

the testbeds must have a localization system. There are two

approaches for localization system:

• use cameras (eg [29] and [25]).

• through marks on the floor along with the counting of

the wheels revolutions (eg [24]).

The use of cameras is more accurate and does not limit the

nodes mobility (except to the coverage area of the cameras),

but require the use of image recognition algorithms. The

second approach is subject to the error of the revolution

counting systems and nodes have to pass through the marks,

which may limit the nodes mobility.

I. Virtual Mobility for Static WSN Testbeds

A major shortcoming of the current WSN testbeds, men-

tioned by several authors, is the lack of mobility [24][25].

Puccinelli and Giordano [30] propose a solution based in

virtual mobility called ViMobiO. The authors propose the use

of logical nodes, that can move through the network, being the

actual nodes (ie physical nodes) possible locations for logical

nodes. The authors use the wireless channel for performing

the opetarions that enable the movement of logical nodes.

In summary, it works by dividing the time in periods, and

every period is divided into two. In a part of a period, the

nodes work according to their normal operation, and in the

another part of the period, the nodes perform the tasks related

to virtual mobility.

ViMobiO was implemented in TinyOS and was tested on

MoteLab testbed.

J. Miniaturized and Full Scale WSN Testbeds

According to the classification mentioned in [31], WSN

testbeds may be full scale or miniaturized. Full scale testbeds

(or real size testbeds) are closer to the actual environmental

conditions, but require large size facilities for deploying the

nodes. In a miniaturized testbed, nodes are placed to smaller

distance than a real size WSN, even just meters or centimeters.

For simulating nodes placed to actual distance, miniaturized

testbeds use different approach:

• Attenuators (eg [17][22][31]).

• Discard data packets coming from nodes placed to a

larger distance than a specific threshold (eg [25]).

K. Distributed Testbed

There are some WSN testbeds that have distributed archi-

tecture, with facilities deployed in locations geographically

separated. Some examples are: X-Sensor [26], WISEBED [4],

SensLAB [32]. WISEBED uses the concept of ”virtual links”.

These virtual links enable to create network topologies using

nodes that are on different testbeds. This is accomplished using

a software component, housed in the gateways, that controls

the flow of data between physically separated testbeds.

L. Web Interface

Most of WSN testbeds cited in this paper use a web

interface for communicating with the users. Through this web

interface, users can program nodes, schedule experiments,

retrieve experiment results, interact in real time with nodes, see

pictures and schemes, access to manuals, etc. Most of WSN

testbeds use PHP and Javascript programming languages. An

exception is TWIST [17], that does not have web interface.

In TWIST, the nodes must be programmed through Python

scripts, that are invoked remotely via ssh.

M. Central Server and Management Software

A computer system play the role of the central server that

enables the remote access. The database is hosted at cen-

tral server, where management software is partially installed.

The management software controls the experiments execution

and user activity, programs the nodes and controls others

components. This management software has a distributed

implementation, with component on the central servers, on

gateways or intermediate computers, and on the nodes.

N. Summary

Table I summarizes the characteristics of the WSN testbeds

mentioned in this section.

IV. OPEN ISSUES AND POSSIBLE IMPROVEMENTS

Several authors cite problems and possible improvements

for current WSN testbeds, and we have detected others, which

are presented below.

A. Different Results for a Same Experiment

Koen Langendoen [13] shows that different testbeds produce

different results for a same experiment. Langendoen states that

every testbed is unique, due to they use different type of nodes,

different number of nodes, different network topologies, etc.

As a result, to reproduce results obtained from a WSN testbed

in other WSN testbed is very difficult, maybe impossible.

In addition, the results produced by a WSN testbed can
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TABLE I
SUMMARY OF FEATURES

Nodes Constitute the system under test

Back-end Ethernet, USB cables, IEEE802.11 or the
802.15.4 channel

Interaction with users Batch mode, real-time mode or injection of
data

Data storage MySQL or server filesystem

In situ analysis tool MoteLab connectivity daemon or Testbed-
Profiler [28]

Mobility Few WSN testbeds have mobile nodes. Mo-
bility can be real or virtual

Deployment Distributed or centralized

Web interface PHP and Javascript

Management software Distributed implementation

be difficult to reproduce on the same WSN testbed, due to

changes in topology of the WSN produced by death and

resurrection of nodes, and the existence of the gray area

(part of the transmission range with a irregular reception

pattern). The paper of Langendoen concludes with the phrase

”comparing results from different testbeds is like comparing

apples and oranges” [13].

B. Single Hardware Platform

Another unresolved problem cited by Ze Zhao et al. [19]

is that current WSN testbeds always use a single hardware

platform, and this hardware platform is not flexible. This limits

the results and conclusions of a experiment to the features of

the hardware used.

C. Need for More WSN Testbeds

According with [4],more publicly available heterogeneous

WSN testbeds are necessary. As a result, several authors

encourage the deployment of new WSN testbeds, and provide

to users the software components of their own WSN testbeds

(eg MoteLab [14] and WISEBED [4]).

Some WSN testbeds enable that users associate other WSN

testbeds to their infrastructure (eg WISEBED [4]). For this

purpose, the child testbed must meet certain requirements

imposed by the father WSN testbed (see [4] for details).

D. Lack of Outdoor or Industrial WSN Testbeds

Many WSN applications require outdoor deployments, so,

new developments should be tested outdoor for a more accu-

rate evaluation. But none of the WSN testbeds cited in this

paper have outdoor facilities.

There is only one WSN testbed designed for industrial envi-

ronments [31].

E. Need of Advanced Programming Skills

Programming TelosB family nodes requires advanced pro-

gramming skills (NesC language), as a result, users without

this knowledge can not be able to use these testbeds. Most of

testbeds cited in this paper use nodes that must be programmed

with C or nesC language [33]. An interesant option is to deploy

WSN testbeds with nodes easy to program, like the XBee

nodes [34].

F. Nodes that Are not Powered by Batteries

Nodes of almost all current testbeds are powered by wall

sockets, USB or other non-finite source (not batteries), while

in normal field conditions, nodes are powered by batteries.

The use of non-finite source power is a deviation from the

actual field conditions. The lifetime of a node in a WSN is

determined largely by the life of their batteries, so that the

batteries discharge is a very important parameter.

Only one of the cited WSN testbeds, SensLAB [28], uses

batteries (enables users to select between batteries or DC

power). These batteries are recharged when the nodes are

powered from DC.

Other solution might be to use a mathematical model for

simulating the behavior of batteries during the experiment.

G. Can not Make Long-term Tests

Shor term experiments, a couple of hours for instance,

have been reported in the literature [21]. However in practice

researchers can require long term experiments, ie. weeks or

months.

Günes, M. et al. [21] present information on several in-

teresting WSN deployments and WSN testbeds built in the

past. An important conclusion cited in the paper is the lack

of information about long term experiments. Among other

missing information neither results nor problems are reported

for several months experiments. For example data are listed

only for short intervals of time or the frequency of problems

reported is not enough. Then the authors emphasize the need

for long-term experiments.

V. CONCLUSION

In general, WSN testbeds have similar components: WSN

nodes, back-end system, a central server, database, and web

interface. There are similarities and differences on the design

of these components. Every component may be designed

in different ways, and every solution has advantages and

disadvantages. For example, adding hardware to nodes enables

additional functionalities, such as measuring current, but this

leads to a higher cost. It is not possible to build a WSN testbed

that simultaneously optimizes cost and deployment size, cost

and mobility, low maintenance and environment realism (an

outdoor deployment is a more realistic environment than a

laboratory deployment, but require more maintenance), ease

of use and flexibility, etc. It is hard to build a WSN testbed

that overcomes all problems mentioned in this paper without

incurring a high cost. Each designer must decide which

objectives to prioritize.

Different testbeds produce different results for a same exper-

iment, and even one testbed produces different results for a

same experiment. Therefore, if a user need to test a new

application, for example, a new communication protocol, must

use several and different WSN testbeds. This will ensure that

the new application can run properly under different network
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configurations, different environments, different hardware, etc.

As a result, more publicly available heterogeneous WSN

testbeds are necessary, with different configurations, especially

for outdoor and industrial environments, and for long-term

experiments.
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