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A B S T R A C T 

We applied a combination of models to impro v e the forecasts of refractive index structure coefficient ( C 

2 
n ) profiles and seeing at 

Paranal using high-temporal and spatial resolution simulations with the Weather Research and Forecasting model. We assessed 

our method with Stereo −SCIntillation Detection And Ranging observations from several nights between 2016 and 2018. The 
combined approach consists of the turbulent kinetic energy-based model to estimate the C 

2 
n profile within the boundary layer 

and another model for the free atmosphere. We tested the De wan, Jackson −De wan, and Gladstone models. The implementation 

of the combined method gives better results than those obtained using each model separately for the whole atmospheric column. 
Ho we ver, a much better agreement with observations is obtained when we use a calibration method to impro v e the results. 
Calibrated seeing forecasts at Paranal showed a root mean squared error of 0.30 arcsec and a bias around −0.1 arcsec for all the 
nights of 2017 and 2018, which are similar to previous results obtained at Paranal during the same nights. Due to its performance 
and rapid e x ecution, the proposed methodology could be implemented as an operational tool to forecast the C 

2 
n profiles and the 

seeing at Paranal and potentially over other astronomical sites around the world. 

Key words: turbulence – atmospheric effects – methods: numerical – site testing – software: simulations. 
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 I N T RO D U C T I O N  

tmospheric turbulence is the main factor affecting the quality of
mages collected at ground-based astronomical observatories. The
ertical profile of the refractive index structure coefficient ( C 

2 
n ) is

sually used to describe the turbulence intensity of the atmosphere.
nother widely used parameter, the seeing, quantifies the blurring,

nd twinkling of astronomical objects caused by atmospheric tur-
 ulence. Several methods ha ve been proposed to estimate the C 

2 
n ,

hich have been based on in situ measurements taken by radiosondes
Coulman et al. 1988 ; Dewan et al. 1993 ; Jackson 2004 ; Trinquet &
ernin 2007 ; Basu 2015 ), and remote-sensing data (Coulman et al.
988 ; Fiorino 2014 ). 
The knowledge of the optical turbulence profile is crucial in the

urrent operations of astronomical facilities, particularly for the
ew generations of large, very large, and extremely large telescope
rojects, where the ne gativ e impact of turbulence is amplified. For
his reason, being able to predict several days in advance the evolution
f the optical turbulence o v er the whole atmospheric column at
stronomical observatories will largely benefit the schedule of their
cientific activities, reducing, as a consequence, the operational costs.

A large increase in computer po wer, better observ ational networks
nd data assimilation systems, and enhanced knowledge of the
hysical mechanisms controlling atmospheric processes have caused
 E-mail: omar.cue v as@uv .cl (OC); julio.marin@meteo.uv .cl (JCM) 
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 notable impro v ement in numerical weather forecasts in the last
ecades (Bauer, Thorpe & Brunet 2015 ). Many studies have focused
n implementing different methods to calculate the C 

2 
n vertical

istribution from the outputs of global and regional numerical
eather models to impro v e the atmospheric turbulence forecasts at

pecific astronomical observatories around the world. 
Examples of studies using global atmospheric data are those of Ye

 2011 ), who implemented the model proposed by Trinquet & Vernin
 2007 ) to estimate the C 

2 
n profiles at different sites around the world

sing the Global Forecast System. In addition, Osborn & Sarazin
 2018 ) applied the model described in Masciadri et al. ( 2017 ) to
stimate the optical turbulence at Paranal using the ERA5 (ECMWF
eanalysis v5) global re-analysis data set from the European Centre

or Medium-range Weather Forecasts. Despite the reasonably good
esults obtained in those studies, the spatial and temporal resolutions
f global data sets represent a limitation, specifically in estimating
he planetary boundary layer (PBL) turbulence o v er comple x terrain
ince global circulation models include, in general, a coarse rep-
esentation of the topography and the influence of local effects on
urbulence are not well represented. 

Among the advantages of implementing regional models to fore-
ast the atmospheric conditions at astronomical sites is an impro v ed
epresentation of the local topography and the ability to provide fore-
asts of atmospheric variables at increased temporal and horizontal
esolutions. Due to this, a large number of studies have implemented
ethods to estimate different parameters that characterize the optical

urbulence o v er astronomical observatories using mesoscale models,
© 2024 The Author(s). 
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ch permits unrestricted reuse, distribution, and reproduction in any medium, 
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Figure 1. The WRF domain configuration employed in this study includes 
four nested domains at 27, 9, 3, and 1 km horizontal resolution. A zoom-in to 
the innermost domain (d04) with its complex terrain height (colour shading) 
and the location of the Paranal observatory are also shown. 
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iming to provide its forecast o v er different astronomical sites
Masciadri & Jabouille 2001 ; Cherubini, Businger & Lyman 2008 ; 
herubini & Businger 2013 ; Giordano et al. 2013 , 2014 ; Masciadri
t al. 2017 ; Cue v as, Cur ́e & Esc ́arate 2018 ; Lyman, Cherubini &
usinger 2020 ; Masciadri, Turchi & Fini 2023 ; Quatresooz et al.
023 ; Shikhovtsev et al. 2023 ) 
The PBL is the atmospheric layer closest to the Earth’s surface 

hat directly feels its effects (e.g. friction, warming, cooling, etc.) 
nd responds to them on time-scales of the order of a few hours or
ess (Stull 1988 ). As a result, the PBL and the free atmosphere (abo v e
he PBL) are characterized by very different circulation regimes and 
rocesses. Osborn et al. ( 2018 ), using Stereo–SCIntillation Detection 
nd Ranging (S −SCIDAR) observations at Paranal, showed that 40 
er cent of the turbulence is confined within the PBL to an altitude
elow 600 m, which indicates that the turbulence representation 
ithin the PBL is crucial to provide accurate forecasts of this
arameter at this and other sites. 
In this study, we aim to implement a methodology to forecast the
 

2 
n vertical profile and the seeing at Paranal, using a combination 
f two C 

2 
n formulations; one for the PBL and another one for the

ree atmosphere. We will calculate C 

2 
n and seeing forecasts using 

igh temporal and spatial resolution regional numerical simulations 
rom the Weather Research and Forecasting (WRF) model. In 
ddition to this, we also aim to implement a calibration method 
o impro v e the estimation of the v ertical structure of turbulence at
he study site. Forecasts of turbulence parameters (calibrated and 
on-calibrated) will be assessed with S −SCIDAR observations from 

everal campaigns conducted at Paranal between 2016 and 2018. 
The remainder of this paper is organized as follows: The details 

f the WRF model configuration employed, the methods used to 
ompute the C 

2 
n profiles, the calibration implemented, and the 

bservations used to assess the simulations are described in Section 
 . The results can be found in Section 3 , and a discussion of results
nd the Conclusions are provided in Section 4 . 

 DATA  A N D  M E T H O D S  

.1 Numerical weather prediction model 

he Weather Research and Forecasting (WRF) 1 model is a mesoscale 
umerical weather prediction system that is used both for op- 
rational forecasting and atmospheric research. Several research 
entres, agencies, and universities ha ve contrib uted to developing and 
mplementing new physics schemes, data assimilation, and numerical 
lgorithms into the model. In addition, detailed data bases for land 
se, topography, and soil type are provided for high-resolution 
orecasts. Version 3.8.1 of the model (Skamarock et al. 2008 ) was
sed in this study. 
The WRF model was run fully compressible, non-hydrostatic, 

ith four nested domains centred at Paranal site (Fig. 1 ). The
imulations included 75 vertical levels with increased density (22 
evels) in the 0–1 km layer. Results from the innermost domain (d04),
t 1 km horizontal resolution, were used in the study. Fig. 1 also
hows a zoom-in to domain 4, highlighting the complex topography 
urrounding the site, which is included within the model. The Final 
nalysis from the National Centers for Environmental Prediction 
lobal Data Assimilation System at 0.25 degree horizontal resolution 

National Centers for Environmental Prediction, National Weather 
ervice, NOAA, U.S. Department of Commerce 2015 ) provided 
 https:// www.mmm.ucar.edu/ wrf- model- general 

T
t  

t  
nitial and boundary conditions for the WRF simulations every six 
ours. The simulations started every day at 18 UTC and were run for
8 h. The first six hours of simulation on each day were not used
o a v oid initial model perturbations (e.g. spin-up errors). Therefore,
he analysis of the nocturnal evolution of C 

2 
n profiles and seeing

as performed from forecast hours 6 to 18. WRF outputs were
av ed ev ery ten minutes, and the model was assessed with local
bservations. 
The WRF model was configured using the Quasi-Normal 

cale Elimination (QNSE; Sukoriansky, Galperin & Perov 2005 ) 
arametrization to solve the PBL processes. This is a 1.5-order local
losure scheme that calculates the turbulent kinetic energy (TKE), 
hich is used to estimate the C 

2 
n . A recent study where several

BL parameterizations were assessed with observations in the north 
f Chile showed a better agreement between the QNSE scheme and
bservations (Salfate et al. 2020 ). Longwave and shortwave radiation 
rocesses were calculated with the Rapid Radiative Transfer Model 
cheme (RRTMG; Iacono et al. 2008 ). We used the Noah Multi-
hysics land surface model (Noah-MP; Niu et al. 2011 ) and the
RF Single-Moment 5-class microphysics (Hong, Dudhia & Chen 

004 ) in all domains. Finally, convection was not parametrized in
omain 4, whereas the Grell-3D cumulus parametrization (Grell & 

 ́ev ́enyi 2002 ) was used in domains 1–3. 

.2 Models to estimate the C 

2 
n profiles 

everal models to calculate the C 

2 
n profile as a function of atmo-

pheric variables can be found in the literature. Most of them are
ased on the Tatarski relation (Tatarski’i 1961 ): 

 

2 
n = αM 

2 L 

4 / 3 
0 (1) 

here the C 

2 
n is related to the vertical gradient of the potential

efractiv e inde x ( M ) and the outer scale ( L 0 ), being α a constant. 
This section will describe the models used in this study to test our

ombined methodology to calculate the C 

2 
n profile. 

.2.1 Dewan model 

he Air Force Geophysics Laboratory proposed a model to calculate 
he C 

2 
n profile based on a large campaign of radiosondes launched in

he United States (Dewan et al. 1993 ). This empirical model (called
MNRAS 529, 2208–2219 (2024) 

https://www.mmm.ucar.edu/wrf-model-general


2210 O. Cuevas et al. 

M

D

C

w  

γ  

T  

t

Y

w

S

a  

r

2

J  

(  

b  

(  

l

Y

Y

Y

w  

p  

h  

P
 

P  

r  

(  

f  

a  

T
p  

u  

b  

t

2

T  

t  

a
a

C

w  

s

C

 

t  

a

L

w  

S  

S  

e

C

 

(  

f  

s  

c  

a

2

M
f  

N  

G  

a

C

I  

t  

a  

w

2

C  

c  

t  

s  

i  

t  

t
 

d  

p  

Q  

t
Y  

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article/529/3/2208/7617711 by guest on 01 M
ay 2024
e afterwards) calculates the C 

2 
n profile using the following equation: 

 

2 
n = α

(
(79 × 10 −6 P ) 

T 2 

)2 

(0 . 1) 4 / 3 
(

∂T 

∂Z 

+ γd 

)2 

10 Y 
∗

(2) 

here α = 2.8, P is the pressure (hPa), T is the temperature (Kelvin),
d is the dry adiabatic lapse rate (Km 

−1 ), and Z is the height ( m ).
he parameter Y 

∗ uses different expressions for the troposphere and
he stratosphere: 

 

∗( Troposphere ) = 1 . 57 + 40 S, 

Y 

∗( Stratosphere ) = 0 . 503 + 51 . 2 S, (3) 

here S is the vertical wind shear calculated by: 

 = 

[ (
∂ u 

∂ z 

)2 

+ 

(
∂ v 

∂ z 

)2 
] 

1 
2 

(4) 

nd u and v are the x - and y - (zonal and meridional) wind components,
espectively. 

.2.2 Modified Dewan model 

ackson ( 2004 ) proposed an impro v ement to the Dewan model
called JD afterwards), dividing the atmosphere into three layers: that
elo w 5500 m (lo wer troposphere), from 5500 m to the tropopause
middle troposphere) and the stratosphere. In each of these three
ayers, Y 

∗ is calculated using the following expressions: 

 LT = 2 . 9767 + 27 . 9804 
d V 

d z 
+ 2 . 9012 

d T 

d z 
+ 1 . 1843 

(
d T 

d z 

)2 

+ 0 . 1741 

(
d T 

d z 

)3 

+ 0 . 0086 

(
d T 

d z 

)4 

, (5) 

 Tr = 0 . 7152 + 30 . 6024 
d V 

d z 
+ 0 . 0003 

d T 

d z 
− 0 . 0057 

(
d T 

d z 

)2 

− 0 . 0016 

(
d T 

d z 

)3 

+ 0 . 0001 

(
d T 

d z 

)4 

, (6) 

 St = 0 . 6763 + 8 . 1569 
d V 

d z 
− 0 . 0536 

d T 

d z 
+ 0 . 0084 

(
d T 

d z 

)2 

− 0 . 0007 

(
d T 

d z 

)3 

+ 0 . 00002 

(
d T 

d z 

)4 

, (7) 

here d V 
d z and d T 

d z are the vertical wind shear and the vertical tem-
erature gradient, respectively. Reference values for the tropopause
eight were obtained from a radiosondes campaign conducted at
aranal in 2009 (Chac ́on et al. 2010 ). 
It is important to note that De and JD methods do not include the

BL in their formulations. Ho we ver, we tested how these models
epresent the C 

2 
n profile within the PBL extending equations ( 3 ) and

 5 ) down to the surface. In addition, the De and JD models are derived
rom radiosonde campaigns in the USA, where the geographical
nd atmospheric conditions may be different from those at Paranal.
herefore, besides implementing the JD model to calculate the C 

2 
n 

rofile using the three equations ( 5 )–( 7 ), we also e v aluated whether
sing only equation ( 6 ) for the whole atmospheric column gives
etter results at Paranal than using the original JD formulation with
hree layers. 

.2.3 Gladstone model 

he Gladstone equation estimates the C 

2 
n profile based on the

emperature structure constant ( C 

2 
T ). Masciadri et al. ( 2017 ) proposed
NRAS 529, 2208–2219 (2024) 
 modification to this method replacing T 

2 by T θ (called G m 

fterwards), using the following expression: 

 

2 
n = 

(
80 × 10 −6 P 

T θ

)2 

C 

2 
T , (8) 

here θ is the potential temperature (Kelvin) and the temperature
tructure coefficient ( C 

2 
T ) along the vertical path L is defined as: 

 

2 
T = L 

4 
3 

(
∂θ

∂z 

)2 

φ . (9) 

The φ parameter represents the thermal and dynamic stability of
he atmosphere (Masciadri & Jabouille 2001 ) and L can be expressed
s a function of θ and the TKE using: 

 = 

√ 

2 TKE 

g ∂ θ

θ∂ z 

, (10) 

here g is the acceleration due to gravity. Similar to Osborn &
arazin ( 2018 ), the TKE abo v e the PBL was calculated as TKE =
 

2 , using equation ( 4 ) for S . Replacing equation ( 10 ) in ( 9 ), the final
xpression for C 

2 
n is: 

 

2 
n = φ

(
80 × 10 −6 P 

T θ

)2 

L 

4 
3 

(
∂ θ

∂ z 

)2 

. (11) 

Similar to that described in chapter 9 of Businger & Cherubini
 2011 ), and in Cue v as, Cur ́e & Esc ́arate ( 2018 ), we used φ( z ) as a
unction of altitude to calibrate the C 

2 
n for this specific astronomical

ite (Paranal). Other studies (Osborn & Sarazin 2018 ) have employed
onstant values for φ to obtain a C 

2 
n expression that can be used on

ny site on the Earth. 

.2.4 Masciadri model for the PBL 

asciadri & Jabouille ( 2001 ) proposed a method to calculate the C 

2 
n 

rom regional numerical simulations conducted with the Mesoscale
o-Hydrostatic model (Meso −NH). This method is derived from
ladstone’s relation and directly calculates the TKE and other

tmospheric parameters using the following expression: 

 

2 
n = 3 . 35 × 10 −6 P 

2 
(

1 − 2 R 
c p 

)
θ− 10 

3 

(
∂ θ

∂ z 

) 4 
3 

TKE 

2 
3 , (12) 

n their model, the TKE is explicitly solved by the PBL parametriza-
ion in the regional weather model, which should be a more accurate
pproach than the simple expression employed in the G m 

model,
hich is just a function of the wind shear (TKE = S 2 ). 

.2.5 Mixed approach to calculate the C 

2 
n 

ue v as, Cur ́e & Esc ́arate ( 2018 ) found that combining a method to
alculate the C 

2 
n profile within the PBL with another one to calculate

he C 

2 
n abo v e, giv es better results than using each formulation

eparately for the whole atmospheric column. In this study, we
mplement this new methodology using equation ( 12 ) to calculate
he C 

2 
n within the PBL, combined with another method to calculate

he C 

2 
n abo v e it, such as De, JD, or G m 

. 
The method used to calculate the C 

2 
n profile within the PBL

epends on TKE. The TKE is explicitly calculated by the PBL
arametrization (QNSE) in the WRF model. Abo v e the PBL, the
NSE scheme provides TKE values that decrease with height

o 0.05 m 

2 s −2 , similar to other PBL parametrizations (Mellor–
amada–Janjic and Boulac) where the TKE decreases abo v e the PBL
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Table 1. Description of C 

2 
n models employed in this study. 

Model name Description Equations 

De Dewan 2 −4 
DeM Dewan + Masciadri 2 −4 , 12 
DeM C Dewan + Masciadri + Calibration 2 −4 , 12 , 15 

JD Jackson–Dewan 2 , 5 −7 
JD2 one-layer Jackson–Dewan 2 , 6 
JD2M one-layer Jackson–Dewan + Masciadri 2 , 6 , 12 
JD2M C one-layer Jackson–Dewan + Masciadri + Calibration 2 , 6 , 12 , 15 

G m Gladstone modified 11 
G m M Gladstone modified + Masciadri 11 , 12 
GmM C Gladstone modified + Masciadri + Calibration 11 , 12 , 15 
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Table 2. Description of the S −SCIDAR data available during several 
campaigns conducted at Paranal between 2016 and 2018. 

Year Month Night Total by year 

2016 April 26–29 –
July 22–26 –
Oct. 30–31 –
Nov. 01–02 –
Dec. 10–12 16 

2017 March 07–09 –
April 12–18 –
May 05–09 –
June 08–10 –
July 03–09 –
Aug. 03–08 –
Nov. 04–09; 18–20; 29–30 –
Dec. 01–02; 05–06; 08–16; 18 55 

2018 Jan. 13–15; 18–24 –
March 06–08 –
April 26–29 –
May 24–28 –
June 23–28 –
July 01–05; 24–27 36 

Totals – 107 –
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o a critical value of 0.1 m 

2 s −2 (Xie et al. 2012 ). Our mixed models,
ombining De, JD, and G m 

methods with equation ( 12 ) will be called
eM, JDM, and G m 

M, respectively, afterwards. A description of the 
odels used in this study and their acronyms is shown in Table 1 . 

.3 Seeing estimation 

he astronomical seeing is estimated by calculating the Fried 
umber, r 0 , which vertically integrates the C 

2 
n using the expression 

ound in Roddier ( 1981 ) and Vernin & Munoz-Tunon ( 1992 ): 

 0 = 

[ 

0 . 423 

(
2 π

λ

)2 ∫ L 

0 
C 

2 
n ( z )d( z ) 

] − 3 
5 

, (13) 

here λ is the wavelength at which the telescope is observing, 
nd similar to other authors (Masciadri, Vernin & Bougeault 1999 ; 
herubini, Businger & Lyman 2008 ), we used a standard value of λ= 

.5 × 10 −6 m. Finally, the seeing ( ε) is obtained using the relation: 

= 0 . 98 
λ

r 0 
(14) 

.4 Calibration technique for C 

2 
n 

ue to systematic errors in model simulations, Masciadri & Jabouille 
 2001 ) proposed a calibration technique to impro v e the estimation of
he C 

2 
n profile. In this study, we employed a similar methodology to

alibrate the C 

2 
n from model results. The calibration was performed 

sing the observed and simulated C 

2 
n to minimize the systematic 

rrors obtained at different heights, implementing the following 
xpression: 

 m 

( k ) = 

〈 C 

2 
n ( k ) obs 〉 � 

T 
t= 1 C 

2 
n ( t, k ) sim 

� 

T 
t= 1 C 

2 
n ( t, k ) 

2 
sim 

, (15) 

here k indicates the k th layer of the instrument and t varies from 1 to
he total number of times (nt) where simulated turbulence profiles are 
vailable each night. The C 

2 
n ( k) obs and C 

2 
n ( k) sim 

are the observed and
imulated profiles, respectively, and brackets indicate a nighttime 
verage. 

The a m 

( k ) parameter was applied to C 

2 
n profiles obtained from

ixed models DeM, JD2M, and G m 

M. The calibrated C 

2 
n profiles

rom implemented mixed models will be called DeM C , JD2M C , 
nd GmM C , afterwards, as described in Table 1 . The a m 

( k ) profile
as obtained considering only the 16 nighttime observations and 

imulations of 2016. It was finally applied to the C 

2 
n profiles obtained

rom the mixed models for all nights of 2017 and 2018. Note that
ith these criteria, we e v aluated the forecasts’ performance without 

ncluding information used during the calibration process. 
.5 Obser v ations 

he observed C 

2 
n profiles at Paranal (2635 m.a.s.l) were obtained 

rom the S −SCIDAR instrument (Vernin & Azouit 1983 ; Shepherd
t al. 2013 ; Osborn et al. 2018 ) for 107 nights between 2016 April
nd 2018 July (Table 2 ) during se veral observ ational campaigns. This
nstrument has high precision, sensitivity, and resolution, providing 
nformation irregularly spaced in time every 2–5 min on 100 vertical
evels separated every 250 m. The observed seeing was also obtained
rom the S −SCIDAR instrument, which also registered the wind 
peed and direction on each of the 100 layers. The estimated wind
peed and direction were used to assess the model simulations, whose
omparison is presented in Section 3.1 . 

 RESULTS  

.1 Assessment of the WRF simulation 

sborn et al. ( 2016 ) described a methodology to estimate the wind
peed and direction from turbulence measurements taken by the 
 −SCIDAR at the same specific heights the C 

2 
n values are obtained.

n that study, the estimated wind speeds and directions were assessed
ith radiosondes and forecasts from a global circulation model 

GCM), showing a good agreement with them regarding its cor- 
elation, BIAS, and root mean squared error (RMSE). Based on that,
nd since variations in wind speed and direction largely influence 
he turbulence at the site of interest, we will first assess the WRF
imulated wind speed and direction with S −SCIDAR observations 
uring the observing nights of 2016–2018. To this aim, the simulated
ind profiles were interpolated to the same S −SCIDAR observing 
eights. We will focus on e v aluating the model performance within
nd abo v e the PBL. 

The WRF simulated median wind speed profile shows a relatively 
ood agreement with the observed median wind speed profile from 

he S −SCIDAR below 6000 m (Fig. 2 a). The model shows a large
earson linear correlation of 0.72 and an RMSE of 3.6 m s −1 below
00 m, whereas a slightly larger correlation (0.79) and a lower RMSE
MNRAS 529, 2208–2219 (2024) 
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Figure 2. (a) The observed median (black) and WRF simulated (red) median 
wind speed profile, for all campaign days between 2016 and 2018, every 
10 min. The blue line represents the median wind speed profile from the 
radiosondes launched at Antofagasta station at 12 UTC on each observing 
day. The coloured areas represent the interquartile range from observations 
and the WRF simulation, respectively. (b) and (c) show the RMSE and mean 
BIAS, respectively, between the simulation and observations. 
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Figure 3. Wind rose plots derived from wind speed and direction from the 
S −SCIDAR for the (a) 0–500 m, (b) 500–1250 m, and (c) 1250–17 500 m 

layers, for all the S −SCIDAR heights and all campaign days between 2016 
and 2018, every 10 min. (d)–(f) are the same as (a)–(c), but for the WRF 
model. The circles represent the data frequency in per cent and the colours 
indicate the wind speed ranges. 
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f 3.16 m s −1 is indicated in the 500–1250 m layer (Fig. 2 b). In
ddition, the simulated wind speed interquartile range is similar to
hat observed below 6000 m (Fig. 2 a). The model mainly underes-
imates observations below 2500 m and abo v e 12 000 m (Fig. 2 c).
n the other hand, the simulation o v erestimates the observ ed winds

n the layer 6000–12 000 m height, sho wing its lo west performance
n that layer with an RMSE > 6.0 m s −1 (Fig. 2 b). Superimposed
n Fig. 2 (a) is the median wind speed profile from the Antofagasta
adiosonde, launched at 12 UTC , on every observing night of 2016–
018, at approximately 155 km to the north of Paranal. The observed
edian wind speed from the radiosonde is in close agreement with

hat from the WRF simulation o v er the whole atmospheric column
howing the largest difference with the S-SCIDAR in the 6000–
2 000 m, as previously mentioned. 
Overall, the model represents reasonably well the wind speeds

ithin the boundary layer and until 6000 m, where most of the
urb ulence occurs b ut its performance decreases abo v e that height.
able 3 summarizes the statistics for the PBL and the free atmosphere,

aking into account the layers 0–500, 500–1250, and 1250–17 500 m.
t is important to mention that Osborn et al. ( 2016 ) showed that the
stimated wind speed from the S −SCIDAR largely decreases its
erformance when compared with radiosondes for larger wind speed
alues (their Fig. 11 ), which generally occurs at higher heights. This
dds some uncertainty to the assessment of wind speed forecasts at
igher altitudes, partially accounting for the larger errors obtained
or the WRF simulated wind speeds abo v e the PBL. 
NRAS 529, 2208–2219 (2024) 

able 3. The RMSE, BIAS, and Pearson correlation coefficient ( r ) between the s
he 0–500, 500–1250, and 1250–17 500 m layers, and the whole column (0–17 500
irection. 

ayer (m) RMSE WS BIAS WS r (WS) RMSE WD 

–500 3 .6 −1.4 0.72 116 .
00–1250 3 .16 −1.0 0.79 75 .
250–17 500 5 .6 −0.2 0.85 42 .
ll 5 .3 −0.4 0.87 57 
The observed wind predominantly flows between the north −north-
est and the north −northeast in the closest layer to the ground

Fig. 3 a) whereas it predominantly comes from the north −north-west
n the 500–1250 m layer (Fig. 3 b). Abo v e the PBL (1250–17 500 m),
he wind blows predominantly from the west and west −north-west
Fig. 3 c). The model shows the lowest performance near the surface,
howing a much lesser fraction of times the wind coming from the
orth −north-west and the north in the 0–500 m layer, as was observed
Fig 3 a,d). As a result, the comparison with observations shows
 Pearson correlation coefficient of 0.3 and a mean absolute error
imulated and the observed wind speed (WS) and wind direction (WD) o v er 
 m). The mean absolute error (MAE) is also displayed, but just for the wind 

(Degrees) MAE WD (Degrees) BIAS (Degrees) r (WD) 

4 76 .2 − 10 0 .33 
5 46 .8 27 .9 0 .4 
6 22 .1 − 49 .6 0 .5 

30 − 40 0 .53 
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Figure 4. Temporal evolution of simulated PBL heights from WRF every 10 min (red dots) and PBL heights averaged over each observing night (blue dots). 
The mean PBLH averaged over all observing nights (green horizontal line) described in Table 2 is also displayed. The vertical black lines represent the times of 
the last observations in 2016 and 2017, respectively. The 10 −min and nocturnal mean PBLH are just displayed as a continuous time series, without considering 
the periods with no data between observing nights. 

Figure 5. The observed C 

2 
n median profile from the S −SCIDAR (black line), 

and the simulated C 

2 
n median profiles calculated with the DeM, JD2M, and 

G m 

M models using the PBLH obtained from WRF outputs every 10 min 
(red), the mean PBLH averaged over each observing night (blue), and the 
mean PBLH averaged over all observing nights (green) between 2016 and 
2018. 

Table 4. RMSE and BIAS between the simulated and the observed C 

2 
n 

profiles for the mixed models DeM, JDM, and GmM using three different 
PBLH estimations: PBLH 10m 

, PBLH ng , and PBLH all . 

Model RMSE (m 

−2/3 ) × 10 −15 BIAS (m 

−2/3 ) × 10 −16 

DeM–PBLH 10m 

2.46 6 .20 
DeM –PBLH ng 2.46 6 .10 
DeM–PBLH all 2.46 6 .06 
JDM–PBLH 10m 

3.08 16 .80 
JDM–PBLH ng 3.01 15 .88 
JDM–PBLH all 2.99 15 .60 
GmM–PBLH 10m 

2.46 5 .52 
GmM–PBLH ng 2.45 5 .48 
GmM–PBLH all 2.45 5 .46 
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MAE) of 76 degrees (Table 3 ). The wind direction is better simulated
bo v e 500 m. The absolute errors decrease and the correlation
ncreases, in general, abo v e the first layer, showing a correlation
oefficient of 0.4 and an MAE of 47 degrees in the 500–1250 m
ayer, and a correlation coefficient of 0.5 and an MAE of 22 degrees
n the free atmosphere (Table 3 ). 

In summary, the performance of the simulated wind speed de- 
reases whereas that of the wind direction increases with height at
aranal. Despite that, the statistics closest to the ground are within the
ange of errors found in other studies around the world o v er comple x
opography (Jim ́enez & Dudhia 2013 ; G ́omez-Navarro, Raible &
ierer 2015 ). Thus, the abo v e-mentioned discussion indicates that

he WRF simulation can be used with confidence to estimate the C 

2 
n 

rofiles and seeing o v er the study site, whose results will be presented
n the following sections. 

.2 PBL height 

efore showing how the mixed model improves the estimated 
urbulence profiles from the WRF simulation, we will include a short
iscussion on how we selected the PBL height (PBLH). The mixed
ethodology implemented in this study uses a model to estimate the
 

2 
n within the PBL and another model to calculate it abo v e it. Thus,
n accurate estimation of the PBLH is necessary. We use the PBLH
alculated by the PBL parametrization in the WRF model supported 
y the fact that the model has shown a reasonably good agreement
epresenting the observed PBLH over complex terrains of different 
haracteristics in several studies (Banks et al. 2016 ; Ro s ¸u et al. 2019 ;
ang et al. 2022 ). 
Fig. 4 shows the time evolution of the nighttime simulated PBLH

btained every 10 min (PBLH 10m 

, red dots), the simulated mean
BLH av eraged o v er each night (PBLH ng , blue dots), and the
imulated mean PBLH calculated o v er all available nights (PBLH all ,
olid green line). The PBLH 10m 

largely varies o v er the year and even
uring an observing night, from several meters to nearly 3000 m
bo v e the ground. Based on that, we conducted a sensitivity test
omparing the observed median C 

2 
n profile, averaged over all the 

bserving nights, with the median of simulated C 

2 
n profiles using the

hree different PBLH estimations (PBLH 10m 

, PBLH ng , and PBLH all )
o assess whether our results would be notably influenced by the
ay we select the PBLH in this study. The three different median
 

2 
n profiles from the mixed model DeM (Fig. 5 a) are close to each
ther, showing the same RMSE and similar BIAS when compared 
MNRAS 529, 2208–2219 (2024) 
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Figure 6. Median C 

2 
n profiles from the S −SCIDAR (black) and simulated from raw (a) De, (b) JD, (c) G m 

, and mixed (d) DeM, (e) JD and one-layer JD2M, 
and (f) G m 

M models for all observing nights between 2016 and 2018. (g)–(i) are the same as (d)–(f), but for the mixed calibrated models DeM C , JD2M C , and 
G m 

M C , respectively, for the observing nights of 2017 and 2018. See the legends for details. The colour areas show the observed and simulated interquartile 
range, respectively. 
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o observations (Fig. 5 d and Table 4 ). Since the PBLH selection
nly affects the C 

2 
n calculation within the PBL and the PBLH 10m 

s almost al w ays below 2000 m (Fig. 4 ), the y -axis limits in Fig. 5
anges between the surface and 2250 m. The simulated median C 

2 
n 

rofiles from mixed models JD2M and G m 

M using the three PBLH
stimations show slight differences among them (Fig 5 b,c), with
he C 

2 
n profile obtained using the PBLH all showing the smallest

MSE and BIAS (Fig 5 e,f and Table 4 ). Overall, since the C 

2 
n 

rofile calculated with the three mixed models using the mean PBLH
PBLH all ) shows a better agreement with observations, we used the
NRAS 529, 2208–2219 (2024) 
BLH all when we calculated the C 

2 
n from mixed models in this

tudy. The next section will show how the mixed models improve
he estimation of turbulence using the De wan, Jackson–De wan, and
ladstone modified models. 

.3 C 

2 
n profiles 

s previously mentioned, we used the methods of Dewan (De),
ackson–Dewan (JD), and Gladstone modified ( G m 

) to estimate the
 

2 profiles during all observing nights described in Table 2 . The
n 



Combining C 

2 
n models for optical turbulence 2215 

s
s
f  

b  

a
t

w  

p  

T  

e
a
m
5
o  

t  

(  

5  

p  

e  

p
u
b
t  

f
o
p  

t  

g
v

 

c  

m  

t  

m  

t  

c
t
J
u
r  

(  

r  

t  

J
 

g
m
(
w
o
i  

i
S

 

f
l  

a  

i
J  

m
J  

Figure 7. Zoom-in to Fig. 6 showing the observed median C 

2 
n profiles and 

simulated median profiles from (a) De wan, (b) Jackson–De wan, and (c) 
Gladstone ra w, mix ed, and mix ed-calibrated models within the PBL (0–1 km) 
for all observing nights of 2017 and 2018. See the legends for details. 

Figure 8. The C 

2 
n (a) RMSE and (b) BIAS profiles calculated between the 

three calibrated models and observations for all observing nights of 2017 and 
2018. (c) and (d) show a zoom-in to panels (a) and (b), respectively, between 
the surface and 1 km height. 
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imulated C 

2 
n profiles from each model were interpolated to the 

ame heights of the S −SCIDAR instrument, distributed every 250 m 

rom the ground to 17.5 km height. Thus, all the C 

2 
n profiles will

e presented starting at the altitude of Paranal (2635 m.a.s.l.). In
ddition, the observed C 

2 
n profiles were interpolated every 10 min to 

he same temporal resolution of model outputs. 
The simulated median C 

2 
n profile from the De model, calculated 

ith all the available observing nights, is very close to the observed
rofile abo v e 15 km but o v erestimates observ ations belo w it (Fig. 6 a).
he largest errors are shown close to the surface, which should be
xpected since we extended the C 

2 
n calculation down to the surface, 

nd the De formulation does not include the PBL. The simulated 
edian C 

2 
n profile from the JD model changes abruptly around 

.5 km, underestimating the observed profile above that height and 
 v erestimating it underneath (Fig. 6 b). This is likely a result of
he three-layer formulation in this method [equations ( 5 ), ( 6 ), and
 7 )] since the expression to calculate the C 

2 
n profile changes at

.5 km. The largest errors with this model are shown below 5.5 km,
articularly at the levels close to the surface. This is also a result of
xtending the calculation of the C 

2 
n profile down to the surface, as

reviously mentioned. The simulated C 

2 
n profile from the G m 

model 
nderestimates the observations in the whole atmospheric column, 
ut it shows a closer agreement near the surface compared with 
he other models (Fig. 6 c). This method does include the PBL in its
ormulation, contrary to De and JD models. Regarding the variability 
f the C 

2 
n profile during each observing night, the simulated C 

2 
n 

rofiles from the three models (De, JD, and G m 

) are less variable
han that observ ed. Ov erall, among the three models, G m 

shows, in
eneral, the best agreement with observations regarding its median 
alue, daily variability, and vertical structure. 

When we implemented the mixed models (DeM, JDM, and G m 

M),
ombining De, JD, and G m 

models abo v e the PBL with Masciadri’s
odel within the PBL, the simulated C 

2 
n profile is impro v ed within

he PBL, except at the surface in the G m 

M model (Fig 6 d–f). As
entioned in Section 2.2.2 , we also calculated the C 

2 
n profile with

he JD model but only using equation ( 6 ) for the whole atmospheric
olumn to test whether it shows a better agreement with observations 
han the original three-layer formulation. The new model is named 
D2M afterward. The C 

2 
n profile from the JD2M model mainly 

nderestimates the observations (except at the surface) but largely 
educes the C 

2 
n o v erestimation between the surface and 5.5 km

Fig. 6 ), showing a median profile closer to that observed. These
esults highlight the fact that, at least at Paranal, it would be better
o use the JD2M than the JD method. From now on, we will use the
D2M instead of the JDM model in our analysis. 

A closer look at the C 

2 
n profiles in the first 1000 m abo v e the

round (Fig. 7 ) better indicates that the implementation of the 
ixed models improves the C 

2 
n representation within the PBL 

colour dashed lines in the figure), particularly below 750 m, 
here turbulence is stronger. Ho we ver, significant dif ferences with 
bservations still exist above the PBL and at specific heights within 
t. To impro v e ev en more the representation of turbulence profiles
n our simulations, we applied the calibration method described in 
ection 2.4 to all the mixed models. 
The calibrated C 

2 
n profiles (DeM C , JD2M C , and G m 

M C ) calculated
rom mixed models during the observing nights of 2017 and 2018 
argely impro v e the C 

2 
n representation in all models o v er the free

tmosphere (Fig 6 g–i), and even within the PBL (Fig. 7 ). This is
ndicated by a median value in the calibrated-mixed models (DeM C , 
D2M C , and G m 

M C ) that is much closer to observations than the
edian profiles from mixed models without calibration (DeM, 

D2M, and G m 

M). Ho we ver, the v ariability of calibrated C 

2 profiles
n 
s still much less than that observed during the nights of 2017 and
018. 
The profiles of mean BIAS and RMSE between calibrated- 
ixed models and observations show that all calibrated models 

nderestimate observations abo v e the PBL. In contrast, they tend
o o v erestimate them within it (Fig 8 b,d). In addition, all calibrated
odels show similar results representing the observing conditions, 
ainly abo v e the PBL, although the G m 

M C model shows a slightly
etter agreement with observations than the other two models 
Fig 8 a,c). The largest difference among calibrated models is shown
ithin the PBL (specifically at 250 m height), where C 

2 
n errors are

n order of magnitude larger than those reported abo v e it (Fig. 8 a). 
MNRAS 529, 2208–2219 (2024) 
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Figure 9. Median C 

2 
n profiles from the S −SCIDAR and the mixed calibrated 

model G m 

M C , for the observing nights of 2017 and 2018. Solid lines represent 
the times when the PBLH ≤ 500 m (67 per cent of the time), whereas the 
dotted lines represent the times when the PBLH > 500 m (33 per cent of the 
time). See the legend for details. 
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.3.1 C 

2 
n profiles during times with low and high PBLH 

s was shown in Section 3.2 , using the mean PBLH averaged over
ll the observing nights (PBLH all ) to calculate the C 

2 
n profile gives

ess error than using the PBLH every 10 min (PBLH 10m 

). However,
NRAS 529, 2208–2219 (2024) 

igure 10. Scatter plots between the observed and simulated seeing values from 

bserving nights of 2017 and 2018. The RMSE and the linear correlation coefficien
nd the best linear fit, respectively. 
e include this short section to show how different is the calculated
 

2 
n profile when the model forecasts a PBLH abo v e 500 m to that
hen the PBLH is below that altitude to better characterize the C 

2 
n 

 v er the observing site. To this aim, we calculated the C 

2 
n profile

sing the PBLH 10m 

and grouped it into two categories: those when
he PBLH ≤ 500 m (accounting for 67 per cent of cases, see Fig. 4 )
nd those when the PBLH > 500 m (accounting for 33 per cent of
ases). In addition, we applied the calibration method described in
ection 2.4 . Since the three models showed very similar results, we
re showing here the results from only one model: GmM C . 

The observed C 

2 
n when the PBLH ≤ 500 m sho ws lo wer v alues in

he whole atmospheric column than that when the PBLH > 500 m
Fig. 9 ). All models underestimate the observed profile at mostly all
eights for the cases when the PBLH ≤ 500 m. On the contrary, all
odels o v erestimate the observ ed profiles when the PBLH > 500 m

Fig. 9 ). Another important aspect in the comparison between the
odels and observations is that the errors in the estimated C 

2 
n are

maller in all the models at the times when the PBLH ≤ 500 m than
hen the PBLH > 500 m. Overall, the C 

2 
n profile is better represented

hen the turbulence is concentrated closer to the ground surface than
hen it is spread o v er a deeper layer. 

.4 Seeing 

s mentioned in Section 2.3 , seeing forecasts were calculated
or each calibrated model (DeM C , JD2M C , and G m 

M C ) using the
onstant PBLH all , and they were compared with S −SCIDAR obser-
 ations, e very 10 min. Scatter plots between the simulated seeing
rom the three calibrated models and observations for all nights of
017 and 2018 show similar and weak linear correlations (Fig. 10 ).
he three calibrated models mainly underestimate observations, but

hey show relatively low RMSE values ( ≤0.32 arcsec). The simulated
eeing from the G m 

M C model shows a slightly better agreement with
bservations, indicated by a bit larger correlation (0.41) and smaller
MSE (0.30 arcsec) than the other models (Fig. 10 c). In addition,

he best linear fit to the G m 

M C model falls a bit closer to the 1:1 line
han similar fitted lines for the other models. 

Fig. 11 shows the frequency distribution of observed and simulated
eeing values from the three calibrated models for all observing
ights of 2017 and 2018. As previously mentioned, the three
alibrated models underestimate the observ ations. Ho we ver, the
eeing underestimation is slightly less in G m 

M C , and its seeing
(a) DeM C , (b) JD2M C , and (c) G m 

M C calibrated models, calculated for all 
t are indicated on each plot. Solid and dashed lines correspond to the 1:1 line 

 on 01 M
ay 2024
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Figure 11. Seeing distributions from observations and simulated from (a) 
DeM C , (b) JD2M C , and (c) G m 

M C calibrated models for all observing nights 
of 2017 and 2018. 
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Figure 12. Scatter plots between the observed and simulated seeing values 
from the GmM model for all the observing nights of 2016–2018. Circles are 
colour-coded based on (a) the vertical potential temperature gradient, (b) the 
wind shear, and (c) the TKE calculated in the 0–500 m layer. (d)–(f) are the 
same as (a)–(c), but for the mixed-calibrated GmM C model, calculated for all 
observing nights of 2017 and 2018. 
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istribution is closer to that observed. In addition, the G m 

M C model
an better represent the very high seeing values observed in that 
eriod, whereas the other two models (DeM C and JD2M C ) shows
ifficulty representing seeing values larger than 1.2 arcsec. 
Table 5 summarizes the RMSE and mean BIAS obtained for the 

imulated seeing in this and other recent studies conducted at the 
aranal observatory to put our results in context. In this study, we
btained a bit lower RMSE (0.30 arcsec) and a similar mean BIAS
 −0.1 arcsec) with the calibrated G m 

M C model than that obtained
n Osborn & Sarazin ( 2018 ) with the S −SCIDAR. It is important to
ote that the estimated seeing reported in both studies underestimates 
he observed seeing values. Another important aspect to highlight is 
hat the study of Osborn & Sarazin ( 2018 ), which uses the same
 −SCIDAR data employed in this work, calibrates its model using
0 per cent of the total data, and the period of data used in the
alibration process was also included in the comparison. That may 
e one of the reasons they obtain a very small mean BIAS ( −0.01).
n the contrary, we only used the nights of 2016 (corresponding to
5 per cent of the data) for the calibration process in this study, and
hat data was not used in the final comparison. Furthermore, Table 5
lso shows the seeing statistics obtained in other studies at Paranal 
sing the Differential Image Motion Monitor (DIMM) installed at 
hat site. The comparison between the simulated seeing obtained 
ith the calibrated G m 

M C model and DIMM observations during the 
bserving nights of 2017–2018 shows that we obtained a bit larger 
MSE than those obtained in other studies using mesoscale models, 
hereas our RMSE is a bit lower than those shown in studies using
CM models. On the other hand, we obtained a bit larger BIAS than

hose reported. 
To shed some light on identifying the conditions present during 

he times with the largest errors in the estimated seeing, we analyse
he wind shear, the potential temperature gradient, and the TKE o v er
he 0–500 m layer on each of the three models. Again, since the
esults from the three models were very similar, we present here only
he analysis of the mixed model GmM. In addition, we investigate 
hether the same results are obtained when we apply the calibration 
able 5. Reported seeing statistics in this and other studies on Paranal observatory

arameter Instrument Ye ( 2011 ) Masciadri et al. ( 2017 ) 

BIAS RMSE BIAS RMS
eeing S-SCIDAR – – – –

DIMM −0.09 arcsec 0.36 arcsec −0.09 arcsec 0.48 arc
o the mixed model (GmM C ). Scatter plots between the observed
nd the estimated seeing from the mixed GmM model show that
hen the atmosphere is more stable, and the vertical wind shear

ncreases in the 0–500 m, the largest TKE values are fa v oured, which
rovide the largest seeing errors (Fig 12 a–c). The contrary occurs
hen the 0–500 m layer is less stable, the wind shear is weak and

he TKE decreases. When we apply the calibration, the estimated 
eeing o v erestimates the observations when the 0–500 m layer is
ore stable, and the vertical wind shear and TKE show the largest

alues (Fig 12 d–f). As we showed in the previous subsection, this
eems to occur for higher PBLs. On the other hand, the estimated
eeing underestimates the observations when the 0–500 m layer is 
ess stable, and the vertical wind shear and TKE show the lowest
alues, which seems to happen for lower PBLs. Similar results are
btained when we analysed the potential temperature gradient, the 
ind shear, and the TKE o v er the 0–1000 m layer. 
Finally, we present the results of the observed and simulated seeing

rom the three calibrated models for four continuous nights between 
017 December 13 to 16 (Fig. 13 ) every 10 min. The three calibrated
odels represent reasonably well the observed time evolution of 

eeing, although a slightly better performance is indicated by the 
 m 

M C model, particularly during the highest seeing values (i.e. the
ight of 2017 December 14). 
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. 

Osborn & Sarazin ( 2018 ) This study: G m 

M C 

E BIAS RMSE BIAS RMSE 

−0.01 arcsec 0.31 arcsec −0.1 arcsec 0.30 arcsec 
sec – – −0.2 arcsec 0.46 arcsec 
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M

Figure 13. Time evolution of observed seeing (black dots) from S −SCIDAR and simulated seeing from DeM C , JD2M C , and G m 

M C models during the nights 
of 2017 December 13–16. 
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 C O N C L U S I O N S  A N D  DISCUSSION  

n this study, we applied a methodology to estimate the vertical
istribution of C 

2 
n and the seeing values at Paranal Observatory in

hile using a high-resolution numerical simulation from the WRF
odel for several nights between 2016 and 2018. Our methodology

ombines the method described in Masciadri & Jabouille ( 2001 ) to
stimate C 

2 
n values within the planetary boundary layer (PBL) with

nother method to estimate the C 

2 
n in the free atmosphere (abo v e the

BL). We tested our methodology using the Dewan (De), a modified
ne-layer Jackson–Dewan (JD2), and Gladstone (G m 

) models for
he free atmosphere. The C 

2 
n model implemented within the PBL

ses the turbulent kinetic energy (TKE), which, together with the
BL height, is provided by the PBL parametrization in the WRF
odel. We used the simulated mean PBL height av eraged o v er all the

bserving nights to calculate the C 

2 
n profile at each simulation time

ince we found lower errors compared to observations. In addition to
he implemented mixed model, we also applied a calibration method
sing data from 2016 to impro v e the estimated C 

2 
n profiles for all

bserving nights of 2017 and 2018. 
The simulated wind speed and direction from the WRF model were

ssessed with estimations from the S −SCIDAR for all observing
ights between 2016 and 2018. The model represented reasonably
ell the wind speeds from the surface to 6 km, with RMSE values
 ven lo wer than 3 m s −1 at some heights and a correlation coefficient
arger than 0.7. The performance of the model largely decreases in the
–12 km layer, o v erestimating the observations with RMSE values
 6 m s −1 . Ho we ver, it is important to note that Osborn et al. ( 2016 )

howed that the S −SCIDAR underestimated the observed radiosonde
ind speeds at La Palma for values > 30 m s −1 (their Fig. 11 ), which

re those typically found at higher altitudes. We found similar results
n Paranal. The S −SCIDAR underestimates the wind speeds from the
ntofagasta radiosonde at higher heights (wind speeds > 25 m s −1 ),
here the model shows the largest errors. In addition, the model

hows a close agreement with the Antofagasta radiosonde o v er the
hole atmospheric column. This adds some uncertainty to the poor
erformance of the model at higher heights, possibly indicating that
he model may be representing the wind speed much better than
hat indicated in the results. The wind direction, on the other hand,
NRAS 529, 2208–2219 (2024) 
s better represented by the model at higher heights. Ho we ver, the
tatistics found near the surface are in agreement with other studies
 v er comple x terrain (Jim ́enez & Dudhia 2013 ; G ́omez-Navarro,
aible & Dierer 2015 ). Overall, these results support using the WRF

imulation to estimate the C 

2 
n profiles o v er the Paranal observatory. 

The combined models (DeM, JD2M, and G m 

M) represent better
he observed C 

2 
n profiles than the original Dewan (De), Jackson–

ewan (JD2), and Gladstone (G m 

) models, mainly within the PBL.
o we ver, it is important to note that Dewan (De) and Jackson–
ewan (JD2) methods do not include the PBL in their original

ormulation. Despite this impro v ement, still, large differences be-
ween the combined models and observations persist in the free
tmosphere. The application of a calibration method to the mixed
odels (DeM C , JD2M C , and G m 

M C ) impro v es the C 

2 
n profile in the

hole atmospheric column, even within the PBL, underestimating, in
eneral, the observations, except at specific heights within the PBL.
one the less, the most important result is that all calibrated models

how very similar results, independent of the C 

2 
n model used, which

ighlights its importance in improving the C 

2 
n and seeing forecasts

 v er the region. 
Seeing forecasts from calibrated models (DeM C , JD2M C , and
 m 

M C ) show similar results with observations, although the G m 

M C 

odel shows a slightly better performance. Statistical metrics ob-
ained from this study are similar and, in some cases, slightly better
ompared with previous studies in Paranal using mesoscale and
lobal circulation models (Table 5 ). Therefore, due to its performance
nd rapid e x ecution, our methodology may be a very good alternative
o provide operational forecasts of C 

2 
n profiles and the seeing at

aranal and could also be implemented at other astronomical sites. 
The De, JD, and GmM models were derived from geographical and

tmospheric conditions that may be different from those at Paranal.
he combination of models shows an impro v ement in the PBL, better

epresenting the observed C 

2 
n . The method applied within the PBL

ses TKE values from the PBL parametrization in the WRF model.
ince other PBL parametrizations that explicitly solve the TKE are
vailable in the model, this opens an opportunity to explore other
BL schemes that may impro v e the C 

2 
n forecasts within the PBL

nd the subsequent seeing estimation. In addition, other methods to
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alculate the C n profile and the seeing are available in the literature
hat can be implemented using high-resolution WRF simulations to 
est whether they may provide better forecasts. These are topics of
esearch that are currently underway. 

The current study showed that the most stable conditions at 
aranal are accompanied by the largest wind shear values within 

he PBL, generating more turbulent nights. These conditions are 
ssociated with the lowest model performance estimating the optical 
urbulence at the site. The simulation employed in this study used 
 terrain with a 1 km horizontal resolution, which still is coarse to
ccurately represent the complex terrain of the region. Conducting a 
imulation with an impro v ed and higher resolution model terrain 
ay result in a better representation of the boundary layer at 
aranal, consequently giving a more accurate estimation of the 
ptical turbulence. In addition, new model versions include more 
omplex parametrizations and parameters that may better simulate 
he atmospheric conditions o v er comple x terrain. Testing those new
odel features may impro v e our results. 
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