
PHYSICAL REVIEW B 108, 054414 (2023)

Chiral helimagnetism and stability of magnetic textures in MnNb3S6
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We analyze the nature of the modulated magnetic states in a micromagnetic model for the monoaxial chiral
magnet MnNb3S6, for which the Dzyaloshinskii-Moriya interaction and the dipolar interaction compete evenly.
We show that the interplay between these interactions lead to a complex phase diagram including ferromagnetic
states, fanlike states, in-plane stripes patterns, and chiral soliton lattices. In particular, stripe patterns and chiral
soliton lattices comprise nontrivial topological states with fixed chirality. The obtained phase diagram exhibits
a strong dependency on the thickness and on the strength of the Dzyaloshinskii-Moriya interaction. Our results
can help to understand the magnetic properties of systems such as MnNb3S6.
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I. INTRODUCTION

In bulk monoaxial chiral helimagnets, the physics of the
system is usually dominated by Dzyaloshinskii-Moriya inter-
action (DMI) [1,2], as is the case of the compound CrNb3S6

[3–9]. The magnetic properties of the monoaxial chiral he-
limagnets are dominated by the presence of a chiral soliton
lattice (CSL) when a magnetic field is applied perpendicular
to the chiral axis [3,5–8,10–29]. In this case the dipolar in-
teraction, being much weaker than the DMI, does not play an
essential role for many practical situations, and therefore it is
not taken into account in most of the theoretical studies about
these compounds. However, strong dipolar effects can lead to
a plethora of modulated phases and blur the previous picture
in rather subtle ways. Recent experimental results suggest that
this scenario takes place in the compound MnNb3S6 [30].
Theoretical and experimental works on MnNb3S6 suggest the
presence of a DMI [31] and magnetic properties analogous
to those observed in the isostructural compound CrNb3S6

[32–36]. However, the presence of helimagnetic order in
MnNb3S6 and the role of the dipolar interaction are still a
matter of debate and require further studies [33,37].

The purpose of this work is to analyze theoretically the
nature of the magnetic states within the scenario presented
in Ref. [30], in which both interactions—the DMI and the
dipolar interaction—compete evenly. We use extensive mi-
cromagnetic simulations to uncover the effect of the interplay
between the DMI and the dipolar interaction. We explore how
the ground state of the magnetic system can change with the
thickness of the sample and the external magnetic field per-
pendicular to it. We show that the phase diagram can exhibit
a strong dependence on the thickness of samples which may
hinder the unambiguous identification of the underlying mag-
netic textures. We also analyze the magnetic configurations to
trace back the distinctive hallmark of each magnetic texture.

For these reasons, our work could be helpful in the interpre-
tation of experimental studies of the magnetic properties of
MnNb3S6 and similar compounds in which the DMI and the
dipolar interaction are both relevant.

We start the article by introducing the model and the
methods. Then we discuss the energy landscape of modulated
states as a function of their period, and the main effects of the
thickness of the sample and the magnetic field perpendicular
to the film. Then we study the equilibrium phase diagram at
zero temperature as a function of the thickness of the system
and the external magnetic field, and we analyze the main
properties of each magnetic configuration. We continue with
an analysis of the metastability limits of the modulated phases.
Finally, we study how the intensity of the DMI affects the
main properties of the modulated states. We end our work
with a summary and a discussion about the experimental
implications of the obtained results.

II. METHODS

To describe the monoaxial helimagnet, we consider the
following effective model for the energy density of the system
e(r):

e(r) = A
∑

i

(∂in)2 − Dẑ · (n × ∂zn) − Kn2
z

− MSB · n − 1

2
μ0MSHd · n, (1)

where n(r) = M(r)/MS stands for the local normalized mag-
netization, with MS the saturation magnetization. The first
term in Eq. (1) represents the exchange interaction with stiff-
ness constant A, the second term is the DMI with intensity
D, the third term is the easy-plane anisotropy with strength
K < 0, and B is the external magnetic field. The effects of
the dipolar interaction are included in the last term, with the
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dipolar field Hd. The index i runs over x, y, z, and the chiral
axis is along ẑ. The total energy of the system is given by
E [n(r)] = ∫

d3re(r).
It was recently shown that the MnNb3S6 compound

presents a strong magnetic easy-plane anisotropy (perpen-
dicular to the chiral axis of the compound), and its critical
properties are compatible with a three-dimensional Heisen-
berg model [34]. Thus the energy density introduced in Eq. (1)
can be used to model the compound MnNb3S6. Following the
values reported by Karna et al. [30], we take A = 1.0 pJ/m,
D = 50 μJ/m2, K = −322 kJ/m3, and MS = 215 kA/m.
It is important to compare these parameters with those for
CrNb3S6 [38,39]. On the one hand, the value of D for
MnNb3S6 is smaller than that for CrNb3S6 by a factor ∼1/7.
On the other hand, the saturation magnetization of MnNb3S6

is larger than MS for CrNb3S6 by a factor ∼5/3, which suggest
that the dipolar term, proportional to M2

S, plays a crucial
role. Then μ0M2

S/D, which measures the relative strength of
dipolar over DMI terms, is 20 times larger for MnNb3S6.

We use the MuMax software to perform micromagnetic
simulations [40,41]. We consider an infinite system in the x
and z directions, and a finite system in the y direction, with
thickness t . The system is discretized using cubic cells with
edges of length � = 4 nm. The infinite dimensions are sim-
ulated, as usual, by imposing periodic boundary conditions
in the x and z directions. Due to the monoaxial nature of the
DMI, we do not expect any modulation in the x direction (for
the infinite system) and thus we fix the system size in the x
direction to w = 40 nm. However, we expect modulations in
the z direction, and therefore the system size in the z direction,
L, is a variational parameter that has to be fixed by energy
minimization (see below). In practice, we let L vary in the
range 40 < L < 1000 nm. The goal is to study the dipolar
effects and analyze the equilibrium and metastable states of
the system as a function of the thickness t and of the applied
field B = Bŷ perpendicular to the system plane. To this end,
we let t vary in the range 12 � t � 360 nm and B in the range
0 � B � 240 mT.

To find the magnetic configurations with minimum en-
ergy, we initialize the system in four different configurations,
minimizing the possibility to be trapped in a metastable
configuration. Two uniform initial configurations were con-
sidered: The in-plane uniform configuration along +x that we
call UX, and the out-of-plane uniform configuration along +y
that we call UY. In addition, two modulated phases (along
the chiral axis) corresponding to two different topological
sectors were used as initial configurations: Along the z direc-
tion the system was split into two in-plane domains with the
magnetization pointing in the +x and −x opposite directions,
separated by two Bloch domain walls. In the heterochiral
initial state (HEC), the two Bloch domain walls have the
magnetization at the center of the domain walls pointing in
the same direction (+y), thus having opposite chirality. In
the homochiral initial state (HOC), the domain walls have
the same chirality, i.e., with the magnetization at the center
pointing in opposite ±y directions. Since the DMI favors one
chiral state over the other, in the HEC state each domain
wall has different energy, while in the HOC the chirality
degeneracy is broken by selecting the chirality favored by the
DMI term. These different initial conditions serve to arrive at

different final states when the system is allowed to relax. The
restriction to the previous selected states in the exploration
of the phase diagram is motivated by the experimental results
recently found in the compound MnNb3S6 [30].

For the HEC and HOC states, the distance between the
center of consecutive domain walls is L/2. For fixed values
of t , B, and L, the system relaxes to a minimal energy config-
uration. Since the energy density depends on L, we determine
the equilibrium state by letting L vary until the energy density
attains a minimum value. The results of this relaxation pro-
tocol permit us to identify low-energy configuration states, as
described in the next section.

III. RESULTS

A. Energy curves

To analyze the results, we plot the energy density E (L) =
E (L)/(t × w × L) as a function of L. We call these plots the
energy curves, and they are obtained after a relaxation of the
system from each of the four initial conditions.

The state obtained by relaxation depends, in general, on the
starting point: UX, UY, HOC, and HEC. The energy density
obtained after the relaxation from the uniform initial states,
UX and UY, depends strongly on L for L � 100 nm. This
is due to the finite-size effects introduced in computing the
dipolar contribution in small-sized samples. On the opposite
extreme, i.e., large values of L, the energy density presents an
asymptotic behavior to a constant value reflecting the trans-
lational invariance of a true uniform state. We assign this
asymptotic value to the energy of the uniform states.

The curves of energy densities versus L obtained by re-
laxation from modulated states (HOC or HEC) show minima
whose location and depth depend on the externally controlled
parameters t and B (Fig. 1). The energy curve resulting from
the HOC initial condition [Figs. 1(a) and 1(c)] exhibits two
local minima located at different length scales, the first at
L ≈ 200 nm and the second at L ≈ 500 nm. The magneti-
zation fields present a different structure on each minimum.
Around the first minimum, the magnetization field of a slab
well inside the bulk resembles that of a conventional helical
(HL) state for B = 0, or a CSL for B �= 0 (Fig. 2). Therefore,
we generically refer to the state associated with the first lo-
cal minimum as a CSL state. For the second minimum, the
magnetization field inside the bulk has a strong in-plane com-
ponent and resembles the structure of a magnetic stripe (STR)
with in-plane domains. Thus, we associate the second minima
with a STR state. Finally, the local minima in the energy
obtained from the HEC initial configuration [Figs. 1(b) and
1(d)] corresponds to the fanlike state (FAN) shown in Fig. 2. It
is important to note that the STR and CSL can be classified as
topologically nontrivial because the magnetization field winds
an integer number of times around the chiral axis. The FAN
state, however, is topologically trivial since the magnetization
field oscillates back and forth without completing a whole
turning around the chiral axis.

The energy curves change with t and B, as shown in Fig. 1
for the HEC and the HOC states. Thus, in the next section
we study the equilibrium phase diagram for different values
of the magnetic field B and the sample thickness t . To this
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FIG. 1. Top: Energy density as a function of the period of the
magnetic texture for B = 0 mT and three values of the sample
thickness t = 120, 240, and 360 nm (in blue, green, and light green,
respectively), for the state that results after a relaxation from the
initial condition corresponding to the HOC configuration in (a) and
to the HEC in (b). Bottom: Energy density as a function of the
period of the magnetic texture for t = 240 nm and three values of the
magnetic field B = 30, 60 and 90 mT (in blue, green, and light green,
respectively), for the state that results after a relaxation from the
initial condition corresponding to the HOC configuration in (c) and
to the HEC in (d).

end, at each value of B and t we sweep the energy density
for the values of L within the range 40 � L � 1000 nm (with
increments �L = 4 nm).

B. The equilibrium phase diagram

To obtain the phase diagram, we sweep the (B, t ) plane
in the range 0 � B � 240 mT and 12 � t � 360 nm with
increments �B = 6 mT and �t = 12 nm, respectively. For
each t and B, the equilibrium state corresponds to the absolute

FIG. 2. Magnetization configurations: The helical (HL) state in a
monoaxial chiral helimagnet at B = 0, the chiral soliton lattice (CSL)
for B �= 0, the stripes (STR), and the fanlike state (FAN). The color
represents the ny component of the magnetization field: In yellow
(blue) ny = +1 (−1). The chiral axis is parallel to ẑ.

FIG. 3. Equilibrium phase diagram in the B–t space. There are
two uniform states: The FMO and the FMY states, and three modu-
lated states: The CSL, STR, and FAN states.

minimum of the whole set of energy curves. Therefore, at each
point we repeat the protocol described above, which serves to
determine the equilibrium state limited to our Ansätze for the
initial states.

The phase diagram is shown in Fig. 3. We distinguish
five regions in it. For thin samples t � 24 nm, the state cor-
responds to an oblique uniform state (FMO). The direction
of the magnetization lies along the x axis at zero field. As
the magnetic field grows, the magnetization field gradually
departs from the xz plane to develop a transversal component
along the magnetic field. Clearly, this is due to the competi-
tion between the Zeeman and dipolar interactions. For thicker
systems, t � 100 nm, and at high enough magnetic field, B �
175 mT, the system is found in the uniform field-polarized
state along the magnetic field (FMY). This corresponds to
the region in the upper right corner of the equilibrium phase
diagram.

The CSL state is the equilibrium state for sufficiently large
t and low enough B. Only a small portion of this region
appears in Fig. 3. This corresponds to weak fields B � 50 mT
and thick samples t � 330 nm. The CSL phase is surrounded
by a region in which the STR state is the equilibrium state.
This phase covers most of the sample thicknesses in a region
ranging from zero to intermediate magnetic fields B � 90 mT.
Finally, the FAN state is the equilibrium state for higher values
of the magnetic field B � 90 mT and thicknesses ranging
from a few tens of nanometers to more than 360 nm. We
stress that there is a critical thickness tCSL ≈ 348 nm for
the CSL state to be stable. Below tCSL, the CSL cannot be
an equilibrium state since the dipolar term favors in-plane
magnetization directions for thinner samples. It is also im-
portant to emphasize that the FAN state cannot exist as a
stable state for magnetic fields below BFAN ≈ 90 mT. Above
BFAN, the Zeeman energy overcomes the DMI for domain
walls with a component ny < 0, thus reversing the domain-
wall chirality and leading to the transition from STR to
FAN.
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FIG. 4. Configuration of the magnetic field across one period of the three modulated states, the FAN (t = 204 nm, B = 120 mT), the STR
(t = 156 nm, B = 24 mT), and the CSL (t = 360 nm, B = 36 mT). From top to bottom, the first and second rows represent the ny component
of the magnetization field on the surface and at the center of the system, respectively. The color gradient goes from yellow (ny = +1) to
blue (ny = −1). The third and fourth rows represent the winding density q of the magnetization field on the surface and at the center of the
system, respectively. From purple to pink −1 � q < 0, and from pink to yellow 0 < q � 1. The fifth row represents the L-TEM intensities
reconstructed from the magnetization field.

To elucidate the structure of the magnetic state in each
phase, in Fig. 4 we analyze the magnetization field of the
system. In particular, we analyze how this structure changes
from the center to the surface of the system. To this end, we
consider the ny component of the magnetization field and the
winding density q, which is a scalar quantity defined as

q(r) = [n⊥(r) × n⊥(r + �ẑ)] · ẑ. (2)

This field provides information about the rotation around the
chiral axis ẑ of the transverse component of the magnetization
field [n⊥(r) · ẑ = 0 and n⊥(r) · n⊥(r) = 1] when we move
along ẑ. The quantity q(r) can be interpreted as a measure of
the local chirality.

Figure 4 shows snapshots of the three modulated states
encountered in the simulations. The first and second rows
correspond to the ny component of the magnetization field on
the surface and at the center of the system, respectively, for
each state. The yellow (blue) regions correspond to ny = +1
(ny = −1), and these regions are separated by domains in
which the magnetization lies within the xz plane, represented
in green. The configurations at the center of the system re-
semble those shown in Fig. 2, which we use to identify the
equilibrium states with FAN, STR, and CSL states. We ob-
serve that the configuration of the FAN and the STR states on
the surface and at the center of the system exhibits a slight
change, but they retain their main characteristics. On the con-
trary, the structure of the CSL state presents a strong variation
along the direction perpendicular to the system surfaces. As
can be seen in Fig. 4, the CSL state actually resembles a CSL
in the center and a STR (with the periodicity of the CSL)
on the surface. Interestingly, images in Fig. 4 also show that
opposite magnetization signals are observed around the main
magnetization rotations (see, for instance, the yellowish signal
around the blue region in the ny component for the STR case).
Since this weak effect is present in the FAN and the STR
states, it is irrespective of the rotation direction, and we can

expect it to be related to the dipolar interaction and not to the
DMI.

The third and fourth rows in Fig. 4 represent the winding
density q (which provides the local chirality of the magne-
tization field) on the surface and at the center of the system,
respectively. Two important things should be noticed from this
figures. First, the FAN state is made of heterochiral structures
signaled by the yellowish and purple fringes with opposite
chiralities. The STR and the CSL states, however, are com-
prised of homochiral entities represented by yellow regions
(the absence of purple regions means that q > 0). Second, the
degree of localization of the chirality seems to be stronger in
the FAN and the STR states than in the CSL state, as in this
state the winding density is almost uniform. Let us stress that
the periods of the FAN and the STR states are roughly similar,
L ≈ 550 nm for the FAN state and L ≈ 600 nm for the STR
state. These lengths are well above the period of the CSL state,
for which L ≈ 200 nm.

Finally, in the fifth row of Fig. 4 we show the expected
L-TEM images reconstructed from the magnetization states.
The L-TEM figures were obtained using the UBERMAG pack-
age [42] for an accelerating voltage of �V = 300 kV and
a defocus length � f = 800 nm, which are values similar
to those used in the experiments [8,30,43]. We can observe
that there are light and dark fringes that exhibit a similar
structure across the three different states. For the FAN and
STR states, the light and dark fringes are well separated by a
gray background. The size of the background is many times
larger than the width of the light and dark fringes. In the CSL,
however, the size of the background is similar to the width of
the light and dark fringes. The simulated L-TEM for the STR
and the FAN states are roughly consistent with those obtained
experimentally [30,37] for MnNb3S6.

The previous discussion shows that the differences be-
tween the three L-TEM intensity patterns are rather subtle,
and they may be beyond the resolution capability of the used
imaging technique. This limitation is particularly important
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FIG. 5. The equilibrium properties of the system: (a) the peri-
odicity L(B) and (b) the net magnetization along the magnetic field
My/MS for the equilibrium state as a function of the magnetic field.
From blue to green, the thicknesses of the systems are t = 36, 60, 96,
156, 240, and 348 nm. For clarity, in (b) we translate up the curves
in steps of size 0.05, and the black triangles mark the small jumps in
the magnetization.

to distinguish the FAN and the STR states, since both have
roughly similar periodicities. If a MFM imaging method is
used instead, both states could be unambiguously identified
as suggested by the first rows in Fig. 4.

The transitions between the different modulated states can
be inferred from the behavior of L(B) for the equilibrium state
and the net magnetization along the magnetic field My. We
show in Fig. 5 those magnitudes for different values of the
thickness 36 � t � 348 nm (from blue to green), correspond-
ing to different slides of the phase diagram in Fig. 3. The
transition from the CSL to the STR state is better observed
in the behavior of L(B), as it exhibits a discontinuity at the
transition point. The value of L(B) jumps to higher values
with a step of height ≈200 nm. The transition from the STR
to the FAN states is signaled by the presence of a peak in
L(B). For B below the transition field, the system is in the
STR state and L(B) grows with the magnetic field. For a
magnetic field above the transition field, the state corresponds
to the FAN state and the period decreases with the magnetic
field. The net magnetization along the magnetic field exhibits
a tiny jump for the transition from the CSL to the STR state.

A small jump is also observed when the system goes from
the STR to the FAN state. Therefore, the identification of the
magnetic transitions should be better resolved from magnetic
susceptibility measurements or, as suggested by our previous
discussion about the behavior of L(B), from the measure-
ment of the characteristic length of the magnetic state as a
function of the applied magnetic field. A sharp transition is
expected between the linear magnetization growth in the FAN
state and the saturation corresponding to the FMY state [see
Fig. 5(b)]. However, because at high field these two states are
close in energy, together with the metastability of the FAN
state (discussed in the next section), it is hard to numerically
distinguish the corresponding state, which leads to a round
transition or a series of stepwise transitions, as can be ob-
served for t � 156 nm.

C. The metastable states

In addition to the equilibrium states, in some regions of the
phase diagram there are metastable states determined by the
presence of a local minimum in energy that does not neces-
sarily coincide with the absolute minimum. For instance, the
energy curve obtained by relaxation from a HEC state presents
a local minima (except at large enough magnetic fields) even
if this state is not the equilibrium state of the system. The
corresponding metastable state is a FAN state. Analogously,
the energy curve obtained by relaxation from a HOC state
presents sometimes two local minima, one around L = 200
nm and another above L = 500 nm. They correspond to a CSL
state and a STR state, respectively, and they are metastable
states (one of them may be the equilibrium state). The first
minimum (the CSL state) disappears in some regions of the
phase diagram. In Fig. 6 we show the metastability region,
represented by the hatched area, for the STR [Fig. 6(a)], the
CSL [Fig. 6(b)], and the FAN [Fig. 6(c)] states. We observe
that each phase can exist as a metastable state beyond the
region where it is the equilibrium state. In Fig. 6(a) the
metastability range of the STR state extends over the entire
studied phase diagram. In Fig. 6(b) the metastability limit
for the CSL corresponds to the values of t and B at which
the first minimum (around 200 nm) disappears in the energy
density obtained from the HOC state. Finally, in Fig. 6(c) the
metastability region of the FAN state occupies a large portion
of the phase diagram. The metastability boundary coincides
with the stability boundary of the FMY state. This is due to
the fact that the FAN state gradually evolves to the FMY state
as the magnetic field increases.

D. Properties of metastable states

Because of the metastability of the observed states, the
system can be trapped in one of those states even if it does
not correspond to the low-energy state. We study here their
properties within their metastability region. In particular, we
study the behavior of the magnetization along the magnetic
field and the period of the magnetic texture (Fig. 7).

In Figs. 7(a)–7(c), we show the net magnetization along the
magnetic field, which grows linearly with B for the three mod-
ulated states. Except for their slope, the curves do not differ
significantly, making it difficult to distinguish each metastable
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FIG. 6. Metastability phase diagrams for (a) the STR state, (b) the CSL state, and (c) the FAN state. In each case, the hatched region
represents the metastability of the magnetic states. As a reference, the colored background is the equilibrium phase diagram in Fig. 3.

state only using magnetization curves. However, one key fea-
ture to distinguish the modulated states from each other is the
behavior of the periodicity of the state with the magnetic field
and the thickness of the sample. This is particularly relevant
to distinguish between the CSL and STR phases.

The period of the topologically nontrivial states (CSL and
STR) increases with the magnetic field B [Figs. 7(d) and
7(e)], while the period of the topologically trivial state (FAN)
decreases with B [Fig. 7(f)]. As we showed in the previous
sections, the transition from the STR state to the FAN state
occurs when the period of the STR state coincides with that
of the FAN state. The periods of both states take values within
roughly the same range, however they present opposite behav-
iors with the magnetic field even when they are metastable.
These features are relevant to distinguish each state through
their response to external magnetic fields.

In addition to the factor ∼2 in the typical length scales
that characterize the CSL and the STR states, there is another
important feature that distinguishes both states. As shown in

Fig. 8, the value of the periodicity at B = 0 (L0 = L(0)) de-
pends strongly on the thickness of the system, and it decreases
as t grows for the STR state. On the contrary, L0 shows a
neglectable dependence on t for the CSL. This reinforces the
idea that the typical length scale and the main properties of
the CSL can be mostly attributed to the DMI. The value of
L0 for the STR and FAN states decreases with increasing
values of the thickness of the sample, as shown in Fig. 8. Thus
the dipolar interaction plays a relevant role in the properties
of these states. Finally, it is important to observe that the
value of L0,CSL is smaller than the value expected for the
system if the dipolar field were absent, L0 = 4πA/D ≈ 250
nm (L0,CSL ≈ 0.8L0). This implies that the dipolar field affects
the period of the CSL structure.

IV. THE EFFECT OF THE DMI

The details on the sample preparation could lead to slight
variations in the DMI constant. The results discussed in the

FIG. 7. Variation of My/MS in (a)–(c) and L in (d)–(f) as a function of B for the STR, CSL, and FAN states in the metastability region. The
different colors represent different values of the thickness t = 240 nm (in blue), t = 300 nm (in green), and t = 360 nm (in light green).
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FIG. 8. Period at zero magnetic field (L0) as a function of t for
the CSL (in blue), the STR (in green), and the FAN (in light green).

previous sections suggest that the key properties of these kinds
of magnets are determined mainly by the balance between
the DMI and the dipolar interaction, and therefore they may
exhibit a strong dependence on the value of the DMI strength.
Therefore, it is interesting to analyze the effect of a variation
in the value of D. To this end, we let the DMI constant vary
within the range 0.9D0 � D � 1.1D0, around the reference
value D0 = 50 μJ/m2 for the MnNb3S6 compound. In partic-
ular, we study the properties of the system at B = 0 mT for
different thicknesses t = 156, 252, and 348 nm.

The energy density curve for the state resulting from the
HEC initial condition (that relaxes to the FAN state) is not
affected by the value of the DMI coupling as shown in
Fig. 9(a) (by dashed lines, which constitutes a set of overlap-
ping curves). Therefore, the periodicity of this modulated state
does not depend on the value of the DMI constant as shown in
Fig. 9(b) (dashed lines). The authors of Ref. [30] suggest that
the interactions between the solitons and antisolitons could be
mediated by the DMI. However, our results indicate that this
may not be the case for solitons with opposite chiralities, as
is the case of the FAN state. The main features of the FAN
state rely on the remaining interactions. On the contrary, the
energy density of the state resulting from the HOC initial
state exhibits a strong dependence on the value of the DMI
coupling, as shown in Fig. 9(a) for t = 348 nm (solid lines).
Thus the interaction between solitons with the same chirality
could be mediated by the DMI. One important effect is that
the energy density in the first minimum (around 200 nm) is
very sensitive to the value of D, and this minimum can change
from a local minimum to a global one as the DMI constant
grows. As a consequence, L0 decreases for the STR and the
CSL with increasing values of D, as shown in Fig. 9(b) (solid
lines), which differ from the results for the FAN state. Finally,
we observe in Fig. 9(c) that the energy density of the CSL
(in green) exhibits a stronger dependence with D than that of
the STR (in blue). It is important to note from this figure that
a change in D of ≈10 % can have an important impact on
the structure of the phase diagram. For instance, at t = 348
nm (and B = 0 mT) the ground state changes from STR to
CSL and the transition is at D ≈ 49 μJ/m2. Another important
result from this figure is that, at B = 0 mT, for thinner systems
a larger value of D is required to have the CSL as a ground

FIG. 9. (a) Energy density as a function of the period of the
magnetic texture for B = 0 mT and t = 348 nm for different values
of the DMI constant for the state that results after a relaxation from
the initial condition corresponding to the HOC configuration (solid
lines) and to the HEC (dashed lines). The value of D varies between
0.9D0 (in blue) and 1.1D0 (in green), with D0 = 50 μJ/m2. All the
curves obtained from the HEC state (dashed lines) are overlapping.
(b) Dependence of the period with D for the states that result after a
relaxation from the initial condition corresponding to the HOC con-
figuration (solid lines) and the HEC (dashed lines). The relaxation of
the HOC initial configuration can lead to a STR (in blue) or a CSL
(in yellow-green). (c) Variation of the energy density as a function
of D for the CSL (in yellow-green) and the STR (in blue) states at
two different thicknesses: t = 348 nm (solid lines) and t = 252 nm
(dashed lines).

state. As shown in Fig. 9(c), for the system with t = 252
nm a large value of the DMI (outside the analyzed range) is
needed to find the system in the CSL as a ground state. These
effects are also a manifestation of the interplay between the
dipolar field and the DMI in the determination of the magnetic
properties of the system, and in particular its phase diagram.
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V. SUMMARY AND DISCUSSION

We have shown that the presence of a strong dipolar in-
teraction, as compared with the DMI, leads to a series of
states that are close in energy. In particular, the presence of a
second local minimum in the energy density of the HOC state,
which is not observed when just one interaction (either the
DMI or the dipolar interaction) is taken into account, could be
considered as a criterion to decide whether both interactions
are relevant. The complexity in understanding the magnetic
properties of compounds such as MnNb3S6 has its origin in
the competition of three different modulated states: The CSL,
the STR, and the FAN states. We have studied and charac-
terized the magnetic structures of each of those states, and
how the ground state of the system changes with its thickness
and the magnetic field. We have also shown that the three
modulated states can be found beyond their equilibrium region
as metastable states.

Our results present a challenging scenario from an ex-
perimental point of view, explaining why some experimental
findings continue to puzzle the scientific community. For in-
stance, we have shown that the CSL is distorted due to the
dipolar interaction, and that on the surface of the sample this
state might look like a series of ferromagnetic domains con-
nected by usual domain walls. We believe that the distorted
helical magnetic structure observed in Ref. [30] could prob-
ably be interpreted as the CSL in our simulations. However,
the presence of surface domainlike patterns may hinder the
helical structure of the state in absorption and ac suscepti-
bility measurements [37,44]. Along a similar line, indirect
measurements suggest that L(B)/L0 has a similar behavior
in MnNb3S6 and in CrNb3S6 [36]. However, we stress that
this behavior is roughly shared by the CSL and the STR,
as shown in Figs. 7(d) and 7(e). Thus, this method does not
unambiguously identify the observed state.

Regarding the magnetic transitions, there is a great disper-
sion in the reported values for the critical fields associated
with the transition from a helical order to the forced ferro-
magnetic order, and there are also additional transitions that
have not yet been fully characterized [30,32–35,37]. Except
for the values of the critical field reported in Refs. [32,35]
(in which the critical field seems to be much smaller than
in the rest of the literature), the critical fields are roughly
within the values that we encountered in our simulations for
thin systems. Now, if we neglect the dipolar field in Eq. (1),
to consider the bulk limit, and if we compute the critical
field for the transition from the CSL to the field-polarized
state Bc = π2

32
D2

MSA [6–8,38,45–48], we obtain Bc ≈ 3.59 mT.
Remarkably, this value of Bc is consistent with that found by
the authors in Ref. [32] for a magnetic transition interpreted
as the transition from the CSL to the uniform ferromagnetic
state. In their experiments in large samples, with a thickness
t = 100 μm well above the values considered in our work, the
dipolar interaction may not play a relevant role or may con-
tribute with an effective anisotropy term. Thus the complete
model, as considered in our work, constitutes the basic core to
interpret the phenomenology of these kinds of magnets, from
their bulk to their thin-film properties.

Despite of the potential of the complete model of Eq. (1) to
explain the phenomenology of the compound MnNb3S6, there

are some known facts that were left out of our analysis, and
they may be related to additional ingredients such as thermal
and disorder effects. For instance, although in our model the
FAN state appears as a ground state only for B � 90 mT, in
Ref. [30] the authors experimentally observe a state that can
be generally interpreted as the FAN state for B = 0 mT. This
could be the case when thermal fluctuations (not included
in our model) enhance the stability of this state even at low
magnetic fields [49]. Thermal fluctuations could also lead to a
heterogeneous magnetization field, with regions or domains
mixing the FAN and STR states [30]. Recent research on
the MnNb3S6 compound shows that for temperatures below
T ≈ 15 K, the critical fields increase exponentially as the
temperature decreases [34,35]. This effect, which is absent
in CrNb3S6 [11,12,20] and may lead to modifications in the
parameters or the structure of the model in Eq. (1), was not
taken into account in our analysis. Finally, the lack of strict pe-
riodicity of the modulated states was reported in Refs. [30,37].
This can be attributed to the presence of defects and pining ef-
fects, which could hinder the strict periodicity of the periodic
phases discussed here [30,37]. These effects may also affect
the structure of the phase diagram or even the stability of the
modulated states, turning some of them into unstable states.

Our work sheds light on the study of the magnetic prop-
erties of monoaxial chiral helimagnets, such as MnNb3S6,
in which both the DMI and the dipolar interaction need to
be taken into account to fully understand their properties.
From a helical order [30,32–36,44] to ferromagnetic domains
separated by conventional domain walls [33,37], different in-
terpretations for the underlying magnetic states in MnNb3S6

have been suggested. Our work provides a scenario that can
help unify earlier and seemingly antagonistic interpretations,
so that all those facts may be different facets of the interplay
between the DMI and the dipolar interaction.

In addition to the complex equilibrium properties, the pres-
ence of metastable states represents an additional challenge
in the determination of the magnetic properties of chiral he-
limagnets with strong dipolar effects. The three modulated
states (CSL, STR, and FAN) can have similar properties, as
we saw for the case of the L-TEM images and the mag-
netization curves. So a given technique may fail to spot
the signature of each state. For these reasons, further ex-
perimental research, including, in particular, complementary
techniques, is necessary to fully understand the physics of
compounds such as MnNb3S6. Also, further theoretical re-
search is needed to identify the fingerprints that each magnetic
state can present in different experiments. In particular, the
simulation of ferromagnetic resonance experiments and ac
magnetic susceptibility experiments could help to identify the
different modulated states.
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