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We analyze the current and the shot-noise of an electron interferometer made of the helical edge
states of a two-dimensional topological insulator within the framework of non-equilibrium Green’s
functions formalism. We study in detail setups with a single and with two quantum point contacts
inducing scattering between the different edge states. We consider processes preserving the spin as
well as the effect of spin-flip scattering. In the case of a single quantum point contact, a simple test
based on the shot-noise measurement is proposed to quantify the strength of the spin-flip scattering.
In the case of two single point contacts with the additional ingredient of gate voltages applied within
a finite-size region at the top and bottom edges of the sample, we identify two type of interference
processes in the behavior of the currents and the noise. One of such processes is analogous to that
taking place in a Fabry-Pérot interferometer, while the second one corresponds to a configuration
similar to a Mach-Zehnder interferometer. In the helical interferometer these two processes compete.

PACS numbers: 73.23.-b, 73.50.Td, 73.22.Dj

I. INTRODUCTION

Quantum Spin Hall (QSH) insulators1–3 support heli-
cal states at their edges (HES).4–6 These are Kramers’
pairs of counter-propagating electron states with oppo-
site spin and, therefore, they are topologically protected7

against disorder in the absence of time-reversal symme-
try breaking factors such as a magnetic field8 or magnetic
impurities9–11. Recent experiments performed on mer-
cury telluride quantum wells in the QSH regime clearly
demonstrated a dissipationless charge transport through
the helical edge states.12–14 Due to the fact that they ap-
pear in the form of Kramer’s pairs, the transport proper-
ties of these states is strikingly different15 from the trans-
port properties of other topologically protected states,
like the chiral edge states of a system16,17 in the Quan-
tum Hall state18.

As a consequence of their helical nature, the edge
states of the QSH insulators allow for the electrical
control of spin currents. This property makes them
promising for spintronic devices for quantum informa-
tion processing.19,20 A prominent feature of the HES is a
strong correlation between the propagation direction and
the spin of an electron, where neither spin nor the direc-
tion of movement are preserved separately. To account
for this effect in transport through the HES we develop
the corresponding general formalism in the framework of
non-equilibrium Green’s functions, which is adequate to
describe transport away from the linear response regime.
As an example, we apply this formalism to analyze the
correlation properties of currents flowing through two
simple non-trivial helical circuits, corresponding to an in-
terferometer comprising two branches with one and two
quantum point contacts (QPC), Fig. 1. The scattering at
the QPCs connecting two helical states was discussed in

FIG. 1. (Color online) Sketch of the topological insulator
with two constrictions generating M = 2 quantum point con-
tacts at the positions x1, x2. The filling of the different edge
states is globally modified by recourse to four bias voltages
V1, . . . , V4. In addition, two gate voltages applied to the top
Vg,T and bottom Vg,B boundaries of the sample may locally
modify the filling of the edge states within a finite region.

detail in Refs. 21–25, while the effect of a wide tunneling
contact was also recently analyzed.26,27

Quite generally the (local) time-reversal invariance
only allows for the scattering between two helical states
while the (back-)scattering within the same helical state
(the same Kramers’ pair) is forbidden even in the pres-
ence of a constriction. Therefore, the scattering at the
QPC is characterized by two parameters, one describing
a spin-preserving scattering and one describing a spin-
flip scattering between two Kramers’ pairs. This type
of a spin-flip scattering does not contradict to the (lo-
cal) time-reversal invariance and it can take place even
if more than one helical state exists at the same edge
(in our case in the vicinity of the constriction).6,13 The
possibility of spin-flip processes makes an helical inter-
ferometer different from two independent copies of a chi-
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ral electronic interferometer like those built in the quan-
tum Hall regime. Interestingly, the helical interferometer
shares28 properties of both the Mach-Zehnder29 and the
Fabry-Pérot interferometers30,31. Another feature, which
makes a helical interferometer a non-trivial circuit is the
possibility of generating an effective back-scattering pro-
cesses within the same Kramers’ pair. For the latter
mechanism to take place the global time-reversal invari-
ance has to be broken, for instance, by applying a weak
magnetic field (which does not break the local time-
reversal invariance).32 The realization of these processes
rely on the presence of inter-helical-states spin-flip tun-
neling. Therefore, it is crucial to know whether such
processes are actually present or no in real setups. In
this paper we propose a simple test based on the noise
measurement, which enables to check the presence or ab-
sence of spin-flip tunneling between helical states at the
QPC.
The paper is organized as follows. In Sec. II we de-

scribe the model of the helical interferometer comprising
four metallic contacts as electron sources and sinks, heli-
cal edge states as electron waveguides, and some number
M of QPCs as wave splitters. Here we also present gen-
eral equations for the currents and the current correlation
functions. In Sec. III we calculate the transmission coef-
ficients for the interferometer under study by using the
Green’s function approach. In Sec. IV we present and
discuss results for the current and the current correla-
tion functions in circuits comprising one or two QPCs.
We conclude in Sec. V.

II. THEORETICAL DESCRIPTION

A. Model

We consider the setup addressed in Refs. 28, 33–
35. We model the TI as a ribbon with infinite length.
Each longitudinal edge of the TI hosts a Kramers pair of
edge states, which is described by a Hamiltonian of one-
dimensional (1D) free electrons with a definite helicity.
The sample is assumed to have a number M of constric-
tions that define QPCs through which electrons perform
inter-pair tunneling processes. Each constriction has two
tunneling channels. One of them is spin preserving and
the other one involves a spin-flip.
The full Hamiltonian reads

H = H0 +Ht +Hf +Hg. (1)

The Hamiltonian for the HESs is

H0 = −i~vF
∑

σ=↑,↓

∫

dx[: Ψ†
R,σ(x)∂xΨR,σ(x) :

− : Ψ†
L,σ(x)∂xΨL,σ(x) :], (2)

where σ stands for the spin opposite to σ. We have as-
sumed that a Kramers pair of right-moving(R) with ↑

spin electron states and left-moving (L) with ↓ spin ones
lie along the top edge of the sample, while another pair
L, ↑ and R, ↓ lie on the bottom, as shown in Fig 1. The
Fermi velocity vF is assumed to be the same for the two
pairs and : O : denotes normal ordering of the operator
O.
The two types of tunneling terms represented by dis-

tinct quantum point contacts (QPC) located at xj , j =
1, . . . ,M , are

Hp =
∑

σ=↑,↓

∫

dxΓp(x)[Ψ
†
R,σ(x)ΨL,σ(x) +H.c.], (3)

for the spin-preserving process and

Hf =
∑

α=L,R

sα

∫

dxΓf (x)[Ψ
†
α,↑(x)Ψα,↓(x) +H.c.], (4)

with sR,(L) = +(−), for the case of spin-flip tunneling.
We assume, for simplicity, that the corresponding ampli-
tudes are the same for all the QPCs. Hence

Γp(f)(x) = 2~vF

M
∑

j=1

γp(f)δ(x− xj). (5)

The Hg term refers to gate voltages applied at the top
Vg,T and bottom Vg,B edges of the sample allowing for the
manipulation of the filling of the helical channels within
a finite region between the longitudinal coordinates x1

and xM ,

Hg =

∫ xM

x1

dx[eVg,T (ρR,↑(x) + ρL,↓(x))

+eVg,B (ρR,↓(x) + ρL,↑(x))], (6)

where ρ̂α,σ =: Ψ†
α,σ(x)Ψα,σ(x) : is the local density op-

erator of the species α, σ at the coordinate x.

B. Transport properties

In the setup of Fig. 1, the transport is induced by
changing the population of the edge states by applying
voltages at the four metallic contacts (reservoirs) indi-
cated in the corners. The coupling between edge states
and metallic reservoirs is in general a subtle issue and
the transport properties strongly depend on the details
of the contacts.36 Here, we assume that the contact is
such that the edges are in equilibrium with the respec-
tive reservoir of departure. It is important to notice that
this configuration enables the induction of currents even
for vanishing tunneling couplings γp(f). In that case, such
currents are due to an imbalanced population of right and
left movers and the carriers do not experience any kind
of scattering process. For instance, a voltage difference
V1 − V4 induces a current only in the terminals 1 and 4,
which flows 1 → 4 or 4 → 1 for V1 > V4 and V4 > V1, re-
spectively. Similarly, a voltage difference V2−V3 induces
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a current in the terminals 2 and 3, which flows 2 → 3 or
3 → 2 for V2 > V3 and V3 > V2, respectively. Interest-
ingly, due to the helical nature of the edge states, each
current flowing through a given terminal has a net po-
larization. For finite values of γp(f), a voltage difference
between any two contacts induces currents through the
four terminals, which are the result of scattering and in-
terference effects due to the inter-edge tunneling through
the QPCs. In this section we derive expressions for the
currents flowing through the different terminals.

1. Current

The current operator is defined from the conservation
of the charge in a given terminal l = 1, . . . , 4

Ṅl = ∂x{vF
[

ρ̂l+(x) − ρ̂l−(x)
]

}, (7)

where x is a position within that terminal and ρ̂l±(x) is
the density operator corresponding to the incoming (out-
going) fermionic species flowing at that position. Thus,
the current operator for electrons flowing into the termi-
nal l reads

Î l(x) = evF
[

ρ̂l+(x) − ρ̂l−(x)
]

. (8)

The ensuing mean value I l(x) = 〈Î l(x)〉 can be expressed
as follows

I l(x) = −ievF

[

G<
l+,l+(x, x; t, t) −G<

l−,l−(x, x; t, t)
]

.

(9)
We have introduced the lesser Green’s functions

G<
ασ,α′σ′(x, x′; t, t′) = i〈Ψ†

α′,σ′(x
′, t′)Ψα,σ(x, t)〉, (10)

where the couple of indices α, σ, with α = L,R and
σ =↑, ↓, labels the incoming (outgoing) state l+ (l−)
of the terminal l. Due to the conservation of the charge,
the current I l(x) does not depend on x inside a given
terminal, i.e. for positions x at the right (left) of the last
(first) QPC.

2. Noise

To characterize the fluctuations of the currents away
from their mean values at the terminals l, l′ we introduce
the following correlation function37

Sl,l′(x, x
′; t, t′) =

1

2

[

〈{Î l(x, t), Î l
′

(x′, t′)}〉

−2〈Î l(x, t)〉〈Î l
′

(x′, t′)〉
]

. (11)

The spectral power of current fluctuations, the noise
power, reads

Sl,l′(x, x
′, ω) =

∫ +∞

−∞

dτei
ω
~
τSl,l′(x, x

′; t, t+ τ), (12)

where τ = t− t′. We will study the ω = 0 component at
T = 0, called the shot-noise.
For non-interacting fermions, the mean values entering

Eq. (11) can be simply decoupled by recourse to Wick’s
theorem. The resulting expression can be cast in terms
of Fourier transforms of the lesser Green’s functions38

G<
ασ,α′σ′(x, x′; t, t′) =

∫ +∞

−∞

dω

2π
e−iω

~
(t−t′)G<

ασ,α′σ′(x, x′, ω)

(13)
as follows

Sl,l′(0) = e2v2F~

∫ +∞

−∞

dω

2π

∑

ξ,ξ′=+,−

ξξ′
[

G<
lξ,l′ξ′(x, x

′, ω)×

G>
l′ξ′,lξ(x

′, x, ω) +G<
l′ξ′,lξ(x

′, x, ω)G>
lξ,l′ξ′(x, x

′, ω)
]

. (14)

III. GREEN’S FUNCTIONS APPROACH

A. Dyson’s equations

It was shown in the previous section that all the ob-
servables of interest can be expressed in terms of lesser
Green’s functions. In order to calculate the latter we use
the Schwinger-Keldysh-Kadanoff-Baym technique. We
introduce the retarded Green’s function,

Gr
ασ,βσ′(x, x′; t, t′) = −iθ(t−t′)〈{Ψ†

β,σ′(x
′, t′),Ψα,σ(x, t)}〉.

(15)
Following the standard procedure39, we derive the
Dyson’s equation for this Green’s function from the equa-
tion of motion

−i~∂t′G
r
ασ,βσ′(x, x′; t, t′) = δ(t− t′)δα,βδσ,σ′

−iθ(t− t′)〈{[H,Ψ†
β,σ′(x

′, t′)],Ψα,σ(x, t)}〉. (16)

Since the Hamiltonian contains spin-preserving and spin-
flipping terms, the Dyson’s equation reduces to a set
of linear equations for Gr

ασ,βσ′(x, x′, ω), where the lat-

ter function is the Fourier transform of (15). The corre-
sponding equations for the retarded as well as the lesser
function are explicitly shown in Appendix A.
In what follows, we discuss some formal elaboration

of the Dyson’s equations, which is useful to evaluate the
currents and to set the relation to the scattering matrix
approach. Notice that in order to evaluate the current
from Eq. (9) we just need the diagonal elements of the
Green function in the indices λ ≡ α, σ. We start by fo-
cusing on the diagonal elements of the retarded Green’s
function Gr

λ(x, x
′, ω) ≡ Gr

λ,λ(x, x
′, ω). After some alge-

bra on the Dyson’s Equation based on back-substituting
Green’s functions with off-diagonal indices (see Appendix
A) we obtain the following equation

Gr
λ(x, x

′, ω) = g0,rλ (x, x′, ω) +

M
∑

j,j′=1

Gr
λ(x, xj , ω)

×Σr
λ(xj , xj′ , ω)g

0,r
λ (xj′ , x

′, ω), (17)
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We have introduced the ”self-energy” describing the es-
cape of the electrons at edge λ to the other edges. It
is also convenient to cast the terms associated to the
arguments xj , xj′ , j = 1, . . . ,M as elements of M × M
matrices. In this matrix notation, the self-energy reads

Σ̂r
λ(ω) = Σ̂0,r

λ,λ(ω) + Σ̂0,r

λ,λ
(ω)Ĝ0,r

λ
(ω)Σ̂0,r

λ,λ
(ω), (18)

where the functions entering the matrices Σ̂0,r
λ,λ′(ω) have

been defined in Appendix A. The Green’s function
G0,r

λ (xj , xj′ , ω), j, j
′ = 1, . . . ,M entering (18) can also

be organized in a matrix form as follows

Ĝ0,r
λ (ω) =

[

[ĝ0,rλ (ω)]−1 − Σ̂0,r
λ,λ(ω)

]−1

. (19)

The corresponding lesser Green’s functions G<
λ (x, x′, ω)

can be calculated by using Langreth rules39 in Eq. (17),
as discussed in Appendix A. It is convenient to decom-
pose this function as follows

G<
λ (x, x′, ω) = G<,eq

λ (x, x′, ω) +
∑

j,j′

Gr
λ(x, xj , ω)

×Σ<,neq
λ (xj , xj′ , ω)G

a
λ(xj′ , x

′, ω). (20)

The first term is the equilibrium lesser Green’s function
corresponding to all the edges with the same chemical
potential µλ. The latter corresponds to the reservoir from
where the electrons at the λ edge are injected. It reads

G<,eq
λ (x, x′, ω) = [Ga

λ(x, x
′, ω)− Gr

λ(x, x
′, ω)] fλ(ω).(21)

It will be useful to define a reference chemical po-
tential µ0

λ and a lesser function corresponding to all
the edges at equilibrium with that chemical potential
G<,eq
λ (x, x′, ω)|µ0

λ
= [Ga

λ(x, x
′, ω)− Gr

λ(x, x
′, ω)] f0

λ(ω).

Hence, the lesser function (21) can be, thus, rewritten
as

G<,eq
λ (x, x′, ω) = G<,eq

λ (x, x′, ω)|µ0

λ
+
[

fλ(ω)− f0
λ(ω)

]

× [Ga
λ(x, x

′, ω)− Gr
λ(x, x

′, ω)] (22)

where fλ(ω) and f0
λ(ω) are the Fermi functions cor-

responding to the chemical potentials µλ and a refer-
ence chemical potential µ0

λ, respectively. The advanced
Green’s function is related to the retarded one through
Ga
λ(x, x

′, ω) = [Gr
λ(x

′, x, ω)]∗. The non-equilibrium part
of the lesser self-energy can be calculated from Eq. ( A7)
in Appendix A and reads

Σ̂<,neq
α,σ (ω) = i

[

fασ(ω)− f0
ασ(ω)

]

Γ̂p
ασ(ω) + i

[

fασ(ω)− f0
ασ(ω)

]

Γ̂f
ασ(ω) + i

[

fασ(ω)− f0
ασ(ω)

]

Γ̂pf
ασ(ω), (23)

where, as before, we are using the matrix notation to
omit explicit reference to the coordinates of the con-

tacts xj , xj′ , j = 1, . . . ,M . The ”hybridization” matrices

Γ̂λ(ω) are

Γ̂p
ασ(ω) = 4~2v2F {γ

2
p ρ̂

0
ασ(ω) + 2γpγfsαρ̂

0
ασ(ω)Re

[

Λ̂r
ασ,ασ(ω)

]

+ γ2
f Λ̂

r
ασ,ασ(ω)ρ̂

0
ασ(ω)Λ̂

a
ασ,ασ(ω)},

Γ̂f
ασ(ω) = 4~2v2F {γ

2
f ρ̂

0
ασ(ω) + 2γpγfsαρ̂

0
ασ(ω)Re

[

Λ̂r
ασ,ασ(ω)

]

+ γ2
pΛ̂

r
ασ,ασ(ω)ρ̂

0
ασ(ω)Λ̂

a
ασ,ασ(ω)},

Γ̂pf
ασ(ω) = Σ̂0,r

ασ,ασ(ω)
[

Λ̂r
ασ,ασ(ω) + 1̂

]

ρ̂0ασ(ω)
[

1̂ + Λ̂a
ασ,ασ(ω)

]

Σ̂0,r
ασ,ασ(ω) (24)

where ρ̂0ασ(ω) = i
[

ĝ0,rασ (ω)− ĝ0,aασ (ω)
]

, and

Λ̂r
ασ,ασ(ω) = Σ̂0,r

ασ,ασ(ω)Ĝ
0,r
ασ(ω), (25)

with [Λ̂r
ασ,ασ(ω)]

† = Λ̂a
ασ,ασ(ω).

B. Transmission functions

The charge current flowing through the terminal l de-
fined in Eq. (9) can be written in terms of the lesser

function defined in (20) as

I l(x) = −ievF

∫ +∞

−∞

dω

2π

[

G<
l+(x, x, ω) − G<

l−(x, x, ω)
]

.

(26)
In what follows we will eliminate the explicit reference
to the coordinate x in the current and we will simply
label this quantity with the terminal index l. The re-
tarded Green’s functions depend on x and we will take
any value of this coordinate within the terminal under
consideration. After identifying the pair of indices ασ
(ασ) corresponding to the incoming (outgoing) channel
of the terminal l and defining the reference chemical po-
tential as the one corresponding to the outgoing channel,
i.e µ0

α,σ ≡ µl− we substitute the lesser function of Eq.
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(20) with the representation defined in Eq. (21) and find

I l = I l0 + evF
∑

jj′

∫ +∞

−∞

dω

2π
Gr
ασ(x, xj , ω){Γ

p
ασ(xj , xj′ , ω) [fασ(ω)− fl−(ω)] + Γf

ασ(xj , xj′ , ω) [fασ(ω)− fl−(ω)]

−
[

Γp
ασ(xj , xj′ , ω) + Γf

ασ(xj , xj′ , ω)
]

[fασ(ω)− fl−(ω)]}G
a
ασ(xj′ , x, ω)− evF

∑

jj′

∫ +∞

−∞

dω

2π
Gr
ασ(x, xj , ω)

×{Γp
ασ(xj , xj′ , ω) [fασ(ω)− fl−(ω)] + Γf

ασ(xj , xj′ , ω) [fασ(ω)− fl−(ω)]}G
a
ασ(xj′ , x, ω), (27)

where the first term corresponds to the current without

tunneling to the other edges

I l0 = −ievF

∫ +∞

−∞

dω

2π

[

G<,eq
ασ (x, x, ω) − G<,eq

ασ (x, x, ω)|µl−

]

= evF

∫ +∞

−∞

dω

2π
[fl+(ω)− fl−(ω)] ρ

0
ασ(x, x, ω). (28)

At zero temperature, substituting (A8) into ρ0ασ(x, x, ω)
results in

I l0 =
e

h
(µl+ − µl−). (29)

Due to the chiral nature of the electronic mo-
tion within the edges, the retarded Green’s function
Gr
R(L),σ(x, xj′ , ω) for right (left)-moving electrons van-

ish for x < x1 (x > xM ), where we assumed that the
scattering region containing the point contacts extends
within [x1, xM ]. In addition, we must take into account
that the terminals placed at the right side of the scat-
tering region(x > xM ) correspond to l+ = R ↑, R ↓ for
l = 3, 4, respectively, while those at the left side have
l+ = L ↑, L ↓ for l = 1, 2, respectively. Thus, the
two last lines of Eq. (27) vanish. For the same reason,

the term ∝ Γ̂pf of (23) does not contribute and the ex-
pression of the current can be cast into the form of the
Landauer-Büttiker formula, see, e.g., Ref. 40,

I l =
e

~

4
∑

l′=1

∫

dω

2π
{Tl+,l′−(ω) [fl′−(ω)− fl−(ω)]},(30)

where Tl+,l′−(ω), l′− = 1, . . . , 4 are transmission func-

tions between the incoming channel l+ and the remain-
ing four channels through the tunneling contacts. For
the model we are considering, these functions explicitly
read

Tl+,l′−(ω) = ~vF
∑

jj′

Gr
ασ(x, xj , ω){δl′,ασΓ

p
ασ(xj , xj′ , ω)

+δl′,ασΓ
f
ασ(xj , xj′ , ω)}G

a
ασ(xj′ , x, ω) + ~vF δl′,ασ

×{ρ0ασ(x, x, ω) −
∑

jj′

Gr
ασ(x, xj , ω)[Γ

p
ασ(xj , xj′ , ω)

+Γf
ασ(xj , xj′ , ω)]G

a
ασ(xj′ , x, ω)}, (31)

where, given l+ ≡ α, σ, the first term corresponds to
the transmission between the channel l′− = α, σ and the
channel l+ = α, σ, the second term corresponds to the
transmission between l′− = α, σ and the channel l+ ≡
α, σ, and the latter is the transmission function between
l′− = α, σ and l+. The functions Γ(xj , xj′ , ω) are the

matrix elements of the hybridization matrix Γ̂p
ασ(ω), for

l′− ≡ ασ or the ones of the matrix Γ̂f
ασ(ω), for l

′− ≡ ασ.

C. Relation to the scattering matrix formalism

It is interesting to notice that the transmission func-
tions defined in the previous section set an explicit rela-
tion between the scattering matrix and the Green’s func-
tion formalism. In the case of transport through nor-
mal tunneling contacts between two reservoirs at different
chemical potentials, Fisher and Lee’s equation41 provides
such an explicit relation. This equation has been gener-
alized to harmonically time-dependent problems,42 but
so far, it has not been analyzed in the context of trans-
port through edge states alone without tunnel coupling
to the contacts. To establish such a relation for trans-
port of helical edge states in bar geometry we proceed as
follows.
For simplicity, we start by considering a single QPC

connecting the top and bottom edge states. In such case
we can set the following identity between elements of the
scattering matrix and the retarded diagonal (in the edge
indices) elements of the Green’s functions

Sl+,l′− = −i
√

~vFG
r
ασ(x, x1, ω)

√

Γα′σ′(x1, x1, ω), (32)

for α′σ′ 6= ασ and α′σ′ 6= ασ. We recall the terminal l
has an incoming edge state characterized by ασ, which is
denoted by l+, and an outgoing one characterized by ασ,
which would be denoted by l−, while l′ injects an edge
characterized by α′σ′, which is denoted by l′−. Hence,
the elements of the scattering matrix defined in Eq. (32)
correspond to terminals l, l′ such that l is on the top (bot-
tom) and l′ is on the bottom (top) of the sample. We also
recall that x lies on the l-th terminal, and x1 is the posi-
tion of the QPC where the tunneling contact between the
edge connected to the l reservoir and the edge connected
to the l′ one . We can easily identify this expression with
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the one proposed by Fisher and Lee. The hybridization
function Γl′−(x1, x1, ω) denotes scattering processes due
to the escape of the electrons from the edge injected into
the reservoir l and the edge leaving the reservoir l′. In
the present case, the contact of the incoming edge state
and the reservoir l is assumed to be ideally ballistic, thus
the hybridization matrix is just represented by ~vF . In
addition, Gr

ασ(x, x
′, ω) = 0 for x′ > x within the l termi-

nal, which is a consequence of the absence of reflection of
the helical edge state into the terminal of departure. In
the present system, this is due to time-reversal symmetry
which dictates lack of scattering between the two states
of a Kramer’s pair. Thus,

Sl+,l− = 0. (33)

In all the cases we define the transmission function as
follows

Tl+,l′− = |Sl+,l′−|
2, (34)

while the conservation of the charge impose
∑

l′′−

Sl+,l′′−S
∗
l′+,l′′− = δl,l′ . (35)

Thus,
∑

l′−

Tl+,l′− = 1. (36)

In the case of M QPC, the scattering between top and
bottom edges becomes multichannel. In such case, Fisher
and Lee’s equation is more suitable represented as

Tl+,l′− = Γl+

M
∑

j,j′=1

Gr
ασ(x, xj , ω)Γα′σ′(xj , xj′ , ω)

×Ga
ασ(xj′ , ω), (37)

for α′σ′ 6= ασ and α′σ′ 6= ασ. We consider a ballis-
tic hybridization parameter Γl+ = ~vF associated to the
ideal connection between the edge and the reservoir l to-
wards it travels, while the M ×M hybridization matrix
Γα′σ′(xj , xj′ , ω) represents the escape to the edge α′σ′,
which is injected from the reservoir l′, through the M
QPCs. Due to the helical nature of the states Tl+,l− = 0,
while due to the conservation of the charge (36)

Tl+,l− = 1−
∑

l′−6=l+

Tl+,l′−, (38)

where l− ≡ l+ denotes the reservoir injecting the ασ
edge state that incomes into the l reservoir. The two
reservoirs l and l are on the same (top or bottom) part
of the sample.

D. Currents for particular configuration of bias

voltages

In order to illustrate the use of the previous expres-
sions we present more explicitly the expressions for the
currents along the terminal l = 3 for three different con-
figurations of voltages.

1. Charge-bias configuration

This corresponds to

V1 = V2 = V ,

(39)

V3 = V4 = 0 .

We, thus, assume µ2 = µ1 = µ + eV and µ3 = µ4 = µ.
Eq. (30) for the current through l = 3 corresponds to
l+ ≡ R, ↑ and l− ≡ L, ↓

I3 =
e

~

∫

dω

2π
{T3,1(ω) [f1(ω)− f3(ω)]

+T3,2(ω) [f2(ω)− f3(ω)]}, (40)

with

T3,1= ~vF
∑

jj′

Gr
R↑(x, xj , ω)Γ

p
L,↑(xj , xj′ , ω)G

a
R↑(xj′ , x, ω),

T3,2= ~vF ρ
0
R↑(x, x, ω)− ~vF

∑

jj′

Gr
R↑(x, xj , ω)×

[

Γp
L↑(xj , xj′ , ω) + Γf

R↓(xj , xj′ , ω)
]

Ga
R↑(xj′ , x, ω), (41)

where we have simplified the notation and expressed
T3,l′ , l′ = 1, 2, instead of T3+,l′− as in the previous sec-
tion. This configuration generates a net longitudinal flow
of charge.
Another possibility is to generate net transverse charge

flow,

V1 = V4 = V ,

(42)

V2 = V3 = 0 .

This corresponds to µ2 = µ3 = µ, and µ1 = µ4 = µ+eV .
In this case the current through l = 3 reads

I3 =
e

~

∫

dω

2π
{T3,1(ω) [f1(ω)− f3(ω)]

+T3,4(ω) [f4(ω)− f3(ω)]}, (43)

with

T3,4 = ~vF
∑

jj′

Gr
R↑(x, xj , ω)Γ

f
R,↓(xj , xj′ , ω)G

a
R↑(xj′ , x, ω).

(44)

2. Spin-bias configuration

Here we have

V1 = −V2 = V ,

(45)

V3 = V4 = 0 .

We, thus, assume µ1 = µ + eV , µ2 = µ − eV and µ3 =
µ4 = µ. In this case the current through l = 3 is given
in Eq. (40).
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Another spin-bias configuration corresponds to

V2 = V4 = V ,

(46)

V1 = V3 = 0 ,

in which case the current through l = 3 reads

I3 =
e

~

∫

dω

2π
{T3,2(ω) [f2(ω)− f3(ω)]

+T3,4(ω) [f4(ω)− f3(ω)]}. (47)

IV. RESULTS

We now show results for the behavior of the current
and the noise power. We focus on temperature T = 0
and µ = 0, and we analyze separately the case of a single
QPC and two QPCs. We have verified that we recover the
results presented in Ref. 28 for the first type of charge
and spin bias configurations presented in the previous
section.
In what follows, we discuss the second type of spin-

bias configurations shown in the previous section, V2 =
V4 = V and V1 = V3 = 0, Eq. (46), which has not been
studied in previous works.28,34 In some cases, we extend
our study to a more general configuration with V2 6= V4

and V1 = V3 = 0.

A. Single point contact

In the case of a single QPC, the transport is not af-
fected by the top and bottom gate voltages Vg,T and Vg,B.
The transmission functions entering the current through
the different terminals can be easily evaluated by substi-
tuting Eq. (B1) in Eq. (31). The final expressions are
summarized for completeness in Appendix D.1.

1. Currents

In Fig. 2 we show the behavior of the currents through
the terminals l = 3, 4 vs the spin-flipping tunneling am-
plitude γf and a finite spin-preserving tunneling γp at
the QPC.
Notice that because of the symmetry of the setup

I1 = I3, I2 = I4 and I3 = −I4. For vanishing γf and γp
there is a net ↑ flow from the left to the right in the upper
terminals, and another net ↑ flow in the lower terminals
and a vanishing current through the QPC. Turning on
just the spin preserving tunneling (γp 6= 0, γf = 0) for
the present bias configuration does not change this pic-
ture. In fact, the contacts 2 and 4 inject an identical
flow of ↑ electrons that travel in opposite directions and
the spin preserving tunneling does not change the zero
value of the net current flowing through the QPC due
to the Pauli exclusion principle. This situation, however,

0 0.25 0.5 0.75 10

0.25

0.5

0.75

1
γ

p
=0.2

γ
p
=0.5

γ
p
=0.8

γ
p
=1

γf

I

FIG. 2. (Color online) Current I1 = I3 = −I2 = −I4 in units
of e2V/h versus spin-flipping term in a spin-bias configuration
V1 = V3 = 0 and V2 = V4 = V . Different plots correspond to
different values of the spin-preserving tunneling γp.

changes with a finite spin flip tunneling γf 6= 0. This tun-
neling process effectively enables the transmission of elec-
trons injected from the contact 2 into the contact 4 after
flipping the spin ↑→↓ at the QPC. Conversely, electrons
injected with ↑ spin from 4 perform a spin flip tunneling
at the QPC and enter the contact 2 with spin ↓. The
net result of these processes is a decreasing net current
through all the terminals as well as through the QPC. In
particular, for small γp and γf ∼ 1, the QPC behaves as
an approximately ballistic contact for each spin species,
allowing for a perfect transfer of particles accompanied by
a spin-flip. For this bias configuration, however, the top-
to-bottom flow is identical to the bottom-to-top one and
they cancel one another, resulting in a vanishing small
net current through the QPC, as well as through the
four terminals.

2. Noise

The corresponding behavior of the noise power is
shown in Fig. 3.
In the upper panel, Fig. 3 a), we show the cross-

correlation function for currents flowing through top and
bottom terminals. We see that the cross-correlation
function for currents flowing through the terminals at
the same voltage, see Eq. (46), is exactly zero, S3,1 =
S2,4 = 0. Instead, the cross-correlation function for cur-
rents flowing through the terminals biased differently,
S2,1 = S3,4, vanishes only for γf = 0. The vanishing
cross-correlator in the latter case is due to the fact that
currents flowing in all the terminals do not fluctuate at
γf = 0, see Fig. 3.
The relevant components of the correlation function

for currents flowing between the top terminals are shown
in Fig. 3 b), where we show S3,3 = S2,2 and S2,3. The
corresponding ones for the bottom terminals can be in-
ferred from the top ones by noticing that S1,4 = S2,3,
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γf

S

FIG. 3. (Color online) The noise power S in units of e3V/(2h)
versus spin-flipping term in a spin-bias configuration V1 =
V3 = 0 and V2 = V4 = V . a) The cross-correlation func-
tions S3,1 = S2,4 (dashed blue line) and S2,1 = S3,4 (solid
lines) for currents flowing between the top l = 2, 3 and bot-
tom l = 1, 4 terminals. b) The cross-correlation function S2,3

(dashed lines with open symbols) and the auto-correlation
functions S2,2 = S3,3 (solid lines with solid symbols) for cur-
rents flowing through the top l = 2, 3 terminals. Different
colors and symbols correspond to different values of γp.

S3,3 = S1,1 and S4,4 = S2,2. Let us begin analyzing S23,
which is shown in dashed lines in Fig. 3 b). It is zero at
γf = 0, since, as mentioned above, in this case the cur-
rents are non-fluctuating. As γf is turned on, the current
through the QPC increases, implying an increasing noise
power S2,3.

3. The Pauli peak

The electron flows emanated by the metallic contacts
2 and 4 are not fluctuating at zero temperature. They
can fluctuate only after the electron reflections and trans-
missions that take place at the QPC. In the absence of
spin-flip tunneling in the bias configuration defined in
Eq. (46), electrons with the same spin injected from ter-
minals 2 and 4 collide at the QPCs and are backscattered
into the terminals 1 and 3. Thus, if both incoming chan-

0.25 0.5 0.75 1

00.511.52
-0.4

0

0.4

γf

S

V2

FIG. 4. (Color online) The cross-correlation function S1,3

(the lower sheet) and the auto-correlation function S3,3 (the
upper sheet) both in units of e3V/(2h) are shown as function
of both the spin-flip rate γf and the voltage V2. The latter
quantity is normalized by V4 = V , hence, V2 = V4 (∆V = 0)
corresponds to V2 = 1 in the figure.The spin-preserving rate
is γp = 0.5. The voltages V1 = V3 = 0.

nels, from the contacts 2 and 4 are fully filled up to the
same level, that happens at V2 = V4, then both outgoing
channels, into contacts 1 and 3, will be also fully filled
to the same level. This is because the Pauli exclusion
principle forces the electrons colliding at the QPC to go
to different outputs (see, e.g., Refs. 37 and 43 for a more
detailed discussion). As a consequence, not only the in-
coming currents I2 and I4, but also the outgoing ones, I1
and I3 (if V1 = V3 = 0) will be non-fluctuating. There-
fore, for γf = 0 we have S1,1 = S3,3 = 0 as it is clear
in Fig. 3 b). The cross-correlator of non-fluctuating cur-
rents is trivially zero, S1,3 = 0. If two incoming channels
are filled up to different levels, ∆V ≡ V2 − V4 6= 0, then
the excess flow from the contact with higher level will
be scattered between two outgoing channels. Since one
particle cannot be scattered to both outputs simultane-
ously, the outgoing streams become fluctuating, S1,1 > 0,
S3,3 > 0, and S1,3 < 0, see Fig. 4. These fluctuations are
referred to as the shot noise appeared due to indivisibility
of carriers.37

The spin-flip processes, γf 6= 0, open additional scat-
tering channels. In this case, electrons can be scattered
to the terminals 2 and 4, which causes current fluctua-
tions even for V2 = V4. The reason for these current fluc-
tuations is a smaller number of (completely and equally
filled) incoming channels in comparison to the number
of outgoing channels. In fact, spin-flip processes opens
the total number of four outgoing channels, while the
incoming ones are just two. It is, however, remarkable
that, even in the presence of spin-flip processes the cross-
correlator S13 = 0, see the plot in dashed lines of Fig. 3
a). The vanishing value of the latter cross-correlator for
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γf 6= 0 and V2 = V4 can be explained as due to the
cancellation of positive two-particle contributions, when
electrons from 2 an 4 attempt to enter the same ter-
minal 1 or 3, and negative single-particle contribution to
noise, when each electron is scattered independently. For
a more detailed discussion, see Ref. 44.
In Fig. 4 we show S1,3 and S3,3 as a function of both

the rate of spin-flip tunneling γf and a bias difference
∆V = V2 − V4. Both correlators are suppressed for
∆V = 0. Since this suppression is due to the fermionic
correlations arising between colliding electrons, we use
the names of the Pauli peak for S1,3 and the Pauli dip
for S3,3 as functions of ∆V . This peak/dip structure
is clearly visible at a small rate of spin-flip scattering,
γf → 0, in Fig. 4 . While the cross-correlator is sup-
pressed down to zero, the auto-correlator’s dip depends
on the rate of spin-flip processes γf . To show this explic-
itly we use the scattering matrix approach40,45, and cal-
culate S3,3 analytically at V2 = V4 = V and V1 = V3 = 0 :

S3,3 =
e3

h
{T3,1 [|V2|T3,2 + |V4|T3,4] + |V2 − V4|T3,2T3,4} ,

(48)

S3,1 = −
e3

h
|V2 − V4|T3,2T3,4 ,

where the transmission functions Tl,l′ are presented in
Appendix D. It becomes apparent from the previous
expression that S1,3 = 0 at V2 = V4. For γf → 0 and
V2 = V4 = V we find the following behavior of S3,3 in the
leading order in the spin-flip rate,

S3,3 =
e3V

h

4γ2
f

(1 + γ2
p)

2
+O

(

γ4
f

)

. (49)

Thus the gap between the maximum of S13 and the mini-
mum of S33 would unambiguously demonstrate an actual
presence of spin-flip scattering at the QPC allowed by the
symmetry of helical states.
The numerical calculations confirm that the above re-

lations, Eqs. (48) and (49), completely agree with the
results of the Green’s function approach, see Eqs. (14)
and (41), (44).
The Pauli peak in the cross-correlation function (as a

function of a bias asymmetry ∆V ) is robust and is the di-
rect consequence of the fermionic nature of carriers. The
gap appearing between the cross- and auto-correlation
functions at both V2 = V4 and γf 6= 0 is a direct con-
sequence of the helical nature of the edge states. An-
other peculiar manifestation of the helical nature of edge
states has been recently predicted in Ref. 46 under the
name of Z2 peak. This feature manifests itself in the
dependence of the current cross-correlator on the exter-
nal magnetic field B as a peak at B = 0. The origin is
an exact cancellation of two different components of the
noise, the partition noise and the exchange noise. Such

cancellation is a consequence of the time-reversal sym-
metry of the helical state. It is removed as soon as it
is broken by a small magnetic field B, in which case the
cross-correlation function becomes finite and negative.
For γf = 0, our setup of helical states can be effectively

decoupled into two overlapping but independent sets of
chiral edge states connected in pairs by the QPC. In this
case, the Pauli peak and dip discussed above is analo-
gous to the one discussed47 and measured48 for electrons
emitted with the same rate by two single-electron sources
into a chiral edge state of a two-dimensional electron gas
in the quantum Hall effect coupled by a QPC. The differ-
ence between emission times ∆τ of single-electron sources
plays the same role as the voltage difference ∆V = V2−V4

in the present case. For ∆τ = 0 electrons collide at the
QPC and due to the Pauli principle they are necessar-
ily scattered to different outputs. Hence, the outgoing
currents are noiseless. In contrast, if two electrons pass
the QPC at different times, ∆τ 6= 0 they are scattered
independently. This results in the shot noise (a positive
auto-correlator and a negative cross-correlator for out-
going currents). Instead, for γf 6= 0, the behavior of
the noise power in our setup with helical states is analo-
gous to an electronic circuit with chiral states as waveg-
uides having the number of outgoing states exceeding the
number of populated incoming states. In particular, in
Ref. 44 it was shown that for the synchronized emission
of electrons in two incoming channels (the analogue of
∆V = 0 in our setup) the cross-correlator vanishes while
the auto-correlator remains finite as in our case.

B. Two point contacts

In the case of an interferometer with two QPC, the cur-
rent exhibits oscillations when plotted against the gate
potentials. The relevant transmission functions can be
calculated from the retarded Green’s function and the hy-
bridization function presented in Appendix C. For com-
pleteness, we present the explicit expression for these
functions in Appendix D2. The different interference
processes are characterized by two phases defined in
Eq.(D3), the Fabry-Pérot phase φFP , which is symmet-
ric in gate voltages, and the Mach-Zehnder phase φMZ ,
which is antisymmetric in gate voltages. The first phase
is associated with the spin-preserving tunneling when a
particle traverses the arms of the interferometer in the
same direction (clockwise or anticlockwise ) like in the
Fabry-Pérot interferometer. Instead, the second phase is
associated with the spin-flip tunneling, which forces an
electron to traverse the interferometer only once similarly
to what happens in the Mach-Zehnder interferometer.
At this point, we would like to further justify the

choice of the name MZ for the phase that is antisym-
metric in the gate voltages. Notice that it differs from
the one used in Refs. 28, 33–35, where it is referred to
as the ”Aharonov-Bohm” (AB) phase. Since the lat-
ter suggests the phase induced by the vector potential



10

associated to a magnetic flux penetrating the system,49

we prefer to avoid that denomination in the present sys-
tem, which preserves time-reversal invariance. There is
literature on the Aharonov-Bohm effect induced by the
scalar potential,50–52 which could eventually justify the
use of that term in the present context. However, it
is not clear in those systems whether the effect is due
to the extra phase acquired by electrons according to
the Aharonov-Bohm mechanism53,54 or simply due to
the change of the electron trajectories50 or the electron
density.52 For this reason, we find it more appropriate to
use the name Mach-Zehnder with the aim of emphasiz-
ing that the electron traverse the interferometer’s arms
in the same direction.29 Generally both phases φMZ and
φFP are involved into the same interference process.

1. Current

In Fig. 5, we show the behavior of the current at the
Fermi energy in terminal l = 3 versus the two phases for
the configuration V1 = V3 = 0 and V2 = V4 = V , and
different values of the spin-flipping tunneling. As in the
case of a single QPC, the different currents are related as
I1 = I3, I2 = I4 and I3 = −I4.
Interestingly, for this configuration of voltages, the in-

terference is not effective for γf = 0. Thus, for vanishing
spin-flip tunneling, the current in terminals l = 1, 3 is just
I03 = I01 . As in the case of a single QPC, the reason for
this behavior is the Pauli exclusion principle according
to which both outgoing channels have to be equally pop-
ulated if two incoming channels are equally populated.
Therefore, the outgoing currents are not sensitive to gate
voltages at this bias configuration.
For γf 6= 0, the current through the interferometer

becomes sensitive to gate voltages. Moreover, the two
interference processes compete. In the upper panel we
show that for vanishing φMZ , interference effects sys-
tematically decrease the conductance through the ter-
minal l = 3 bellow the conductance quantum e2/h.
As functions of φFP it presents maxima (minima) at
φFP = 2mπ, (φFP = (2m + 1)π), with m integer. In-
stead, for φFP = 0, the l = 3 conductance as a function of
φMZ achieves maxima equal to the conductance quantum
e2/h for φMZ = (2m+ 1)π and minima for φMZ = 2mπ
which become deeper as γf increases.

2. Noise

The corresponding behavior of the noise power at the
terminal l = 3 is shown in Fig. 6.
The perfect transmission through this terminal ob-

served in Fig. 5 for γf = 0 is related to a vanishing noise,
S3,3 = 0. As this tunneling parameter is switched on the
noise power displays oscillations as a function of φMZ

and φFP . In Fig. 6a we show the dependence on φFP of
the noise power S3,3 for φMZ = 0. We identify a value γ∗

f
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FIG. 5. (Color online) Current oscillations in terminal 3 ver-

sus the Fabry-Pérot phase φFP =
eL(VgT +VgB)

~vF
and versus

the Mach-Zehnder phase φMZ =
eL(VgB−VgT )

~vF
. The current

is given in units of e2V/h. We set γp = 0.2 and γf = 0 (black
solid curve), γf = 0.1 (red dashed- double dotted curve),
γf = 0.2 (blue dotted curve) and γf = 0.5 (orange dashed-
dotted curve).

such that for small γf < γ∗
f , the noise power increases and

has maxima (minima) at the phases where the conduc-
tance has minima (maxima), i.e. for φFP = (2m + 1)π,
(φFP = 2mπ) with m integer. For the parameters of the
Fig. γ∗

f ∼ 0.25. This value of γf corresponds to the one
for which the conductance of this terminal achieves the
value G3 = I3/V = e2/(2h) for some values of φFP . The
corresponding noise power at these points is the maxi-
mum possible value S3,3 = e3V/(2h) and the noise power
turn to have local minima for φFP = (2m + 1)π. For
large enough γf , G3 < e2/(2h), ∀φFP and the noise
power follows the pattern of maxima (for φFP = 2mπ)
and minima (for φFP = (2m+ 1)π) of the conductance.
Fig. 6b shows the dependence on φMZ of the noise power
S3,3 for φFP = 0. In this case, the noise vanishes for
φMZ = (2m + 1)π, for which G3 = e2/h. For γf < γ∗

f

the noise power displays maxima at φMZ = 2mπ, but
this maxima turn to local minima for γf ≥ γ∗

f as a con-

sequence of the fact that G3 < e2/(2h) for these values.
The cross correlation between the currents through the
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FIG. 6. (Color online) Shot-Noise oscillations of terminal l =

3 versus the Fabry-Pérot phase φFP =
eL(VgT +VgB)

~vF
(φMZ =

0) and versus the Mach-Zehnder phase φMZ =
eL(VgB−VgT )

~vF

(φFP = 0), for a spin-bias configuration V1 = V3 = 0 and
V2 = V4 = V . The noise power is given in units of e3V/(2h).
We set γp = 0.2 and γf = 0 (black solid curve), γf = 0.1 (red
dashed- double dotted curve), γf = 0.2 (blue dotted curve)
and γf = 0.5 (orange dashed-dotted curve).

top terminals are shown in Fig. 7.

Here we observe that the minima (maxima) of |S2,3|
always occur at φFP (MZ) = 2mπ. The maxima do not

reach the bound e3V/(2h). Finally, in Fig. 8 the top-
bottom correlation function S3,4 is showed. This noise is
zero just for γf = 0, in contrast of S1,3 (or S2,4) which
vanish for any value of γf . The absolute value of the
top-bottom noise correlations for φMZ = 0, shown in the
upper panel of Fig. 8, has minima (maxima) for φFP =
2mπ (φFP = (2m + 1)π). For φFP = 0 this quantity
presents a more complicated structure as a function of
φMZ as the tunneling parameter γf varies. For any value
of this parameter, it vanishes at φMZ = (2m+ 1)π. For
γf < γ∗

f the absolute value |S2,4| has maxima at φMZ =
2mπ, while for γf ≥ γ∗

f it has local minima for these

values of φMZ . Unlike other cases, |S2,4| does not reach
the upper bound e3V/(2h) for any phase φMZ .
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FIG. 7. (Color online) Shot-Noise oscillations between termi-
nals l = 2 and l = 3 versus the Fabry-Pérot phase φFP =
eL(VgT +VgB)

~vF
and versus the Mach-Zehnder phase φMZ =

eL(VgB−VgT )

~vF
, for a spin-bias configuration V1 = V3 = 0 and

V2 = V4 = V . The noise power is given in units of e3V/(2h).
We set γp = 0.2 and γf = 0 (black solid curve), γf = 0.1 (red
dashed- double dotted curve), γf = 0.2 (blue dotted curve)
and γf = 0.5 (orange dashed-dotted curve). Note that the
cross-correlator of bottom terminals S1,4 = S2,3.

V. SUMMARY AND CONCLUSIONS

We have presented a formal treatment based on non-
equilibrium Green’s function formalism to study the
transport properties of interferometers of helical edge
sates in bar geometries. We have derived expressions
for the currents and we have defined transmission func-
tions. The latter are the building blocks of the scattering
matrix approach. In setups consisting of a small system
connected to two or more particle reservoirs, the rela-
tion between these two formalisms is well known since
the work by Fisher and Lee41 for stationary transport.
In Ref. 55 the suitable generalization to systems with ac
driving was carefully analyzed. The case of currents flow-
ing through edge states is special in the sense that the
latter constitute reservoirs that support chiral currents.
The contacts to metallic terminals just set the proper
imbalance between them giving rise to a net current. In
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FIG. 8. (Color online) Shot-Noise oscillations between top
l = 3 and bottom l = 4 terminals versus the Fabry-Pérot

phase φFP =
eL(VgT +VgB)

~vF
, and versus the Mach-Zehnder

phase φMZ =
eL(VgB−VgT )

~vF
, for a spin-bias configuration

V1 = V3 = 0 and V2 = V4 = V . We show the oscillations
for distinct values of spin-flipping term γf = 0 (black solid
curve),γf = 0.1 (red dashed- double dotted curve),γf = 0.2
(blue dotted curve),γf = 0.5 (orange dashed-dotted curve).
The noise power is given in units of e3V/(2h). We set
φMZ = 0 and γp = 0.2. For the rest of top-bottom corre-
lators we have that S1,3 = S2,4 = 0 for any value of γf and
S1,2 = S3,4.

the present work, we have presented the generalization of
Fisher and Lee’s relation between the two formalisms for
edge states currents (see sections III B, III C). We have
also presented the expressions for the noise power in the
Green’s function formalism.
We have used these formal tools to analyze the trans-

port properties of helical electronic circuits containing
one or two quantum point contacts, inducing tunnel-
ing and scattering processes between the different edge
states. Typically this type of effects are expected to take
place preserving or flipping spin. We have focused on
identifying the features induced in the transport proper-
ties (currents and current-current correlation functions)
originated in the spin-flip scattering processes at the
QPC allowed by the symmetry of helical states. Impor-
tantly, for the case of a single QPC, we have identified

a peculiar feature, the Pauli peak-dip structure in the
current-current correlation functions, see Fig. 4, which
allows to identify the presence or absence of a spin-flip
scattering. For two QPC, following Refs. 28, 33–35 we
have assumed in the present work that applying gates
within a finite region of the top and bottom edges in-
duce additional potentials VgT and VgB within the he-
lical state. These additional potentials in turn change
the electron phase, which yields a rich structure of cur-
rents and current-current correlation functions, with pat-
terns of maxima and minima. This structure is the con-
sequence of competing interference processes and has two
important experimental outcomes. On one hand, the
necessary condition for these features to exist it a non-
vanishing value of the spin-flip tunneling. Thus, the ob-
servation of these patterns is an important signature to
identify and quantify the relevance of the spin-flip tun-
neling. On the other hand, their observation would en-
able to verify the idea that the electron phase in helical
edge states can be locally controlled by this type of gates.
That would be an important breakthrough, which would
open a wide research avenue in the usage of solid state
linear electronics for efficient quantum computation. In
fact, with such phase shifters, quantum point contacts
as wave splitters, single electron sources,56,57 and metal-
lic contacts as detectors, all the necessary elements for
quantum computation would be available in full analogy
with quantum optics.58
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Appendix A: Evaluating the Dyson’s equation for

the Green’s functions

The equation of motion (16) leads to the Dyson’s equa-
tion (DE) for the retarded Green’s functions (15). The
four elements with edge indices ασ and ασ can be orga-
nized in 2× 2 matrices as follows

Gr(x, x′, ω) = g0,r(x, x′, ω) +
∑

j,j′

Gr(x, xj , ω)×

Σ0,r(xj , xj′ , ω)g
0,r(xj′ , x

′, ω), (A1)

with

Gr(x, x′, ω) =

(

Gr
ασ,ασ(x, x

′, ω) Gr
ασ,ασ(x, x

′, ω)
Gr

ασ,ασ(x, x
′, ω) Gr

ασ,ασ(x, x
′, ω)

)

,

(A2)
and

g0,r(x, x′, ω) =

(

g0,rασ (x, x
′, ω) 0

0 g0,rασ (x, x
′, ω)

)

. (A3)
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The elements of the above matrix are the retarded
Green’s function for the uncoupled edge

g0,rασ (x, x
′, ω) =

1

~

∫ +k0

−k0

dkeik(x−x′)g0,rk (ω),

g0,rk (ω) =
1

ω − (vα~k + eVg,ασ) + iη
, (A4)

which in the limit of k0 → ∞ results

g0,rασ (x, x
′, ω) = −

i

vF~
Θ(sα(x− x′))×

exp

[

i
1

vF~
(ω − eVg,ασ)(x− x′)

]

,(A5)

where Vg,ασ = Vg,T if ασ = R ↑, L ↓ and Vg,ασ = Vg,B if
ασ = R ↓, L ↑.

The self energy in (A1) is defined by back substituting
the DE for the Green’s functions with indices ασ, ασ and
ασ,ασ:

Gr
ασ,ασ(x, x

′, ω) =
∑

j

2~vF [γpG
r
ασ,ασ(x, xj , ω) + sαγfG

r
ασ,ασ(x, xj , ω)]g

0,r
ασ (xj , x

′, ω),

and

Gr
ασ,ασ(x, x

′, ω) =
∑

j

2~vF [γpG
r
ασ,ασ(x, xj , ω) + sαγfG

r
ασ,ασ(x, xj , ω)]g

0,r
ασ (xj , x

′, ω).

The result is

Σ0,r(xj , xj′ , ω) = 4~2v2F ×




γ2
pg

0,r
ασ (xj , xj′ , ω) + γ2

fg
0,r
ασ (xj , xj′ , ω) γfγp

[

sαg
0,r
ασ (xj , xj′ , ω) + sαg

0,r
ασ (xj , xj′ , ω)

]

γfγp

[

sαg
0,r
ασ (xj , xj′ , ω) + sαg

0,r
ασ (xj , xj′ , ω)

]

γ2
fg

0,r
ασ (xj , xj′ , ω) + γ2

pg
0,r
ασ (xj , xj′ , ω)



 . (A6)

The DEs for the lesser Green’s functions can be derived
from Eqs. (A1), (A6) and (A6) by recourse to Langreth

rules,39 according to which given a product of retarded
Green’s functions ArBr, then (AB)< = A<Ba + ArB<.
In the case of (A1) the result is

G<(x, x′, ω) =

M
∑

j′,j′′=1

[

Λ0,r(x, xj′ , ω) + δ(x− xj′ )
]

g0,<(xj′ , xj′′ , ω)[δ(xj′′ − x′) + Λ0,a(xj′′ , x
′, ω)]

+
M
∑

j,j′=1

Gr(x, xj , ω)Σ
0,<(xj , xj′ )G

a(xj′ , x
′, ω), (A7)

with Λ0,r(x, xj′ , ω) =
∑

j G
r(x, xj , ω)Σ

0,r(xj , xj′ , ω) =

[Λ0,a(xj′ , x, ω)]
†, while

g0,<ασ (x, x′, ω) = ifα,σ(ω)ρ
0
ασ(x, x

′, ω),

ρ0ασ(x, x
′, ω) = i

[

g0,rασ (x, x
′, ω)− g0,aασ (x, x

′, ω)
]

=
1

~

∫

dke−ik(x−x′)δ(ω − ǫασ). (A8)

Here ǫασ = sαvF~k + eVg,ασ , with sα = ±1, α = R,L
and σ =↑, ↓, while fα,σ(ω) = f(ω − µα,σ), and µα,σ is
the chemical potential of the reservoir from where the

electrons are injected.
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Appendix B: Retarded Green’s function for a single

QPC

The Dyson equation (A1) for a single QPC at x1 can
be solved resulting,

Gr
R,↑(x, x1, ω) =

G0
R,↑(x, x1, ω)

1− ΣR
R,↑(x1, x1, ω)G0

R,↑(x1, x1, ω)
.

(B1)
Using Eq.(A4) and Eq.(A6) we find

Gr
R,↑(x, x1, ω) = −

iΘ(x− x1)

vF ~

e
i ω
~vF

(x−x1)

1 + γ2
p + γ2

f

. (B2)

The other components are calculated from the fol-
lowing relations Gr

L,↑(x, x
′, ω) = Gr

R,↑(x
′, x, ω) and

Gr
α,↓(x, x

′, ω) = Gr
α,↑(x, x

′, ω), α = L,R. The hy-

bridization term is ΓL↑(R↓) = 4vF~γ
2
p(f).

Appendix C: Retarded Green’s function for two

QPCs

We consider two point contacts at x1 and x2, with
x1 < x2.In the general case (γp(f) 6= 0), the equations
for the two spin species are coupled and the solution for
x > x2 of the diagonal for the R, ↑ movers reads

Gr
R↑(x, x1;ω) =

ie
i

vF ~
(x−x1)(ω−eVg,T )

~vF∆

[

−1 + γ2
p + γ2

f

(

1 + 2e
iL

vF ~
(eVg,T −eVg,B )

)]

,

Gr
R↑(x, x2;ω) = −

ie
i

vF ~
(x−x2)(ω−eVg,T )

~vF∆

[

1 + γ2
f + γ2

p

(

1 + 2e
iL

vF ~
(2ω−eVg,T −eVg,B)

)]

, (C1)

with ∆ = 4γ2
pe

i L
~vF

(2ω−eVgT −eVgB )
+ (1 + γ2

p + γ2
f )

2. For
x < x1, we have

Gr
L↓(x, x1;ω) = −

ie
− i

vF ~
(x−x1)(ω−eVg,T )

~vF∆

[

1 + γ2
f + γ2

p

(

1 + 2e
iL

vF ~
(2ω−eVg,T −eVg,B)

)]

,

Gr
L↓(x, x2;ω) ==

ie
− i

vF ~
(x−x2)(ω−eVg,T )

~vF∆

[

−1 + γ2
p + γ2

f

(

1 + 2e
iL

vF ~
(eVg,T −eVg,B )

)]

. (C2)

The other spin diagonal components are calculated
changing Vg,T → Vg,B .

Appendix D: Transmission functions

Since the system we are dealing is time-reversal, the
transmission functions fulfill Tα,β = Tβ,α. Hereinafter
we present the expressions for all transmission functions
in distinct cases (single and double QPC), see Ref. 28.

1. Single QPC

In the case where is a single QPC, we have the following
transmission functions,

T1(2),3(4) =
4γ2

f

(1 + γ2
p + γ2

f )
2
,

T2(1),3(4) =
(−1 + γ2

p + γ2
f )

2

(1 + γ2
p + γ2

f )
2
,

T4(1),3(2) =
4γ2

p

(1 + γ2
p + γ2

f )
2
. (D1)
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2. Two QPC

In the case with two QPC, the transmission functions
are:

T1(2),3(4)=
8γ2

f [−1 + γ2
f + γ2

p ]
2[1 + cosφMZ ]

|∆|2
,

T2(1),3(4)=
1

|∆|2

[

(−1 + γ2
f + γ2

p)
4

+16γ4
f − 8γ2

f (−1 + γ2
f + γ2

p)
2 cosφMZ

]

,

T4(1),3(2)=
8γ2

p[1 + γ2
f + γ2

p]
2[1 + cos(2ωL

~vF
− φFP )]

|∆|2
,(D2)

where ∆ = 4γ2
pe

i L
~vF

(2ω−eVgT −eVgB)
+ (1 + γ2

p + γ2
f )

2,
and

φMZ =
eL(Vg,B − Vg,T )

vF~

φFP =
eL(Vg,B + eVg,T )

vF~
. (D3)
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L. W. Molenkamp, X. L. Qi, and S.-C. Zhang, Science 318,
766 (2007).

13 M. König, H. Buhmann, L. W. Molenkamp, T. Hughes,
C.-X. Liu, X.-L. Qi, and S.-C. Zhang, J. Phys. Soc. Jpn.
77, 031007 (2008).
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44 M. Moskalets and M. Büttiker, Physical Review B 83,

035316 (2011).
45 M. V. Moskalets, Scattering matrix approach to non-

stationary quantum transport (Imperial College Press, Lon-
don, 2011).

46 J. M. Edge, J. Li, P. Delplace, and M. Büttiker, Physical
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D. C. Glattli, A. Cavanna, B. Etienne, and Y. Jin, Science
316, 1169 (2007).

57 M. D. Blumenthal, B. Kaestner, L. Li, S. P. Giblin, T. J.
B. M. Janssen, M. Pepper, D. Anderson, G. A. C. Jones,
and D. A. Ritchie, Nature Physics 3, 343 (2007).

58 E. Knill, R. Laflamme, and G. J. Milburn, Nature 409, 46
(2001).


