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Abstract: Chaotic intermittency is characterized by a signal that alternates aleatory between long
regular (pseudo-laminar) phases and irregular bursts (pseudo-turbulent or chaotic phases). This
phenomenon has been found in physics, chemistry, engineering, medicine, neuroscience, economy,
etc. As a control parameter increases, the number of chaotic phases also increases. Therefore,
intermittency presents a continuous route from regular behavior to chaotic motion. In this paper,
a review of different types of intermittency is carried out. In addition, the description of two recent
formulations to evaluate the reinjection processes is developed. The new theoretical formulations
have allowed us to explain several tests previously called pathological. The theoretical background
also includes the noise effects in the reinjection mechanism.
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1. Introduction

Chaos theory has many fields of investigation, such as the different routes to chaos.
One route is chaotic intermittency, which has been observed in several subjects. Batchelor
and Townsend, in the middle of the previous century, used the word intermittency to give
an account of the fluctuating velocity in turbulent flows [1]. Subsequently, intermittency
has been found in many and varied physical phenomena such as the nonlinear behavior
of transient periodic plasma and conducting fluids [2–5], fluid mechanics and turbulent
flows [6–10], Rayleigh–Benard convection [11], electronic digital oscillator [12], logistic
map [13], Alfven wave-fronts and derivative nonlinear Schrodinger equation [14,15], pre-
mixed combustion [16], Lorenz system [17], coupled oscillators [18–21], catalytic reactors [22],
Ginzburg Landau equation [23], solar cycles [24], spatiotemporal chaos [25,26], thermoa-
coustic instability [27], control chaos [28], etc. Furthermore, chaotic intermittency is
also observed in systems in economics [29,30], medicine, [31,32], neuroscience [33,34],
genetics [35], and marine biology [36,37]. Therefore, a more suitable understanding of
chaotic intermittency can collaborate to describe these phenomena accurately. In addition,
the correct description of chaotic intermittency possesses significance for systems whose
precise equations are partially or totally unknown.

There are three classical routes by which continuous or discrete dynamical systems can
evolve from regular functioning to chaotic behaviors: quasi-periodic route, period-doubling
scenario, and intermittency [38]. In chaotic intermittency, the dynamical system solutions
display alternation between regular or pseudo-laminar phases and chaotic bursts or non-
regular phases. The laminar phases correspond to pseudo-equilibrium, pseudo-periodic
solutions, and quasi-invariant objects close to them that the system may consume for a long
time. On the other hand, the burst ones are consistent with chaotic evolution [39].

Approximately 50 years ago, chaotic intermittency was categorized into three different
types, known as I, II, and III [17,40,41]. This classification was according to the fixed point
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eigenvalues in the local Poincaré map or the Floquet multipliers of the continuous-system
periodic solution [38,39,42]. Later works introduced other types of chaotic intermittency
such as on–off, eyelet, ring, and in–out, type-X, and type-V [43–48].

The monodromy operator multipliers determine the type of intermittency [49]. Type-I in-
termittency happens if the periodic solution loses its stability by a cyclic-fold bifurcation [50],
then a multiplier goes away from the unit circle by the real axis across +1. Type-II inter-
mittency is born in a sub-critical Hopf bifurcation or a Neimark–Sacker bifurcation [38,51].
Accordingly, two complex-conjugate Floquet multipliers gets out the unit circle. Therefore,
it is a consequence of a bifurcation scenario for T2 torus breakdown. A sub-critical period-
doubling bifurcation generates a type-III intermittency. In this bifurcation, an unstable
period-2 orbit encounters and destabilizes a stable period-1 orbit. Type-III intermittency
presents a progressive increase throughout the laminar phase of a period-2 component in
the motion [52]. In addition, a one-dimensional map F(x) showing a sub-critical period-
doubling bifurcation possesses a positive Schwartzian derivative, SF(x):

SF(x) = F′′′(x)/F′(x)− 1.5
(

F′′(x)/F′(x)
)2

> 0 . (1)

Chaotic intermittency may be investigated using one-dimensional maps (Poincaré maps)
[38,39,42]. These maps have two main characteristics: a particular local map and a reinjec-
tion process or reinjection mechanism. The specific local map depicts the type of intermit-
tency. The reinjection mechanism returns the trajectories from the chaotic regime to the
laminar one. Therefore, the reinjection mechanism determines the reinjection probability
density function (RPD). It considers only points in the laminar region, but in the preceding
period they have not been there. Note that the RPD is used to describe the reinjection
process and is defined by the chaotic dynamics of the system itself. The probability of the
reinjection points being in a particular sub-interval inside the laminar interval equals the
integral of the RPD in the sub-interval. The RPD function specifies the probability that
trajectories are returned (reinjected) into the laminar zone around to the unstable or even
the vanished fixed point, and together with the local map outline all the dynamical features
of the system.

The precise determination of the RPD function is extremely significant in correctly
describing the chaotic intermittency phenomenon. In addition, the evaluation of the
RPD function from experimental or numerical is a hard task due to the large amount of
data involved, and it is difficult to estimate the statistical fluctuations generated in the
numerical result and experimental data. Several strategies were utilized to calculate the
RPD function. Most results in the classical theory of chaotic intermittency were obtained
considering uniform reinjection inside the laminar interval [41,42,53]. Other implemented
RPD functions were constructed using specific characteristics of the nonlinear processes.
For example, in type-I intermittency the reinjection was restricted to the fixed point [54], and
for the intermittency of type-III the RPD function was assumed proportional to (x− a)−1/2,
with a = constant [55]. Notwithstanding, these RPD functions cannot be generalized to
other nonlinear systems.

Two new methodologies together with their theoretical background to obtain the RPD
function were introduced in recent years. One of them is the M function methodology [56–64].
This methodology introduces a generalized power law for the RPD. It has been shown
to be very accurate for a broad class of one-dimensional maps showing type-I, II, III,
and V intermittencies. In addition, the M function methodology includes the classical
approximation because it contains the uniform reinjection as a particular case. The second
one is called the continuity technique. It utilizes the Perron–Frobenius operator to compute
the reinjection probability density function. In the same way as the methodology of the
M function, the continuity technique has been shown to be accurate for several maps
displaying different types of intermittency [65–67].

To more precisely describe the intermittency phenomenon, other statistical functions
are used, such as the probability density of the laminar lengths (ψ(l)), the average laminar
length (l̄), and the characteristic relation (l̄ = l̄(ε)). Nonetheless, these functions depend on
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the RPD. To calculate them, we previously have to know the reinjection probability density
function [39,42].

The RPD and the other statistical functions used to describe the chaotic intermittency
are affected by the noise and the lower boundary of reinjection (LBR). The M function
methodology has been extended to incorporate both phenomena [68–70].

This paper presents a review of chaotic intermittency, with an emphasis on the evalua-
tion of the RPD and other statistical functions.

2. Types of Chaotic Intermittency

Let us analyze a periodic solution of an autonomous continuous-time system. It is
stable for some values of the control parameters. At that time, if a control parameter
is modified until the periodic solution loses stability, the development of the solution
shall depend on how the Floquet multipliers go away from the unit circle in the complex
plane [38,42,53]. Note that the metamorphoses of a family of solutions around a closed
orbit is a complex problem of bifurcation theory [71].

The existence of type-I, II, and III intermittency depends on the monodromy operator
multiplier. Type-I intermittency occurs by a cyclic-fold bifurcation, then a multiplier goes
away from the unit circle across +1. Type-II intermittency is born in a sub-critical Hopf
bifurcation (or a Neimark–Sacker bifurcation), in which two complex-conjugate multipliers
move away from the unit circle. Finally, type-III intermittency appears if a multiplier gets
out the unit circle by −1, and a sub-critical period-doubling bifurcation happens [38,49,51].

2.1. Type-I Intermittency

Type-I intermittency is probably the most studied intermittency. Numerous books
and papers describe it. When a control parameter surpasses the threshold value, type-I
intermittency is born in a cyclic-fold bifurcation, then the fixed point of the Poincaré map
vanishes.

To introduce the classic theoretical model for different types of intermittency, we use
the following nonlinear system:

dx
dt

= f(x, ε) (2)

where x ∈ Rn is the variable vector, f ∈ Rn is the vector field, and ε is a control parameter.
For ε > εc, a monodromy operator multiplier (or Floquet multiplier) related with a

periodic solution of Equation (2) goes away the unit circle by +1, starting a discontinuous or
catastrophic cyclic-fold bifurcation (bifurcation of codimension-one). The manifold of this
multiplier possesses significant information related to intermittency—in other directions,
there is dissipation [38]. Accordingly, to understand intermittency, we can study only a
one-dimensional map associated with this manifold xn+1 = F(xn, ε), where xn , F ∈ R.

For type-I intermittency, the characteristic local map is [72]:

xn+1 = ε + xn + ax2
n (3)

The value of control parameter ε determines the number and stability of the fixed
points of this map. For ε < 0, two fixed points exist. One is stable, and the other is unstable.
When ε = 0, both fixed points collide and meet in only one fixed point. Finally, for ε > 0,
the map does not have fixed points (tangent bifurcation).

When ε > 0, there is a narrow channel. The distance across the channel depends on
ε. The trajectories spend a long time crossing the tunnel. The zone around the vanished
fixed point determines the laminar interval. Accordingly, inside the laminar interval the
trajectories are near to the disappeared fixed point. Nevertheless, they can not come to it.

To achieve type-I intermittency, in addition to the local map, a reinjection mechanism
has to exist. The local map is given by Equation (3); however, the reinjection depends on
the nonlinear map. Outside the channel, the trajectories show chaotic behavior. However,
they return inside the narrow channel by the reinjection process. Usually, each trajectory
returns to different points inside the laminar interval. The reinjection probability density
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function, φ(x), determines the probability that trajectories are reinjected in the x-point.
Therefore, it is the core of the statistical performance of chaotic intermittency.

In this subsection, we consider that the lower boundary reinjection point (LBR) coin-
cides with the lower limit point of the laminar region. Consequently, the reinjection process
occurs in the complete laminar interval [39].

We have previously established the significance of the RPD function in describing
the chaotic intermittency phenomenon. The classical formulation for chaotic intermittency
establishes a constant RPD. Consequently, reinjection probability is the same for all points
in the laminar interval:

φ(x) = k (4)

where k is a constant value. Equation (4) implies uniform reinjection.
The laminar length or the length of the laminar interval is the number of iterations

needed by the trajectory to cross the laminar interval. Accordingly, it is an integer number.
We can describe the laminar length as the “time” utilized by each trajectory to move through
the laminar zone. Note that reinjection point x determines the length of the laminar interval.
For type-I intermittency, a reinjected trajectory progresses through the narrow channel until
it moves away from the laminar interval. For 0 < ε� 1, we can approximate the map (3)
as a differential equation [42]:

dx
dl

= ε + ax2 (5)

where we have considered xn+1− xn ≈ d x
d l . Integrating this equation, we obtain the laminar

length, l:

l(x, c) =
1√
aε

[
arctan

(
c√
ε/a

)
− arctan

(
x√
ε/a

)]
(6)

where c is the upper limit of the laminar interval. Note that the laminar length does
not depend on the reinjection mechanism; it only depends on the local map given by
Equation (3).

The probability density of the laminar lengths, here called ψ(l, c), outlines the proba-
bility of finding laminar lengths between l and l + dl [42]:

ψ(l, c) = φ[X(l, c)]
∣∣∣∣
dX(l, c)

dl

∣∣∣∣; (7)

in this last equation, X(l, c) is the inverse of the laminar length given by Equation (6):

X(l, c) =
√

ε

a
tan
[

tan−1
(√

a
ε

c
)
−
√

aε l
]

. (8)

The average laminar length, here called l̄, is calculated as

l̄ =
∫ lm

0
ψ(l, c)l(x, c)dl =

∫ c

−c
φ(x)l(x, c)dx =

1√
aε

arctan
(

c
√

a
ε

)
(9)

where lm is the highest laminar length, which is obtained as lm = l(−c, c). Note that
l(c, c) = 0.

The characteristic relation describes the dependence of average laminar length, l̄, with
the control parameter, ε. For type-I intermittency, if c

√
a√
ε
� 1, it results in:

l̄ ∝
1√

ε
. (10)

In general, the characteristic relation can be expressed as [39]:

l̄ ∝ ε−β . (11)
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From Equations (10) and (11), we can observe β = 1/2 for type-I intermittency.

2.2. Type-III Intermittency

Type-III intermittency starts in a sub-critical period-doubling bifurcation. Therefore,
an unstable period-2 orbit collides with a stable period-1 orbit and destabilizes it. A Floquet
multiplier moves away to the unit circle by −1, while the others multiplies are inside the
unit circle. The information to describe type-III intermittency is in the manifold related
to the unstable Floquet multiplier. Type-III intermittency can be analyzed using a map
associated with this manifold, F(x, ε) [38,39].

A local map can be written as

xn+1 = F(xn) = −(1 + ε)xn + a2 x2
n + a3 x3

n + . . . (12)

where 0 < ε � 1 [52,58], and a2 and a3 depend on the dynamic process [38]. x0 = 0 is a
fixed point for all ε. It is stable for ε < 0 and unstable for ε > 0.

Note that the type-III intermittency behavior is different to that of type-I. The fixed
point does not vanish; it only loses its stability. Furthermore, there is not a channel between
the map and the bisector.

To examine type-III intermittency, the second iteration of Equation (12) is built:

xn+2 = F2(xn) =− (1 + ε)
[
−(1 + ε)xn + a1 x2

n + a2 x3
n

]
+

a2

[
−(1 + ε)xn + a1 x2

n + a2 x3
n

]2
+

a3

[
−(1 + ε)xn + a1 x2

n + a2 x3
n

]3
+ . . . .

(13)

For small values of |x| and ε, the second iteration of map (13) reduces to [39]:

xn+2 = F2(xn) = (1 + 2ε)xn + a x3
n + . . . (14)

where a = −2(a3 + a2
2).

For ε > 0, the map (14) has two behaviors depending on the sign of the cubic term
coefficient, a:

• a < 0. There are three fixed points: x0 = 0 and x1,2 = ±(2ε/|a|)0.5. When x0 loses its
stability, the other two fixed points are stable and attract the trajectories. There is a
supercritical pitchfork bifurcation, and intermittency does not occur.

• a > 0. For ε > 0, x0 = 0 is the only real fixed point, which is unstable. If there is
a reinjection mechanism, type-III intermittency occurs. It is related to a sub-critical
pitchfork bifurcation of F2(x), or associated with a sub-critical period-doubling bi-
furcation of F(x). Note that a > 0 implies a3 < −a2

2. For this reason, several studies
utilize Equation (14) as a local map instead of Equations (12) or (13).

If F(x) exhibits a subcritical period-doubling bifurcation, the Schwartzian derivatives
have to be positive:

SF(x) =
d3F(x)/dx3

dF(x)/dx
− 3

2

[
d2F(x)/dx2

dF(x)/dx

]2

> 0 . (15)

For ε = 0, this equation implies a3 < −a2
2. Accordingly, for one-dimensional maps, type-III

intermittency occurs if SF(x) > 0.
For the classic formulation of chaotic intermittency, the RPD is constant, and it has to

satisfy the normalization condition:
∫ c

−c
k dx = 1 (16)
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then φ(x) = k = 0.5/c.
Following the procedure used for type-I intermittency, the laminar length for a rein-

jected point x is:

l(x, c) =
∫ c

x

dτ

τ(2ε + a τ2)
=

1
2ε

ln
(

a + ε/x2

a + ε/c2

)
(17)

where l(x, c) is the laminar length for the F2(x) map. For simpleness we have used 2ε→ ε.
Consequently, the laminar length for the F(x) map, given by Equation (12), results, 2 l(x, c).

The probability of laminar lengths, ψ(l), results (see Equation (7)).

ψ(l) =


 ε(

ε
c2 + a

)
e2εl − a




3/2( ε

c2 + a
) e2εl

2c
. (18)

The average laminar length is [39]:

l̄ =
∫ c

0
φ(x)2l(x, c)dx =

1
c

∫ c

0
l(x, c)dx =

1
c
√

aε
arctan

(
c
√

a√
ε

)
. (19)

The last equation verifies l̄ ∝ ε−1/2 when c
√

a√
ε
� 1. Note that the characteristic

relations for type-I and type-III intermittencies have the same form. The length of the
laminar phases rises when ε decreases.

Note that Ref. [42] provides the following characteristic relation: l̄ ∝ ε−1. Consequently,
two characteristic relations have been found for type-III intermittency, which originated
debates on the subject [39]. There is no discrepancy in the present, as will be explained in
the following sections.

2.3. Type-II Intermittency

Type-II intermittency happens in two or higher-dimensional maps. It occurs when
two complex-conjugate eigenvalues of the fixed point go away from the unit circle, and a
sub-critical Hopf bifurcation appears. A two-dimensional manifold is related to the two
eigenvalues, which is spanned by the eigenvectors of the complex conjugate eigenvalues.
We can study the dynamics of this manifold because the absolute values of other eigenvalues
are less than 1. The complex monodromic eigenvalues can be expressed as ν = (1 + ε)eiθ ,
where θ is an angle. The local dynamic can be described by a two-dimensional map [38]

rn+1 = (1 + ε)rn + a r3
n;

θn+1 = θn + b + q r2
n

(20)

where ε is the control parameter. a, b, and q are constants. For ε > 0, type-II intermittency
can occur.

To explain type-II intermittency, the same statistical variables studied for type-I and
type-III intermittencies are calculated. The classical formulation implements a constant RPD.
Nevertheless, the other statistical variables are not constant. For 0 < ε� 1, Equation (20)
can be approximated as:

dr
dl

= εr + a r3 . (21)

Hence, we have:

l(x, c) =
∫ c

x

dr
εr + ar3 =

1
2ε

ln
(

a + ε/x2

a + ε/c2

)
(22)

where c is the upper limit of the laminar interval and x is the reinjection point. Note the
laminar interval is [0, c].
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The probability density of the laminar lengths, ψ(l), can be obtained from Equation (7):

ψ(l) =


 ε(

ε
c2 + a

)
e2εl − a




3/2( ε

c2 + a
) e2εl

c
. (23)

The average laminar length is

l̄ =
∫ c

0
φ(x)l(x)dx = (1/c)

∫ c

0
l(x)dx =

1
c
√

aε
arctan

(
c
√

a√
ε

)
(24)

where the RPD is constant, φ(x) = k = 1/c, where we have utilized the normalization
condition given by Equation (16).

The characteristic relation is obtained from Equation (24) for c
√

a√
ε
� 1; it results

l̄ ∝ ε−1/2. Note that the characteristic relation for type-II intermittency is similar to those
calculated for type-I and type-III.

2.4. Type-V Intermittency

Type-V intermittency occurs if a stable fixed point in a non-differentiable, even dis-
continuous, map meets with a non-differentiable or discontinuous point. Refs. [73–75]
introduced this idea approximately 30 years ago.

Types-I, II, and III intermittencies occur on differentiable maps. Nevertheless, a
different process can happen if the map has discontinuous or non-differentiable points.
If a control parameter changes so that one non-differentiable point (NPD) moves in the
direction of and meets with a stable fixed point, then a channel between the bisector and
the map occurs.

Type-I intermittency occurs at a tangent bifurcation where the map is tangent to
the bisector line at critical, and the eigenvalue associated with the critical point is +1.
Notwithstanding, for a non-differentiable point, the map at this point is non-differentiable
or discontinuous, so that there is no tangent. Then, a tangent bifurcation does not exist for a
non-differentiable point. For some maps, there are two slopes around the non-differentiable
point, one for the left part of the map and the other for the right one.

Let us to analyze the following map displaying type-V intermittency [73]:

F(x) =
{

F1(x) = (x− a)2 + b for x ≥ xd
F2(x) = A rnd(x) + B for x < xd

(25)

where rnd(x) is a random number in the interval [0, 1] and xd is the discontinuous point. A
and B are settled on to satisfy that the reinjection happens below the intersection between
the bisector line xn+1 = xn with the function F1(x). The parameters a and b govern the
modification of the F1(x) function with the control parameter ε = F1(xd)− xd. For decreas-
ing ε, F1(xd) moves toward the diagonal. For ε = 0, xd is a fixed point: F1(xd) = xd. At the
discontinuity point, the slope of F1(x) is dF1(xd)/dx = s, which is assumed independent of
ε. The parameters a and b can be written as function of s and ε:

a =
4 ε− s

2
, b = ε− s2

4
. (26)

If we consider that s 6= 0, s 6= 1, ε → 0 and random reinjection, the average laminar
length l̄ results:

l̄ =
log(ε)
log(s)

+ β(s) (27)

where β(s) is independent of ε. For s = 0:

l̄ = a log[− log(ε)] + β(s) (28)
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and for s = 1:
l̄ =

a
ε
+ β(s) . (29)

The scaling laws for other two maps were evaluated in [74]. The the right part of the
first map is:

xn+1 = F2(xn) = xn − a sin(xn)− ε (30)

where a satisfies: 0 < a < 1, and the control parameter is ε ≥ 0. For ε = 0, there is a
critical point.

The laminar length is:

l =
∣∣∣∣
∫ ε

1−a

x

dτ

a sin(τ) + ε

∣∣∣∣ =
| ln(ε)|

a
+

1
a

ln
(

2a(1− a) sin(x)
1 + cos(x)

)
. (31)

If a random reinjection mechanism with probability P(x) is considered. The average
laminar length results:

l̄ =
∫ x

xout

1
a

ln
(

2a(1− a) sin(τ)
1 + cos(τ)

)
P(τ)dτ +

1
a
| ln(ε)| (32)

where x and xout are the entrance and the exit points, respectively.
The second map is a generalization of Equation (25). Its right part can be written

as [74]:
xn+1 = F2(xn) = ζxn − δx2

n − ε . (33)

The average laminar length results:

l̄ =
| ln(ε)|
1− ζ

+
∫ c

0

1
1− ζ

ln
(

(1− ζ)2ζx
|xδ + ζ − 1|

)
P(x)dx . (34)

Equations (27), (32), and (34) denote that a logarithmic scaling law, l̄ = l̄(ln(ε)), adapts
for type-V intermittency.

2.5. Type-X Intermittency

Type-X intermittency was introduced in [44], and it is related to type-I intermittency.
Notwithstanding that both intermittencies are different, each one possesses particular properties.

For type-I and type-X intermittencies, the local is:

xn+1 = ε + xn + x2
n (35)

where x0 = 0 is an unstable fixed point, and ε is the control parameter.
Type-X intermittency displays a hysteresis mechanism together with a regular rein-

jection process where the trajectories are returned at the same point. This behavior, close
to the threshold where the chaotic phase vanishes, is different to type-I intermittency.
For type-X, there is no channel. Consequently, the laminar length is determined by the
distance between the reinjection point and the unstable fixed point, and by the gradient of
the map near this zone [39].

To investigate the local behavior of trajectories close to the unstable fixed point, the
local map around the fixed point can be approximated by a straight line. In that case, the
bisector line and the local map determine an X-shape. Accordingly, it is possible to use
this assumption to evaluate the average laminar length and its dependence on the control
parameter ε. Remember that all trajectories are reinjected at the same point after each
chaotic interval; ρ is the distance separating the reinjected point from the unstable fixed
point. For small ρ, it depends linearly on ε [44]:

ρ = k ε . (36)
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The linearized map around the unstable fixed point can be written as:

xn+1 = (1 + µ)xn (37)

for ε� 1, we can approximate it as:

dx
dl

= µxn . (38)

If the iterates advance from the reinjection point—defined by ρ—to the laminar interval
upper limit c, the laminar length results:

l =
ln(c/ρ)

µ
. (39)

Because the trajectories return at the same point, the laminar length and the average
laminar length are equal, l = l̄. Accordingly, for small ρ, the characteristic relation is given
by:

l̄ ∝ ln
(

1
ρ

)
∝ ln

(
1
ε

)
(40)

Note that to obtain Equations (40), we have used Equation (36).

2.6. On–Off Intermittency

On–off intermittency presents sudden changes between approximately constant pe-
riods or static states and bursts of large-intensity irregular oscillations. The “off” states
correspond to nearly constant periods. The “on” states show oscillations of large-intensity.
These burst periods depart and return suddenly to the “off” states [45,76].

For the previously analyzed intermittency types, a trajectory of the map spends large
periods of time near an unstable or vanished fixed point. This fixed point of the Poincaré
map is consistent with a periodic orbit for the continuous system. However, the system
states can spend a long time close to other unstable quasi-invariant or invariant objects.
Accordingly, intermittency can happen nearby the quasi-invariant or even invariant objects
where fixed points are solely singular cases. On–off intermittency has been observed in
coupled chaotic oscillators [77]. Moreover, in Ref. [78], coupled oscillators exhibiting the
coexistence of chaotic attractors having on–off and Type-I intermittencies among other
chaotic scenarios has been reported.

We consider a state space of dimension S ≤ ∞. In this space, there is an unstable
object inside the hyper-surface, x1 = x2 = · · · = xN , with N < S. Near this object, on–off
intermittency can happen. In addition, the co-dimension K = S− N can be large, and
on–off intermittency could occur for both deterministic and random development in the
complementary state space [45].

The simpler version of on–off intermittency necessitates two components: an invariant
object and orbits going inside and departing every small neighborhood of the invariant
object. A dynamical system possessing these elements can be written in the following form:

dX(t)
dt

= f1(X(t), ν(Y(t)))

dY(t)
dt

= f2(Y(t))
(41)

where X(t) = (x1, x2, . . . , xN)
T and Y(t) = (xN + 1, xN + 2, . . . , xS)

T . Note in Equation (41)
the derivative of Y(t) is independent of X(t); nevertheless, the X(t) evolution depends on
Y(t). Subsequently, the dynamical system display a skew product structure.

Additionally, the hyper-plane X(t) = 0 is an invariant object, which is unstable when
the control parameter ν(Y(t)) goes beyond a critical value νc: ν(Y(t)) > νc. If the trajectory
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evolves in such a way that Y(t) visits two zones, such as ν(Y(t)) moving above and below
the critical control parameter νc, and if the spent time by the trajectory in both regions is
proper, then on–off intermittency can occur. Note that when N = S and ν > νc, the classical
intermittency mechanism can be recovered.

The process supporting on–off intermittency is the reiterated change of a dynamical
variable across a bifurcation point of another dynamical variable. The first variable ad-
justs a time-dependent control parameter, which affects the second variable adopting the
intermittent signal.

The possibility to control on–off intermittent dynamics, that is to stabilize a trajectory
in a desirable state, has been investigated previously (see [77] and references therein). The
control of the on–off intermittent dynamics by using a closed-loop algorithm requires full
knowledge of the system. However, to avoid this issue, an open-loop control of a chaotic
dynamical system that exhibits on–off intermittency has also been proposed [79].

2.7. Eyelet Intermittency

The eyelet intermittency occurs close to the phase synchronization boundary of chaotic
coupled systems. It can be described by the phase synchronization of unstable periodic
saddle orbits embedded in chaotic attractors [80].

Additionally, eyelet intermittency can arise nearby the phase synchronization bound-
ary of a periodically forced chaotic system. This was introduced through the investigation
of the phase synchronization onset, which corresponds with a collision between an attractor
and a repeller.

Let us study the following two-dimensional map:

x(t + 1) = 1− a|x|+ k ρ sin(2πθ(t))
θ(t + 1) = θ(t) + Ω + k cos(2π θ(t)) + g(x) .

(42)

Physically, the map is the stroboscopic characterization of a continuous-time chaotic
oscillator externally excited by a periodic force. The system given by Equation (42) is
composed of the perturbed tent map coupled with the circle map.

The variables x and θ are the amplitude and phase of the oscillator, respectively. The
parameter k < 0.5/π is related to the force amplitude. For autonomous systems, it verifies
k = 0. The detuning between the periods of oscillations and external force is described by
the terms g(x) and Ω. In addition, Ω is proportional to the external force frequency. The
chaotic modulation of the phase motion is described by g(x) = δ x(t).

The analysis of the characteristics of unstable periodic orbits embedded in chaotic attractors
is an approximation to studying the phase synchronization of chaotic oscillators [81–83]. For
the system (42), a phase-locked zone with zero rotation or winding number arises for each
trajectory (Arnold’s tongues).

In the phase-locked region, there are two orbits for phase θ for each orbit of the tent
map. These two orbits are unstable in the x direction. However, in the θ direction, one is
stable and the other is unstable. At the synchronization boundary, a saddle-node bifurcation
happens. These orbits disappear, and a state with a nonzero rotation number arises.

A zone where all the phase-locked regions overlap is named the region of full-phase
synchronization. It is limited by the phase-locked regions of the periodic orbits possessing
the minimal and maximal average period.

Near the boundary of the full-phase synchronization region, the repeller and attractor
approach each other. At the transition point, a saddle-node bifurcation of one of the
unstable periodic orbits happens, and a attractor–repeller collision occurs. A few cycles
miss the phase locking, permitting the phase to slip (most cycles continue phase-locked).
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The dynamic in the θ direction, which is a weakly unstable direction, is driven by the
saddle-node bifurcation. Consequently, the characteristic time of phase slip is:

ts ∝

√
1

Ω−Ωc
(43)

where Ωc is at the bifurcation point.
For a phase slip to appear, a chaotic trajectory has to stay at least a time ts near the

vicinity of the φ direction (weakly unstable direction). However, the x direction is strongly
unstable, and the distance to the weakly unstable direction is:

D(t) ≈ D(0)|ν|t (44)

where ν > 1 is the multiplier in the strongly unstable direction.
For at least one phase slip to emerge, the initial distance should be small:

D(0) <
C
|ν|ts

(45)

where collision C is a constant. This region is called the eyelet and is exponentially small.
Nearby the border of the phase synchronization region, the phase difference ∆θ(t) pos-

sesses time intervals of phase synchronized behavior, which are intermittently interrupted
by abrupt phase slips.

Near the boundary of the phase synchronization, two intermittency types may emerge
when the natural frequency of the system and the external signal frequency are moderately
detuned: type-I and eyelet intermittencies. Then, two critical values exist [84].

There are two coupling strengths, κ1 and κ2 (κ1 < κ2), for two coupled chaotic systems.
These strength values are the boundaries of different dynamical behaviors. Type-I intermit-
tency appears for values of κ less than κ1, i.e., κ < κ1. For κ values satisfying κ1 < κ < κ2,
there is eyelet intermittency, and for κ > κ2 the phase synchronization region happens [84].

The equation relating to the mean length of the laminar phases, l̄, with the control
parameter κ is:

l̄ ∼ e (ζ (
√

κ2−κ)−1/2) (46)

where ζ is constant.
The eyelet intermittency has been found in nonlinear systems by numerical calcula-

tions and experimental investigations [85].
A more recent investigation observed that noisy type-I and eyelet intermittencies can

display the same type of dynamic. Nevertheless, these intermittencies can be found under
different conditions [84].

For a deeper analysis of eyelet intermittency and synchronization, the readers can
utilize the following references [47,81,83–85].

Another type of intermittency, called ring, also occurs near the boundary of the phase
synchronization zone. Nevertheless, it happens for high initial frequency mismatches of
two coupled systems [48].

2.8. Spatiotemporal Intermittency

A brief description of spatiotemporal intermittency is carried out. Spatially extended
systems—systems with spatial extension—may generate intermittency. Nonlinear partial
differential equations (PDEs) represent these types of systems. In consequence, it is a very
vast research subject.

The dynamics of the viscous fluid flow is described by the Navier–Stokes equations [86–89].
These equations are an example of a spatially extended system:

ρ

(
∂v
∂t

+ v∇v
)
= −∇p + µ4v (47)
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where v = (v1, v2, v3) is the velocity vector, p is the pressure, ρ is the density, µ is the
viscosity, and t is the time.

For incompressible flow, we coupled the Navier–Stokes equations with the incom-
pressible continuity equation:

∇.v = 0 . (48)

On the other hand, for compressible flow the continuity equation results:

∂ρ

∂t
+ v∇ρ = 0 . (49)

If the evolution of the variables of a system such as Equation (47) coupled with
Equations (48) or (49) are random in time, it is possible to speak about spatio-temporal
chaos. Additionally, spatio-temporal chaos could be considered a kind of temporally chaotic
pattern-forming mechanism. In addition, if these variables show a spatially irregular
behavior, the process can be called fully developed spatio-temporal chaos.

Spatiotemporal intermittency is an indication of spatiotemporal chaos and full spa-
tiotemporal chaos. It has been observed in several experimental works [90,91]. In addition,
spatiotemporal intermittency can occur in spatially extended dynamical systems. Each
space-time point of these systems can show pseudo-laminar and pseudo-turbulent states.
For pseudo-laminar states, the spatial behavior is regular. Despite this, the temporal dy-
namics could be both chaotic and regular. On the other hand, pseudo-turbulent states
exhibit no recognizable regularity either in space or in time [92].

Spatiotemporal intermittency alternates in both time and space pseudo-laminar and
pseudo-turbulent states. In addition, this type of intermittency can be understood as a
transition state between regular and chaotic behaviors, where the domains of each phases
possess well-defined contours.

Long-time averages of spatial variables are implemented to calculate the distribution
amplitudes of pseudo-laminar and pseudo-turbulent states. Both distributions exhibit an
exponential decay, which is connected with the average extension of the pseudo-laminar
and pseudo-turbulent phases [93].

Furthermore, long transient behaviors for spatially extended systems can be described
by spatiotemporal intermittency [94,95]. Additionally, some of these states have suitable
long lifetimes to evaluate steady statistical variables. Consequently, spatiotemporal chaos
can exhibit this type of intermittency. Then, spatiotemporal intermittency could contribute
to a spatiotemporal chaotic attractor [92].

There are several works to develop a broad and deeper analysis of spatiotemporal
intermittency [90–98].

2.9. Crisis-Induced Intermittency

In dynamical systems, Ref. [99] introduced the world crises. A crisis takes place
through a collision between an unstable periodic solution with a chaotic attractor. During
a crisis, as a control parameter is varied, the chaotic behavior of dissipative dynamical
systems experiences sudden qualitative modifications

According to Ref. [100], there are three different types of crisis: exterior or boundary,
interior, and attractor merging. The three types of crisis depend on how the chaotic attractor
is abruptly modified (discontinuity of the chaotic attractor).

The chaotic attractor is suddenly destroyed by a boundary crisis. It occurs when a
control parameter ε moves across a critical value εc. The boundary crisis is also called an
exterior crisis [38]. For an interior crisis, the size of the attractor suddenly expands when
the control parameter passes through the critical value εc. Finally, for an attractor merging
crisis, if the control parameter goes through the critical value, two or more chaotic attractors
of the system merge in only one chaotic attractor. The new attractor can acquire a larger
size than the union of the previous chaotic attractors for ε < εc. The last two crises, interior
and merging, are called explosive bifurcations [38].
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To analyze crisis-induced intermittency, let us introduce the following map: [38,100]

xn+1 = −x2
n + a . (50)

It is a quadratic map (one-dimensional). This map, for a ≥ −1/4, possesses two
fixed points :

xs = −
1
2
+

√
1
4
+ a , xu = −1

2
−
√

1
4
+ a . (51)

For a = −1/4, a tangent bifurcation appears, which generates stable and unstable fixed
points, xs and xu. The stable fixed point misses stability at a = 3/4 by a period-doubling
bifurcation. For larger values of a, a cascade of period-doubling bifurcations occurs with an
accumulation point at a∞ = 1.40095. For a∞ < a < 2, there is a chaotic attractor that shows
many tiny windows of periodic solutions. At a = 2, the chaotic attractor merges with the
unstable fixed point, and it vanishes by an exterior crisis or blue sky catastrophe [38].

For 1.74 < a < 1.8, there is an interior crisis. At a = 1.75, the chaotic attractor
vanishes, and three tangent bifurcations appear. For each one of these bifurcations, stable
and unstable fixed points start. At a > 1.7692, the stable period-three orbit sustains a
period-doubling bifurcations sequence. At ac = 1.790327492, the three chaotic bands and
the unstable period-three orbit merge (an interior crisis occurs). Therefore, the chaotic
attractor modifies from three chaotic bands to a one-band chaotic attractor [39].

For a slightly larger than ac, the chaotic attractor trajectory spends long time intervals
around the attractor before the interior crisis (pseudo-laminar region). These intervals
are interrupted by bursts, where the trajectory departs to an extended region (chaotic
region). Following that, the trajectory comes back to the zone around the chaotic attractor
before the interior crisis, and this process continues. This behavior is called crisis-induced
intermittency [99].

2.10. Fine Structure in Intermittency

Refs. [101,102] describe a fine structure in intermittency. These papers study numeri-
cally type-I intermittency. The Lyapunov exponent, the average laminar length, and the
mean value of the dynamical variable, x, for several values of the control parameter ε, are
calculated. The map analyzed in [101] is:

xn+1 = F(xn) = ε + xn + (xn − 1)z mod 2 (52)

where z takes the values 2 and 4. For this map, the characteristic relation is [101]:

l̄ ∝ ε(1−z)/z . (53)

The Lyapunov exponent is calculated as:

λ = lim
N→∞

1
N

N

∑
i=1

ln(|F′(x)|x=xi ) (54)

where F′(x) = d F(x)
d x . The mean value (average) of the dynamical variable is:

x̄ = lim
N→∞

1
N

N

∑
i=1

xi (55)

where the total number of iterations was N = 3× 107.
The three statistical variables, l̄, λ, and x̄, show oscillations. The oscillation amplitudes

are larger for the Lyapunov exponent and the mean value of the dynamical variable.
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If we do not consider the oscillations, the results display the traditionally known
characteristic relation (see Equation (10)). The relation of the x̄ with ε can be written as:

x̄− 1 ∝ ε1/2 ln ε, for z = 2

x̄− 1 ∝ ε2/3 ln ε, for z = 4
(56)

The relation of the Lyapunov exponent with the control parameter results:

λ ∝ ε3/4 ln ε . (57)

When the control parameter verifies ε → 0, the oscillations scale as ε−1/2 for z = 2,
and ε−3/2 for z = 4.

Ref. [102] introduced another map to analyze the fine structure in intermittency:

xn+1 =





axn + b for xn < c
a−1(xn − 1 + b) + 1 for c < xn ≤ 1− b
b−1(xn − 1) for xn > 1− b

(58)

where:
a = 1− 2b + ε > 0, c = (1− b)/(1 + a) > 0, 0 < b < 1/2 . (59)

It is a piecewise linear map. This map, for ε = 0, possesses a fixed point x = 1/2,
which vanishes for ε > 0.

The authors, using numerical simulations, found that the Lyapunov exponent, average
laminar length, and the statistical moment of the chaotic variable display logarithmic
periodic oscillations. Accordingly, the fine structure produced by the oscillations generates
a signature of nonlinearity, which could be utilized to reach supplementary information
about the characteristic exponents.

2.11. Two-Dimensional Intermittency

Some concepts to describe two-dimensional type-I intermittency are introduced in
Ref. [103]. It occurs around a tangent bifurcation point similar to the one-dimensional
type-I intermittency.

The first-order difference equations system, in m-dimensional space, can be written as:

xn+1 = F(xn) (60)

where the vector xn ∈ Rm, with Rm being the m-dimensional Euclidean vector space. For
m > 2, high-dimensional intermittency can appear. For two-dimensional vector space,
m = 2, the Equation (60) is reduced to:

xn+1 = F(xn, yn)

yn+1 = G(xn, yn) .
(61)

In one-dimensional type-I intermittency, there is a channel where the trajectories spend
a long time moving across it. The channel amplitude—the distance between the diagonal
and the map—is determined by the control parameter ε.

To study high-dimensional intermittency, an m-dimensional diagonal hypersurface
(DHS) has to be defined [103]. For two-dimensional vector space, m = 2; the DHS is the
surface specified by xn+1 = xn and yn+1 = yn. The map forms a channel between the
DHS and the map. The pseudo-laminar behavior happens as long as the trajectory crosses
this channel.
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The local map for type-I intermittency in one-dimensional vector space is given by a
quadratic equation (see Equation (3)). In two-dimensional intermittency, this map can be
written as:

xn+1 = a1x2
n + a2y2

n + a3xnyn + a4xn + a5yn + a6

yn+1 = b1x2
n + b2y2

n + b3xnyn + b4xn + b5yn + b6
(62)

where ai and bi are arbitrary coefficients. In an iterative process, given a point (xn, yn), the
subsequent point (xn+1, yn+1) can be calculated as the addition of two vectors. The first
one is in the x-direction, and the second is in the y-direction. As a consequence, the channel
is not identical for all trajectories. To deal with this phenomenon of high-dimensional
intermittency, a new parameter, named channel distribution function (CDF), has to be
considered [103].

In two-dimensional intermittency, three trajectory categories can appear: limit cycle,
quasiperiodic, and chaotic. The CDF depends on the trajectory, and it is distinct for each
trajectory type. A limit cycle displays one trajectory in the xn − yn plane. Then, the
channel is unique. Its functioning is similar to that of one-dimensional intermittency.
The quasiperiodic one generates a variable channel with a uniform CDF. Lastly, chaotic
trajectories produce channels with fractal structures. Therefore, the conduit is not unique
for quasiperiodic and chaotic trajectories. Consequently, a multichannel behavior happens,
which is described by a probability distribution, ξ(ε) or CDF. For this reason, the average
laminar length depends on the CDF.

In Ref. [103], the authors calculated the average laminar length for the three trajectory
types. For a limit cycle, the CDF verifies, ξ(ε) = δ(ε− ε0), where delta is δ(i− j) = 1 if
i = j and δ(i− j) = 0 if i 6= j. The characteristic relation, connecting the average laminar
length with the control parameter, results:

l̄ ∼ ε−1/2 . (63)

For a quasiperiodic trajectory, the CDF is uniform, ξ(ε) = 1/k, where k = constant. In
this case, the scaling law is:

l̄ ∼ − ln(ε0) (64)

where ε0 is the nearest channel width.
For a chaotic trajectory, the channel exhibits a discrete fractal structure. Consequently,

ξ(ε) can be represented by a sum of delta functions. The higher delta function related to
the nearest channel width governs the average laminar length, l̄:

l̄ ∼ ε−1/2
0 . (65)

3. New Formulation of the Chaotic Intermittency

In Section 2, we have seen many approximations that have been used in the literature
to describe the RPD function. A more extended approach is to consider RPD as uniform
and thus independent of the reinjection point (see for instance [40,42,55,104–109]). For the
uniform reinjection, the more important expressions as the probability density of the length
of laminar phase, ψ(l), was obtained , along with the characteristic exponent β, as we
have shown in Section 2. Beside uniform reinjenciton, other investigations consider a
limit approximation where the reinjection is only in a fixed point [54,107]. Previously,
evidence was found on systems with intermittency whose statistical properties do not
fit with the classical expected result derived for a uniform reinjection. An experimental
Poincaré map with a gap around the fixed point was also reported. Note that this fact
shows a non-uniform reinjection [56,104,110].

This demands a generalization of the RPD in order to include, in a generalized theory,
every particular case that was not well explained by the classical intermittency theory.
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This section is devoted to explaining this mentioned generalization and to extend the
classical results on intermittencies.

3.1. The Reinjection Probability Density Function (RPD)

Let us consider the map described in Section 2, where

xn+1 = F(xn), F : R→ R (66)

is a general one-dimensional map having intermittency.
Firstly, let us generalize the local dynamics corresponding to the three types of inter-

mittencies around the unstable fixed point, that is, for type-I intermittency, the local map
determined by:

xn+1 = ε + xn + a xp
n type-I (67)

where a > 0 represents the weight of the nonlinear component and ε is a small control
parameter (ε� 1). The laminar behavior of type-II and type-III intermittencies around the
fixed point are given by the following maps:

xn+1 = (1 + ε)xn + a xp
n type-II (68)

xn+1 = −(1 + ε)xn − a xp
n type-III . (69)

For ε & 0, the fixed point x0 = 0 becomes unstable; consequently, the trajectories slowly
escape from the fixed point, preserving orientation for type-II and reversing orientation for
type-III intermittency. Note that the nonlinear component in Equation (67) is not necessary
quadratic, and for type-II and type-III it can be p 6= 3 in Equations (68) and (69). Note that
this restriction corresponds only to classical local maps (see Equations (14) and (20)). In any
case, for ε > 0, for type-II and type-III there is an unstable fixed point at x = 0 , but for
type-I there is not a fixed point and the trajectories move slowly along the narrow channel
formed with the bisecting line.

To fix ideas, let us consider an illustrating model having type-II intermittency:

xn+1 = F(xn) ≡
{

F1(xn), xn < xr
F2(xn), xn ≥ xr

(70)

where
F1(x) = (1 + ε)x + (1− ε)xp (71)

and xr is the root of the equation F1(xr) = 1 (see Figure 1). Note that F1 determines the
laminar dynamics, whereas F2 determines the reinjection mechanism from the chaotic
region into the laminar one (see green arrow in Figure 1). The RPD, denoted by φ(x), drives
the statistical distribution of the reinjected points and is determined by the shape of F(x)
in the chaotic region, that is F2(x). On the other hand, in the laminar region the origin is
always the fixed point of F1, and for ε < 0 it is stable; however, it is unstable for ε > 0,
and the mapped points xn of a starting point closed to the origin increases in a process
determined by ε and p. A chaotic burst occurs when xn becomes larger than xr, which
will be interrupted when xn goes again into the laminar region mapped by F2(x), which
determines the RPD. In the earlier paper [40], uniform reinjection was observed in the case
of the map (70)–(71) for F2(xn) = F1(xn)− 1 and p = 2. In [57], the following generalization
of the reinjection mechanism was proposed:

F2(xn) = (F1(xn)− 1)γ, (72)

where for γ = 1 the map studied in [40] is recovered. Let us estimate the behavior of φ(x)
in a neighborhood of x = 0 for the case of γ 6= 1, but before embarking on a discussion
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concerning RPD for γ 6= 1, it is interesting to note the relationship between the RPD and
the probability measure of an interval S ⊂ [0, 1] given by:

P(S) = lim
N→∞

1
N

N

∑
n=0

IS(xn) (73)

where IS(x) denotes the characteristic function of the interval defined as:

IS(x) =
{

1, if x ∈ S
0, if x 6∈ S .

(74)

Hence the probability measure gives the frequency of the signal in a specific interval
of the attractor, and it depends on the invariant density, ρ(x), by the follow integral:

P(S) =
∫

S
ρ(x)dx . (75)

Note that in our scenario P([0, 1]) = 1. Let L be the laminar region and s an subset in
L, that is, s ⊂ L. In order to evaluate the probability, P(s), according to definition (73), we
split the whole data series into three subsets:

{xn} = {xn′} ∪ {xn′′} ∪ {xn′′′} (76)

having an empty intersection between them:

{xn′} ∩ {xn′′} = {xn′′} ∩ {xn′′′} = {xn′′′} ∩ {xn′} = ∅ (77)

with the following definitions. Firstly, we consider xn′ ∈ s, and in the preceding period
it has already been there, that is Is(xn′) = 1 and Is(xn′−1) = 1. Now let us consider the
following case, xn′′ ∈ s, but in the preceding period it has not been there, hence Is(xn′) = 1
and Is(xn′−1) = 0. For the last case, we have xn′′′ 6∈ s. Note that P(s) is given by:

P(s) = lim
N→∞

1
N

N

∑
n=0

Is(xn′) + lim
N→∞

1
N

N

∑
n=0

Is(xn′′) + lim
N→∞

1
N

N

∑
n=0

Is(xn′′′) (78)

where the last term in Equation (78) is not necessary because, by definition, it is zero. The
first term is just the probability of finding a point in s when, in the preceding period, it
had already been there. Let us consider that s = L, then the second term in the RHS
of Equation (78) is, by definition, the RPD, called here φ(x), and is determined by the
following relation:

lim
N→∞

1
N

N

∑
n=0

IL(xn′′) = w
∫

L
φ(x)dx (79)

where the weight, w, is introduced to fit to one and normalize the function φ(x) over the
whole laminar interval, L. We note that the fundamental characteristics of intermittency
depends on φ(x), as for example, ψ(l) and the characteristic exponent β, which are usually
used to characterize the intermittency type, as will be seen below. Regarding the reinjec-
tion mechanism (72), for γ 6= 1 it is interesting to analyzed the behavior of of φ(x) in a
neighbor of x = 0. Note that every point reinjected in the laminar region, that is in the
interval [0, c], are coming from the points near to xr (see green arrow in Figure 1). Con-
sequently for x′ & xr, all points in the interval (x′, x′ + dx′) are mapped into the interval
(F2(x′), F2(x′ + dx′)) ≈ (x, x + F′2(x′)dx′), where x = F2(x′). This means that the probability
of finding a point in (x′, x′ + dx′) to be reinjected into the interval (x, x + F′2(x′)dx′) is equal,
where we denote the derivative of the function F2(x) by F′2(x). Hence, we conclude that
kρ(x′)dx′ = φ(x) f ′2(x′)dx′, where we introduce the weight k to normalize ρ(x) on the
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whole interval [0, 1]. Note that φ(x) is normalized only on the laminar interval; hence, we
have

∫ c
0 φ(τ)dτ = 1.

Finally, φ(x) can be approximated as follows:

φ(x) = ρ(x′)
k

dF2(τ)
dτ

∣∣∣
τ=x′

. (80)

For expression (80), evaluated for the function given by Equation (72), we have:

φ(x) =
K ρ(x′)
γ F′1(x′)

x
1
γ−1, (81)

where F′1(x) is the derivative of function F1(x). In the first approximation of F1(x) in the
interval (xr, F−1

2 (c)), we can consider F′1(x) as a constant and the density ρ(x′) as uniform,
and we get the following reinjection probability density:

φ(x) = b xα where α =
1
γ
− 1. (82)

where b is a normalization constant given by Equation (159). Note that the function RPD
strongly depends on parameter γ, which determines the curvature of the map in the colored
region in Figure 1. Only the points in the colored region are mapped into the laminar region.
In [57], a numerical verification of Equation (82) is presented. Moreover, the power law (82)
was verified for many one-dimensional maps, including the so-called “pathological” cases
that deviate significantly from the classical predictions [59,111]. Moreover, the power
law (82) has been observed in the Poincaré map of an experimental 3-D system made by an
electronic circuit [112].

Note that the classical uniform RPD holds for the map of Figure 1 only in the case of
γ = 1, where xr

+ is not an extreme point.
To evaluate the effect of LBR 6= 0, we consider the following map as having type-I

intermittency (see Equation (70)):

xn+1 = G(xn) =

{
ε + xn + a xp

n if xn < xr

(1− x̂)
(

xn−xr
1−xr

)γ
+ x̂ otherwise

(83)

where γ determines the nonlinear term of the reinjection mechanism, whereas xr is the
root of the equation ε + xn + xp

n = 1. The new parameter x̂ is the so-called lower boundary
reinjection point (LBR), defined by the limit value for the reinjected points from the chaotic
region, as shown in Figure 2. Note that the statistical behavior of the intermittency strongly
depends on the value of the LBR [63,69,106,113]. In the case of Equation (83), where x̂ 6= 0,
the RPD includes the parameter x̂ as follows:

φ(x) = b (x− x̂)α (84)
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Figure 1. Top subplot: Maps given by Equations (70) and (71) having type-II intermittency. Three
reinjected mechanisms (Equation (72) are drawn for three values of γ. Bottom subplot: RPDs of
Equation (82) defined for the laminar interval (0, c). For the RPDs, we have used the same color
as the region where they were generated. Reprinted from the book “New Advances on Chaotic
Intermittency and its Applications,” authors Sergio Elaskar and Ezequiel del Rio, Copyright (2017)
with permission from Springer Nature.
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xn+1

xnxr

γ>1

γ<
1
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Figure 2. Map (83), with type-I intermittency. There are two LBRs (called x̂ in the main text) indicated,
corresponding to two reinjected mechanisms in Equation (83). The red arrow shows the corridor
followed by the trajectories in the laminar region. Reprinted from the book “New Advances on
Chaotic Intermittency and its Applications,” authors Sergio Elaskar and Ezequiel del Rio, Copyright
(2017) with permission from Springer Nature.

From Equation (84), it follows that if α < 0, the RPD increases without boundary for
x → x̂, as shown in Figure 1 for x̂ = 0. On the contrary, for α > 0, the RPD decreases
when x → x̂. Note that for α > 0 we have two possibilities for the RPD, that is, convex or
concave, which are separated by α = 1 (see Figure 1).

The RPD (84) approaches to two limit cases:

φ0(x) = lim
α→−1

φ(x) = δ(x− x̂) (85)

φ1(x) = lim
α→∞

φ(x) = δ(x− c) . (86)

Note that in these cases we have b(α)→ 0. In fact, for α < −1, the integral (79) does
not converge.

As a consequence of the power law (84), a hole can be observed in the local map
around the fixed point x = 0. Behind this fact, two different phenomena can be identified.
On one hand, if x̂ > 0 the endpoint of the holes should be x = x̂, hence there are not
reinjected points around x = 0. On the other hand, for 0 < α a hole can be observed in
the experimental or numerical realizations, even in the case of x̂ = 0, because we have
limx→x̂ φ(x) = 0. Note that, in this case, the gap length is not determined by x̂ = 0 and
it decreases as the number of points increases, and for a long enough time, the gap can
disappear [56,57]. The two free parameters determining the RPD (84), x̂ and α, can be
obtained from data series and also from the analytical definition of the map. This point will
be explained in the following sections.

3.1.1. RPD from Data Series

In this case, we use the following integral characteristic [57]:

M(x) =





∫ x
xt

τ φ(τ) dτ
∫ x

xt
φ(τ) dτ

if
∫ x

xt
φ(τ)dτ 6= 0

0 otherwise
(87)
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where xt is a suitable “starting” point. The function M(x) was used for the first time in a
electronics circuit with intermittency [56], and it has been broadly extended due to M(x)
being a linear function for a RPD given by Equation (84); consequently, the function M(x)
is a useful tool to evaluate the parameters x̂ and α.

Note that M(x) is an integral characteristic, hence its numerical evaluation is more
robust than the direct estimation of φ(x). This allows reducing statistical fluctuations
produced by a relatively small data set or due to high levels of noise [57–59]. Because M(x)
is an average over reinjection points in the interval (xt, x), we can write:

M(x) = Mj ≡
1
j

j

∑
k=1

xk, xj−1 < x ≤ xj (88)

where the data set (N reinjection points) {xj}N
j=1 has been previously ordered, i.e., xj ≤ xj+1.

In the case of RPD given by Equation (84), the function M(x) should follow the linear law:

M(x) =
{

m(x− x̂) + x̂ if x ≥ x̂
0 otherwise

(89)

where m ∈ (0, 1) and x̂ can be approximated by x̂ ≈ inf{xj}. Equation (87) determines the
corresponding RPD:

φ(x) = b(α)(x− x̂)α, with α =
2m− 1
1−m

. (90)

Note that by a simple least squares fitting we can estimate the parameters of the
straight line (89) that determine the RPD given by Equation (90).

Figure 3 shows different RPD depending on exponent α for x̂ = 0 and c = 0.5. The
corresponding function M(x) depending on α according to Equation (90) is also shown.
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x

α=0

α=1

0<α<1

α<0

(x)φ m(x)α>1

m=7/12

m=3/4

m=0.1

Figure 3. RPD for different values of α and the corresponding slope for the function M(x). Dashed line
represents the limit value m = 1. Reprinted from the book “New Advances on Chaotic Intermittency
and its Applications,” authors Sergio Elaskar and Ezequiel del Rio, Copyright (2017) with permission
from Springer Nature.

For m = 1/2, we recover the classical approach of uniform RPD, that is, φ(x) = cnst,
whereas for RPD it goes to ∞ as x → 0. On the contrary, when m > 1/2, we have φ(0) = 0.
Note that in this last case we have two possibilities for the RPD, concave or convex, split by
the slope m = 2/3 (see Figure 3).

The evaluation of the function M(x) allows a more reliable numerical and experimental
access than the RPD, φ(x). We have numerically verified Equation (89) for a broad class
of maps. We highlight that the slope, m, can be different from 1/2. However, we always
obtain |m| < 1.

In numerical or experimental data series there is a huge amount of data, which can
include randomness. The M function methodology evaluates a mean value, reducing the
randomness and allowing extraction of the physical information stored in the data series.
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3.1.2. RPD from the Analytical Definition of the Map

Following the results of [111], let us analytically estimate the RPD by means of param-
eter γ of Equation (82). Let us consider a direct reinjection from the extreme point, which
is the blue line on the minimum of the map in Figure 1. In this case, the map around the
extreme point xm = xr can be approached by F(x) ≈ F(xm) + d(x − xm)γ, where d is a
suitable constant and the value of γ is given by the next indeterminate limit:

γ = lim
x→xm

ln(F(x)− F(xm))− ln d
ln(x− xm)

. (91)

To convert the limit (91) to an evaluated one, we can apply the L’Hopital rule. Note
that usually we will get an indeterminate limit again. In general, when x → xm we have
F(i)(x)→ 0 for i ≤ q, where F(i)(x) indicates the i-derivative of F(x); hence, by using the
L’Hopital theorem q + 1 times, we obtain the following limit:

γ = q + lim
x→xm

F(q+1)(x)
x− xm

F(q)(x)
. (92)

Notice that if the derivative F(q+1) exists, the limit (92) gives γ = q + 1, and in the
following Equation (82) we have:

α = − q
q + 1

(93)

where α < 1, as corresponds with an RPD generated in a maximum or in a minimum.
Note that from Equation (93) two natural limits appear. For q = 0, the uniform

reinjection is recovered, and on the other hand, for q→ ∞, α→ −1 the RPD collapses into
a δ-function. It is interesting to note that because of xm being an extreme point, the values
of q in Equation (93) are restricted to odd natural numbers.

Let us study an indirect reinjection given in maps such as (119), where to reinject into
the laminar region points lying around the maximum, two or more iterations of the map
are necessary.

A similar scenario can be observed for maps F(x), defined by a composition of sin-
gle ones {Fi}. See, for instance [41,82,106]. Hence, for a general case we consider the
composed map:

xn+1 = F(xn) ≡ Fr ◦ Fr−1 ◦ · · · ◦ F1(xn), (94)

where the function F1(x) has an extreme point at xm that can be be mapped into the laminar
region. In this case, points near xm are mapped after successive application of the Fi
functions, according to the composed map (94). In Ref. [111] we have shown that, even
in this case, the RPD can be approximated by applying Equation (92) only to the function
F1(xn), instead of using the complete function, F(x) Consequently, the estimation of γ in
the case of a map defined like Equation (94) is given by:

γ = q + lim
x→xm

F(q+1)
1 (x)

x− xm

F(q)
1 (x)

. (95)

By this method, it is possible to estimate parameter α by evaluating the number of null
derivatives that have only the map with extreme points. To show how this method works,
let us apply it to three cases of pathological maps that produce an important deviation of
the main result expected from the uniform distribution of the RPD [111]. These maps (see
Figure 4) were considered in [113] and estimated the RPD by numerically solving the Shaw
relation [114], but following our result it is very easy to use an analytical approach. The
first map considered is a composition of logistic maps, as follows: F(x) = f (A)[ f (B)(x)]
(we have used the notation of [113] and [111]), where f (A)(x) = 4Ax(1− x) and f (B)(x) =
4Bx(1− x). Note that, according to Equation (95), we only need to study the map f (B)(x)
at its extreme point xm = 0.5. As f (B)(x) is a second order polynomial, we conclude that its
second derivative must be different from zero so we have q = 1, that is, the first odd natural
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number, and from Equation (92) we have α = −1/2, where, by using Equation (135), we
get β = 1/4. In this simple way we get the result reported by ref. [113].

The second map considered in [113] was defined by a composed function in a similar
that for first map but now f (A)(x) = A(1− 16(x − 1/2)4) and f (B)(x) = B(1− 16(x −
1/2)4). By using the same argument than before, we now have a fourth order polynomial
for f (B), and we can then conclude that q = 3, the second odd natural number, hence we
have α = −3/4 and β = 3/8. Note that we recovered the same values reported by [113].

Finally, the third map shows a similar shape as the first one, but in the range a < x < b
the map is just a horizontal line at the level x = x∗ (see Figure 4). Due to this fact, the
derivative F(q) is zero for every value of q; consequently, in the limit q→ ∞ we get α→ −1
and β = 1/2, that is, the value reported in [113].

0.2 0.4 0.6 0.8 1
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Figure 4. Maps investigated in [113] having type-I intermittency. The arrow draws a trajectory of
a point from the chaotic region into the laminar one. We used the same set of parameter values as
in [113], as follows: (a) A = 0.9416195; (b) A = 0.98115325; and (c) A = 0.9416, B = 0.83023023,
a = 0.743, b = 0.874, and x∗ = 0.9414793.

Let us consider the case where xm does not have zero derivative but has an unbounded
derivative, as is the case of point x∞ in Figure 5. Near that point, the map can be approxi-
mated as follows:

f (x′) ≈ f (x∞) + d(x′ − x∞)γ, (96)

but now the previous result cannot be applied because f ′(x)→ −∞ as x → x∞, hence it is
necessary to consider the inverse function of f (x), called here g(x). Taking into account
Equation (96) and by using the notation y = f (x), hence x = g(y), we obtain:

g(y′) ≈ g(y∞) + d′(y′ − y∞)γ′ . (97)

Note that now g(x) has an extreme point in y∞ = f (x∞), hence we can apply
Equations (92) and (93) to obtain:

γ′ = q′ + 1 (98)

where q′ is the number of non-zero derivatives of the inverse of map g(y). Consequently,
γ′ = 1

γ , and from Equation (84) we obtain:

α = q′. (99)

In the case of a map formed by composition of functions, such as Equation (94), the
inverse will be a composition in reverse order, as follows:

yn+1 = g(yn) ≡ g1 ◦ g2 ◦ · · · ◦ gr(yn) . (100)

If the function g1 has an extreme point at y∞, corresponding to x∞, and the others the
functions gi with i 6= 1 having no extreme points, by applying the argument used in the
composition in Equation (100), we can conclude that q′ is determined only by the number
of zero derivative of g1. Consequently, Equation (99) can also be applied to the composition
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of Equation (100), but considering only the derivatives of g1. With this procedure, we can
generalize the previous methodology to points with an infinite slope.

ρ∞(x
′)

ρa(x
′)

n+1x

ax 8x xnxc xm

ρ(x′′)

Figure 5. Map similar to the one reported in Ref. [56]. Blue arrow displays a typical trajectory of
type-III intermittency in the laminar region. The two big blue arrows indicate trajectories going to the
laminar region through the neighbor of xc. ρa(x′), ρ∞(x′), and ρ(x′′) indicate the invariant densities
around points xa (minimum), x∞, and xm (maximum), respectively. The map has an infinite tangent
at x∞.

Where the function gi is the inverse function of fi. Note that, in previous analyzed cases, to
obtain Equations (82) and (84), the assumption of uniform density ρa(x′)
in Equation (81) was necessary. If that hypothesis is not true, we cannot apply
Equations (93) and (99). This is the case displayed by the map of Figure 5 for the density
ρ∞(x′) where the red point is mapped directly onto xa or x∞. The RPD in this case can
be obtained by using the previous arguments, that is, assuming that ρ(x′′) in Figure 5 is
uniform, hence we must conclude that the density ρ(x′) in Equation (81) should be given by:

ρ(x′) = b′(x′ − xa)
αa (101)

where the exponent αa is determined by Equation (93) applied to the red point in Figure 5.
Finally, by using a similar argument used to obtain Equation (82) and taking into account
Equation (101), we obtain:

φ(x) = b(x− x̂)αequi where αequi = (αa + 1)(α + 1)− 1 . (102)

The new αequi brings information regarding the two points with zero or infinite
derivatives [115]. Let us consider that an RPD generates by two points; one of them corre-
sponds to an extreme point with α given by Equation (93) and the second one corresponds
to an unbounded derivative, hence α is given by Equation (99). In this case, the equivalent
value of α, following Equation (102), is given by:

αequi =
q′ + 1
q + 1

− 1. (103)
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Consequently, if q′ = q we have in Equation (103) α = 0 and we recover the classical
uniform reinjection. In Ref. [115] a map was reported having a point like xm with zero
derivative, and other one like x∞ with infinite derivatives. An important characteristic of
this class of maps is that they can map xm into x∞. The topological position of these two
critical points can produce a drastic change of the exponent α. that depends on a given
control parameter. In Ref. [115] there are reported three cases; the RPD is driven by the
neighbor of xm, by the neighbor of x∞, or finally by the neighbor of both points. In the last
case, the parameter α is given by Equation (103). The RPD for the mentioned cases are
φ1(x) = bx−

1
2 , φ2(x) = b|x|, and φ3(x) is the uniform reinjection.

Note from Figures 4 and 5 that the reinjection process can be controlled by the points
with a derivative equal to zero or tending to infinite.

3.2. Type-II Intermittency
3.2.1. Length of Laminar Phase

Let us develop the new length of laminar phase for type-II intermittency. Let us
introduce a continuous differential equation for the local map (68):

dx
dl

= εx + a xp (104)

where l representes the number of iterations in the laminar region, that is, the length of the
laminar phase. Note that l depends, as in the classical case, on the reinjection point x, and
from Equation (104) it is given by: [58]

l(x, c) =
∫ c

x

dτ

aτp + ετ
(105)

and by integration we obtain:

l(x, c) =
1
ε

[
ln
( c

x

)
− 1

p− 1
ln

(
ac(p−1) + ε

ax(p−1) + ε

)]
. (106)

We notice that Equations (104)–(106), referring to the local behavior in the laminar
region, are similar to Equations (21) and (22), but now the local parameter p determines
the evolution in the laminar region. Consequently, the probability density of the length of
laminar phase ψ(l) depends on φ(x), that is, a global property, as follows:

ψ(l) = φ(X(l))
∣∣∣∣
dX(l)

dl

∣∣∣∣ = φ(X(l))|εX(l) + a X(l)p| (107)

where X(l) is the inverse function of l(x, c), and we have used Equation (104). Finally, after
some algebraic manipulation we obtain:

ψ(l) =b





 ε(

a + ε
c(p−1)

)
e(p−1)εl − a




1
p−1

− x̂




α

×


 ε(

a + ε
c(p−1)

)
e(p−1)εl − a




p
p−1(

a +
ε

c(p−1)

)
e(p−1)εl

(108)

that in the case of x̂ = 0 takes a more compact form:

ψ(l) = b


 ε(

a + ε
c(p−1)

)
e(p−1)εl − a




p+α
p−1(

a +
ε

c(p−1)

)
e(p−1)εl (109)
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which depends on the global parameter α that is determined by m, the slope function M(x).
In Ref. [57], the previous equations for ψ(l) were verified.

3.2.2. Characteristic Relations

Let us consider the average laminar length l̄ given by:

l̄ =
∫ ∞

0
sψ(s)ds =

∫ c

x̂
l(x, c)φ(x)dx. (110)

Note that Equation (110) depends on the LBR; consequently, we must split our analysis
into different cases. Let us start with x̂ = 0. In this case, by using Equations (90), (106), and
(105) we obtain:

l̄ = lim
x→0

b
α + 1

l(x, c)xα+1
∣∣∣∣
c

x
+

b
α + 1

∫ c

x̂

xα

ε + ax(p−1)
dx . (111)

Following a similar analysis that, in the classical case, we obtain for small values of ε

l̄ ≈ 1
acα+1

( a
ε

) p−α−2
p−1 π

p− 1
sin−1

(
π(1 + α)

p− 1

)
(112)

that in the limit ε→ 0 defines the the characteristic relation

l̄ ∝ ε−β (113)

where the critical exponent β is given by (see [57]):

β =
p− α− 2

p− 1
=

p(1−m)− 1
(p− 1)(1−m)

. (114)

Note that now, contrary to the classical theory explained in Section 2, β does not
take a single value. Now β depends on two things: p relates to the local map around the
origin and m or α relate to the global dynamics of the map. Note also that, according to
Equation (114) and taking into account that −1 < α < p− 2, the critical exponent, β, must
be in the interval (−1, 0) for any value of p.

Before we study the case of x̂ < x0, let us show the necessary condition to obtain l̄ as
in the uniform reinjection case. Suppose that φ(x) satisfies the following conditions:

(i) φ(0) 6= 0

(ii) dφ(x)
dx

∣∣∣
0

is bounded.

Then, for points close enough to x = 0, the slope of the function M(x) can be approx-
imated as m ≈ 1/2, and consequently it produces the same value of β as in the case of
uniform reinjection [58].

As a consequence, the characteristic exponent reported in classical theory for uniform
reinjection can be obtained not only for this case but also by any RPD that satisfies the
previous two conditions. We need the previous result so we can recover the estimation
of the characteristic exponent β in the case of x̂ < x0. Note that now the two previously
mentioned conditions are satisfied by the RPD, the exponent β is given by Equation (114),
with α = 0 as in the uniform reinjection case. In conclusion, the average length, l̄, can be
classified into the following cases:

• Case A: x̂ ≈ x0

– A1: m ∈ (0, 1− 1
p ) or equivalent α ∈ (−1, p− 2).

β =
α + 2− p

1− p
=

1 + p(m− 1)
(1− p)(1−m)

(115)
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– A2: m ∈ [1− 1
p , 1) or equivalent p− 2 < α. We have, in this case:

β = 0 (116)

• Case B: x̂ > x0. There is an upper cut-off for l. In this case, with the limit ε → 0, the
value of l practically remains constant, hence:

β = 0 (117)

• Case C: x̂ < x0.

β =
p− 2
p− 1

. (118)

as in the uniform reinjection.

3.3. Type-III Intermittency

Let us consider an illustrating model exhibiting type-III intermittency, as follows
(see Figure 6):

xn+1 = FI I I(xn) = −(1 + ε) xn − a x3
n + d x6

n sin(xn) . (119)

The map shown in Figure 6 presents two important differences with respect to the
previous one. On one hand, points in the neighbor of the maximum or minimum need
two iterations of the map to reach the laminar reinjection, and on the other hand, it presents
a symmetric reinjection mechanism into the laminar region.

Concerning the first difference, we must apply Equation (91), which refers to an
indirect reinjection to recover the general power law for the RPD (84).
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-0.5
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0.5
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xn+1

φ(x)

ρ(x′)

0

0−1

−1

1

1

xm

Figure 6. Map (119) with type-III intermittency. The reinjection mechanism is displayed by empty
arrows. The dashed arrow shows the trajectory in the laminar region, and xm indicates the maximum
of the map. Reprinted from the book “New Advances on Chaotic Intermittency and its Applications,”
authors Sergio Elaskar and Ezequiel del Rio, Copyright (2017) with permission from Springer Nature.

Concerning the second characteristic of the map of Figure 6, that is, the two symmetric
reinjection mechanisms, we must considered two cases. First, if x̂ > 0, then we recover
the RPD given by Equation (84). In the second case, when x̂ < 0, the RPD must include
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the overlapping effect of the two symmetry reinjections, which can be described by the
following function:

φ(x) =





b
[
(|x̂|+ x)α + (|x̂| − x)α] if |x| 6 |x̂|

b(|x̂|+ x)α if |x̂| < x 6 c
b(|x̂| − x)α if −c < x 6 −|x̂|

(120)

where b > 0 is determined by the standard normalization condition. Note that the function
M(x) given by Equation (120) is not linear, but is still useful for finding the RPD from data
series. To do this, we notice that φ(x), given by Equation (120), has two non-continuous
points at x = |x̂|; hence, M(x) should be non-differentiable at these points, that is, x̂ must
appear as a vertex point. Following the definition of M(x) given by Equation (87), we
obtain, for the RPD of Equation (120), the following expression:

M(x) =
1

(2 + α)

[
(1 + α)x− |x̂|+ 2

|x̂|(|x̂| − x)1+α − |x̂|2+α

(|x̂| − x)1+α − (|x̂|+ x)1+α

]
(121)

which, for the value x = |x̂|, gives:

M(|x̂|) = α + 2−α

α + 2
|x̂| (122)

from which α can be obtained. More details regarding this method can be found in Ref. [58].

Length of Laminar Phase

In Section 2.3, it was shown that the length of the laminar phase of type-III can be
obtained as in the type-II intermittency. This is because from Equation (69) we have:

|xn+1| = (1 + ε)|xn|+ a|xn|p (123)

which can be approached by the following continuous differential equation:

d|x|
dl

= ε|x|+ a|x|p (124)

where l represents the number of iterations in the laminar region. As Equation (124) is
similar to Equation (104), we can usel the results for type-II intermittency; hence, the
functions determining the exponent β is the same as in the case of type-II intermittency.

3.4. Type-I Intermittency
3.4.1. Length of Laminar Phase

For type-I intermittency we obtain, from Equation (67), the continuous differential
equation equivalent to Equation (5), as follows:

dx
dl

= ε + a xp, (125)

from which we can obtain l = l(x, c) as a function of x,

l(x, c) =
c
ε

2F1(
1
p

, 1; 1 +
1
p

;− a c
ε
)− x

ε
2F1(

1
p

, 1; 1 +
1
p

;− a x
ε
), (126)

in terms of the Gauss hypergeometric function 2F1(a, b; c; z) [116], which, for p = 2, l(x, c),
can be expressed by:

l(x, c) =
1√
a ε

[
tan−1

(√
a
ε

c
)
− tan−1

(√
a
ε

x
)]

. (127)
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In the case of type-I intermittency, Equation (107) can be rewritten as follows

ψ(l) = φ(X(l, c))
∣∣∣∣
dX(l, c)

dl

∣∣∣∣ = φ(X(l, c))|aX(l, c)p + ε| (128)

where an explicit expression for X(l, c) can be obtained from Equation (126) only for
a few cases. However, following Ref. [60], we can plot the function, ψ, by using the
parametrization suggested by Equation (128):

(l(x, c), ψ′(x)) = (l(x, c), φ(x)|ε + axp|) , (129)

where we have taken as the free parameter the coordinate of the reinjected points, x.
Contrary to the classical theory, now we have different shapes for the probability den-
sity of laminar lengths ψ(l) depending on α and x̂. Note that the maximum length of
l = lmax is given for x = x̂; it is then possible to obtain the value of ψ(lmax) by means of
Equation (129) as:

lim
l→lmax

ψ(l) = lim
x→x̂

ψ′(x) =





0 if α > 0
b(ε + ax̂p) if α = 0
∞ if α < 0

(130)

which depends on α. Concerning the maximum and minimum of the function ψ(l), and
taking into account Equations (125) and (128), such points are given by the root of the
following equation:

dψ(l)
dl

=

(
(ε + axp)

dφ(x)
dx

+ a p φ(x) xp−1
)∣∣∣∣

dX(l)
dl

∣∣∣∣ = 0 . (131)

Because Equation (125) imposes dX(l)/dl 6= 0 for ε 6= 0, the expression inside the
brackets in (131) must be zero for x ∈ (x̂, c) and ε ≈ 0; consequently, the roots approach to

xr1 ≈ 0 and xr2 ≈
p x̂

α + p
. (132)

We conclude that the extreme points of ψ(l) must occur at L(xr1) and L(xr2), only if
xr1 and xr2 lie in (x̂, c).

Following previous arguments and the three cases splitting in Equation (130), we have
six cases for the extreme points of ψ(l). Equation (133) indicates the classification of the
ψ(l) according to its local extreme types, at L(xr1) and L(xr2), depending on the α and x̂
values in the RPD; in addition, the limits liml→lmax ψ(l) are given.

The corresponding different ψ(l) profiles, depending on x̂ and α, can be found in
Ref. [60]. It is interesting to note that for α > 0 we have ψ(lmax) = 0, and the shape of ψ(l)
has important differences from that obtained from classical theory, as can be seen in [41,42],
for instance:

α = 0, x̂ < 0⇒ L(xr1) : min, L(xr2) : @, lim
l→lmax

ψ(l)→ ε + ax̂p

|x̂− c|

α = 0, x̂ > 0⇒ L(xr1) : @, L(xr2) : @, lim
l→lmax

ψ(l)→ ε + ax̂p

|x̂− c|
α > 0, x̂ < 0⇒ L(xr1) : min, L(xr2) : MAX, lim

l→lmax
ψ(l)→ 0

α > 0, x̂ > 0⇒ L(xr1) : @, L(xr2) : @, lim
l→lmax

ψ(l)→ 0

α < 0, x̂ < 0⇒ L(xr1) : min, L(xr2) : @, lim
l→lmax

ψ(l)→ ∞

α < 0, x̂ > 0⇒ L(xr1) : @, L(xr2) : min, lim
l→lmax

ψ(l)→ ∞

(133)
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3.4.2. Characteristic Relations

Let us describe how the characteristic exponent depends on the RPD of Equation (90).
We remember that the characteristic relation Equation (113) defines the exponent β driven
by the mean value of l given by Equation (110).

Taking into account the fact that the function ψ depends on x̂ and α, to get the charac-
teristic exponent β for type-I intermittency we can follow a similar analysis that has been
carried out for type-II intermittency. We again found not a single value, and it is given as
the following cases:

• Case D: x̂ ≈ x0

– D1: α ∈ (−1, p− 2). Equations (90), (128), and (110) give:

β =
p− α− 2

p
= 1− 1

(1−m)p
. (134)

As in the type-II intermittency, assuming that the conditions given by Equation (93)
holds, Equation (134) transforms into:

β = 1− q + 2
p(q + 1)

(135)

– D2: p− 2 < α. Now we have:
β = 0 (136)

• Case E: x̂ > x0.
β = 0 (137)

• Case F: x̂ < x0.

– F1: α > 0

β =
p− 2

p
. (138)

– F2: α < 0

β =
p− 1

p
. (139)

3.5. Remarks on the Characteristic Exponent β

Some comments can be related to the previous analysis. First of all, note that in Case
C the value of β can also be given by setting α = 0 in the expression of Case A1. In this
way we obtain the same characteristic exponent as in the classical uniform RPD, but note
that now we do not have a uniform RPD. This is because, in Case C, the RPD given by
Equation (120) satisfies the conditions i and ii explained in Section 3.2.2. Accordingly, the
value of β must correspond to the uniform reinjection case.

Note also that, for type-I intermittency, we can not apply the same argument, as we
explain below.

While in type-II and III intermittencies the contribution to l̄ of the points reinjected
far from x0 is neglected, in the type-I intermittency the reinjected points in the region
x < x0 must go across the narrow corridor extended along the laminar region, producing
an important contribution to l̄. A more complete discussion on this point can be found
in [60].

Classically, the characteristic exponent β was used to identify the intermittency type,
and at this time it is still used for such tasks. Note that after the previous discussion
we obtain β as a function of α and x̂; hence, we can question ourselves whether or not
there is a parameter set that gives the same values of β, even in the case of different
intermittent types. To answer this question, we studied two maps with type-I and II
intermittencies and let β I and β I I be their characteristic exponents, respectively, and let us
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assume that β I = β I I . Let us suppose that x̂I = x̂I I ≈ x0; hence, from Cases A1 and D1 and
Equations (115) and (134), respectively, we have αI as follows:

αI =
pI(αI I + 1)

pI I − 1
− 2 (140)

where I and I I refer to the intermittency type. To fix this idea, we can consider only the case
pI = pI I − 1 as it happen in the classical nonlinearities for the local map. Remember that,
classically, the folllowing were used: pI I = 3 and pI = 2. To obtain the same values for
the characteristic exponents for type-I and type-II and considering Equation (140), we get
the simple relation, αI = (αI I − 1), which also works for type-III intermittency. A more
complete discussion regarding this topic can be found in [39].

Finally, for maps with a point such as xm with zero derivative and others such as x∞
with infinite derivative, the value of β can strongly depend on the small variations of a
control parameter [115]. In this cases, there is not a well defined characteristic relation.

4. Classical Theory about Noise Effects in Chaotic Intermittency

Because noise is always present in nature, it is very important to understand the effect
of noise on systems. Previously, there has been a great effort to investigate noise effect in
the chaotic intermittency phenomenon.

To study noise in the intermittent maps, several techniques have been proposed. The
most popular are, on one hand, renormalization group analysis, and on the other hand,
by using the Fokker–Plank equation. Note that these techniques are based on different
mathematics fields, but in both case they have in common the fact that they consider only
the noise effect in the laminar region on the map. It is clear that the noise affects the whole
system, not just the local map; however, in most of the papers dedicated to the noise
effect in chaotic intermittency, only noise in the laminar region is considered. Following
these classic arguments, let us first consider the main results concerning noise in classical
intermittency theory. In Section 4.1, noise effects using the Fokker–Plank approach are
considered, whereas in Section 4.4 we deal with Renormalization Group Theory applied to
study the noise effects in chaotic intermittency.

In Section 3, we introduced an RPD function that has been observed in a wide class of
maps; consequently, in Section 5 we will consider the effect of noise on the RPD.

4.1. Noise Effect —Fokker–Plank Approach

In this subsection, we analyze the noise effects in classical types of intermittency by
using the Fokker–Plank equation. Type-I intermittency is analyzed in the next subsection,
while Type-II and III intermittencies perturbed by noise are studied in Section 4.3.

4.2. Type-I Intermittency

In the noiseless case, Equation (3) describes the local map for type-I intermittency in
the laminar region. However, for |ε| << 1 we can approach the local map by the continuous
Equation (5). Let us introduce an additive noise to Equation (3), as follows:

xn+1 = F(xn) = ε + xn + a x2
n +
√

2Dξn (141)

where D is the spatial diffusion and ξn is taken to be a white Gaussian noise of zero mean
and delta-correlated. The difference Equation (141) can be approached by a stochastic
differential equation, as follows [42]:

dx
dt

= −dV(x)
dx

+
√

2Dξ(t) (142)
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where ξ(t) is also a white Gaussian noise with zero mean and delta-correlated in time;
hence, < ξ(t) >= 0 and < ξ(t′)ξ(t) >= δ(t′ − t), and the potential V(x) is given by:

V(x) = −1
3

ax3 − εx + c (143)

Figure 7 represents the local map and the potential V(x) for values of ε < 0. Note that
for ε < 0 the map has two fixed points that meet in a single one for ε = 0. The stable point
correspond to the minimum of the potential, whereas the unstable one correspond to the
maximum. The extreme points are given by:

xs = −
√
−ε/a and xu =

√
−ε/a . (144)

Note that in the noiseless map, this scenario does not show intermittency due to there
being a stable fixed point. However, in the noisy scenario, the noise can move the trajectory
outside onto the potential well, and then the trajectory can go through the laminar region,
as in the noiseless intermittency case. The stochastic differential Equation (142) corresponds
to the equation of motion of a massless particle in the potential V(x) perturbed by an
external noise; hence, by the standard methodology used in the stochastic theory [54], we
can reach the corresponding backward Fokker–Plank equation (FPE), as follows:

∂G(x, t)
∂t

= −dV(x)
dx

∂G(x, t)
∂x

+ D
∂2G(x, t)

∂x2 (145)

where G(x, t) is the probability density of finding a particle at the position x in the time t.
To obtain the average laminar length in Equation (145), it is necessary to consider the mean
first-passage time (MFPT) over the potential barrier (V(xs)−V(xu)). The MFPT is defined
by the mean time escaping time T(x), as follows:

T(x) = −
∫ ∞

0

∂G(x, t)
∂t

tdt, (146)

with the boundary conditions G(x, 0) = 1 and limt→∞ G(x, t) = 0. Hence, we consider that
all particles are placed in x at t = 0 and no particle can be found at x for a long enough
time. By integrating Equation (145), we obtain a differential equation for the function T(x),
as follows:

0 = 1− dV(x)
dx

+ D
d2T(x)

dx2 (147)

where the solution of Equation (147) can be written by means of integrals, as follows:

T(x) = k
∫ x

x̂
exp

(
1
D

V(x′)
)

dx′ − 1
D

∫ x

x̂

∫ x′

x̂
exp

(
1
D
(V(x′)−V(x′′))

)
dx′′ dx′ . (148)
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√
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Figure 7. Local map of Equation (141) for ε < 0 and its associated potential Equation (143).
The potential barrier is also indicated. Reprinted from the book “New Advances on Chaotic In-
termittency and its Applications,” authors Sergio Elaskar and Ezequiel del Rio, Copyright (2017) with
permission from Springer Nature.

Notice that in Equation (148) the second term is dominant due to the factor 1
D , but it is

not integrable analytically so it is necessary to approach the potential by a second order
Taylor expansion around the extreme point xs, as follows:

V(xs) ≈ V(xs) +
1
2

V′′(xs)(x− xs)
2 + O((x− xs)

3) , (149)

where V′′ indicates the second derivative of the function V(x). In a similar way, we
approach V(xu) around the point xu. With this procedure, the solution to Equation (147) is
given by:

T(x) ≈− 1
D

exp
(

1
D
(V(xu)−V(xs))

)
×

∫ x

x̂

∫ x′

x̂
exp

(
1

2D
(V′′(xu)(x′ − xu)

2 −V′′(xs)(x′′ − xs)
2)

)
dx′′ dx′ .

(150)

To evaluate the integral in Equation (150), we need to introduce further approximation.
Hence, we assume that x̂ � xs, that is x̂ � √−ε; consequently, the reinjection takes place
very close to x = 0, and finally we obtain an estimation for MFPT, as follows:

T =
2π√

V′′(xs)V′′(xu)
exp

(−B
D

)
(151)

where B is the potential barrier height needed to jump the particle in the potential well.
For the potential (143), we have (see Figure 7):

B = V(xu)−V(xs) =
2a
3

( |ε|
a

) 3
2

(152)
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and by using Equation (144), we obtain an estimation for the MFPT, which is for the average
laminar length, l̄, in the case of ε < 0, as:

l̄ ∝ T =
π√
a|ε|

exp
(

4
3D
√

a
|ε| 32

)
. (153)

Equation (153) requires some comments. Note that as we approach the potential
around the extreme points, Equation (153) can not be applied if there are no extreme points,
that is, for ε > 0. Consequently, the particle will cross the laminar region in a similar way
to that in the noiseless case, because the map iterations will be dominant over the small
noise perturbation.

The solution given by Equation (153) is in agreement with the result obtained by
the renormalization group technique, as we will see in Section 4.4. This approximation
Equation (153) has been observed numerically in the two coupled Rössler oscillators [54].

4.3. Type-II and III Intermittency

For type-II and III intermittencies, the corresponding perturbed map by noise can be
obtained from the pure deterministic map proposed in Section 2, as follows:

xn+1 = ∓(1 + ε)xn ∓ a x3
n +
√

2Dξn (154)

where the plus sign refers to type-II and the minus sign refers to type-III. As in the case of
type-I, for very small values (xn+1 − xn), the difference Equation (154) can be approached
by Equation (142), where the potential V(x) is now a symmetric function, as follows:

V(x) = −1
4

ax4 − ε

2
x2 + c (155)

having a single potential well at (x = 0) between two maxima, as represented in Figure 8.
Hence, by applying Equations (151) and (152) to the potential Equation (155) and

taking into account that

B = V(

√
− ε

a
)−V(0) =

ε2

4 a
. (156)

Equation (150) transforms into a new one:

l̄ ∝ T =

√
2π

|ε| exp
(

1
3D a

|ε|2
)

. (157)

The approximation Equation (157) has been observed in an electronic circuit [55].
Notice that Equation (151) remembers the Arrhenius formula regarding the chemical

reaction theory.
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Figure 8. Local map of Equation (154) for ε < 0 and its associated potential Equation (155).
The potential barrier is also indicated. Reprinted from the book “New Advances on Chaotic In-
termittency and its Applications,” authors Sergio Elaskar and Ezequiel del Rio, Copyright (2017) with
permission from Springer Nature.

4.4. Renormalization Group and Scaling Theory

The renormalization group theory (RGT) applied to deterministic chaos was first used
in the Feigenbaum cascade, because the period-doubling scenario provides a mathematical
structure to be renormalized. A similar methodology has been applied to the map with
chaotic intermittency, but it has only been applied to the laminar region of the map. This
is an important difference with respect to the Feigenbaum cascade case, because in the
intermittency case the general expression for the RPD is not considered to apply to the RGT;
in particular, the roll played by the LBR is excluded [113]. Let us consider a generalization
of the local map (3), as follows:

xn+1 = F(xn) = ε + xn + a |xn|p + σξn (158)

where σ =
√

2D is the diffusion term .
First, we consider the usual case p = 2 and the map x′′ = F2(x′) = F(F(x′)). Let

L(ε, σ) be the number of iterations of map F that x′ needs to leave the laminar region. Note
that this number, referred to as map F2, should be only a half with respect to F. Suppose
also that we found a new set of parameters, ε′ and σ′, mapping x′ into x′′ in a single
iteration, so we have:

L(ε′, σ′) =
1
2

L(ε, σ) . (159)

A similar argument applied to l iterations provides:

L(ε′, σ′) =
1
l

L(ε, σ) . (160)

Note that the mathematical function connecting the parameter sets (ε′, σ′) and (ε, σ)
remains unknown, but it is still possible to formulate such function by means of two new
scaling exponents, ρ and ν, as follows:

ε′ = lρε and σ′ = lνσ . (161)
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Now Equation (160) can be rewritten in a new form:

L(ε, σ) = lL(lρε, lνσ) . (162)

If we multiply Equation (162) by a common factor, we can re-scale the “length” of the
laminar region, as follows:

lρε = 1 (163)

so Equation (162) becomes:

L(ε, σ) = ε
−1
ρ Z
(

σ

ε
ν
ρ

)
(164)

where we define the new function Z as Z(·) = L(1, ·).
Now the main task is to find the exponents ρ and ν. To do this, we must solve the

renormalization group equation, as explained in the following subsection.

4.5. Exact Solution for Renormalization Group Equation

Before considering the noise effect, we need to find the fixed point in the functional
space. By applying a similar argument used to develop the renormalization group in
the period doubling scenario, a function, g(x), satisfying the following equation, was
postulated.

1
α

g(αx) = gl(x) (165)

where α is the scaling factor for the function g(x) after making l steps in the laminar corridor.
The boundary conditions used in this case can be obtained from the function F(x), as

defined by Equation (158). That is, for ε = 0, both functions and their derivatives must take
the same values at the origin, hence:

g(0) = 0 and g′(0) = 1 . (166)

A solution of Equation (165) with the conditions (166) can be written in the form:

g(x) =
x(

1− d x
1
x

)q (167)

where d is an arbitrary constant and we have made the identifications as follows:

α = lq (168)

The boundary conditions (166) determine a single solution, so by expanding the gen-
eral solution (167) around the origin and by comparison with the map F(x) of
Equation (141),

g(x) = x + q d x
1
q +1

+
q(q + 1)

2
d2x

2
q +1

+ . . . , (169)

by comparison with Equation (141), we obtain:

q =
1

p− 1
(170)

and by using the relation (168), we obtain the scaling factor as a function of p:

α = l
1

p−1 . (171)

Now, the fixed point for the renormalization Equation (165) is obtained. The remaining
task is to obtain the exponents ρ and ν. For this task, the perturbation theory was used, as
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follows. In the case of exponent ρ, a small deterministic perturbation of the fixed point was
used:

gn(x) = g(x) + hn(x) (172)

Finally, it is necessary to postulate a convergence ratio, that is:

hn(x) = λnh(x) . (173)

By using Equation (165), an eigenvalue problem is defined that is generated by impos-
ing limn→∞ gn(x) = g(x) and by linearization of Equation (165). Finally, the eigenvalues
obtained are as follows [117]:

λ = lρ, with ρ =
p

p− 1
. (174)

Notice that the characteristic exponent β is defined in the limit ε→ 0, as follows:

l̄ ∝ ε−β, (175)

hence we have from Equation (174):

β = − p− 1
p

(176)

Let us perturb the fixed point g(x) with a small noise:

gn(x) = g(x) + ξ(t)D(x) (177)

where D(x) is a small function. By following a similar method to the noiseless case, we
found the convergent ratio as follows:

λ = lν, with ν =
p + 1
p− 1

. (178)

Hence Equation (164) is transformed into the new one:

L(ε, σ) = ε
1−p

p Z

(
σ

ε
p+1

p

)
. (179)

The renormalization group has a clear meaning in the chaotic route to chaos deter-
mined by the Feigenbaum cascade, but here in the intermittency scenario its real meaning
is a little different. The most that we can find from Equation (164) in the nonperturbed case,
that is, (σ = 0), is the function L(ε, 0), which determine how fast L increases as ε decreases;
hence we must have:

β = − p− 1
p

. (180)

However, for σ 6= 0 it is difficult to determine β because the function Z in
Equation (179) remains unknown.

Note also that in the case of p = 2, Equation (179) takes the specific form:

L(ε, σ) =
1√

ε
Z
(

σ

ε
3
2

)
(181)

which is consistent with Equation (153). Note, however, that Equation (153) was derived
for ε < 0, whereas this is not the case for Equation (181). Moreover, ε� 0 and σ > 0, as the
scaling properties of the intermittency, are not in agreement with Equation (181) because
the deterministic component of the map is dominant over the small noise [54].
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The cases of type-II and III intermittencies have an additional difficulty due to
Equation (164) for σ = 0 has the following form [118]:

L(ε, xo, c) = 2−nL(λnε, αnxo, αnc) (182)

where x0 is the starting point in the laminar region and c indicates the end of the laminar
region. The important aspect of Equation (182) is that the laminar region shows three
characteristic exponents, that is, L(λnε, αnxo, αnc) remains constant under change of both
αnxo and αnc. Unfortunately, the renormalization group theory cannot determine whether
this is true or not.

Finally, we must remember that the classical noise theory applied to intermittencies
only considers the noise effect on the local map. This is because classically it was considered
that the RPD was uniform, and hence it was also assumed that the noise does not change
this condition enough; however, as explained in Section 3, in the general case the RPD is
not constant; hence, in Section 5, the noise on the RPD will be considered.

5. New Formulation of the Noise Effects in Chaotic Intermittency

In this subsection, we develop an analytical approach, the noisy reinjection probability
density (NRPD) function, and examine its effect on type-II, III and I intermittencies.

5.1. Noisy Reinjection Probability Density Function (NRPD)

Let us introduce a noise perturbation into Equation (68), with type-II intermittency,
as follows:

x′n+1 =

{
F(xn) + σξn xn ≤ xr
(F(xn)− 1)γ + σξn xn > xr,

(183)

where ξn is a uniform distributed noise, that is, < ξm, ξn >= δ(m− n) and < ξn >= 0, σ is
the noise strength, and F(x) = (1 + ε)xn + (1− ε)x3

n. As before, we denote by xr the root
of the equation F(xr) = 1.

To obtain an analytical formulation for the NRPD, denoted by capital case Φ(x) to
avoid confusion with the lower case φ(x) with is reserves for the noiseless RPD, we focus
our attention on the effect of noise on the reinjection trajectories, as indicated in Figure 9. In
such a figure, a noiseless trajectory drawn by a dashed line is sprayed by noise around the
noiseless trajectory. Consequently, the reinjection point must be mapped inside an interval
represented in Figure 9 by l0. Note that the noiseless density φ′(x) must change due to the
noise effect into a new density Φ(x), obtained by the following convolution:

Φ(x) =
∫

φ′(y)G(x− y, σ)dy, (184)

where G(x, σ) represents the probability density of the noise term σξn in Equation (183).
Note that the function φ′(x) is unknown because of the noise effect, but taking into account
that the density ρ(x′) is generated in a region of the map without extreme points, we can
approach φ′(x) as φ(x) given by Equation (84).

To evaluate the integral (184), we expand φ(x) to the first term, and integral (184)
becomes as follows:

Φ(x) ≈ φ(x) +
dφ(x)

dx

∫
(x− y)G(x− y, σ)dy (185)

where we have used
∫

G(x, σ)dx = 1; consequently, we expect Φ(x) ≈ φ(x) in the regions
for a small enough slope of φ(x). An important feature of the previous argument is that, for
regions far from the LBR, that is x̂, where Φ(x) is small enough, the slope, m, of the noisy
function, M(x), approaches the corresponding noiseless slope. This is useful in helping to
determine the density, φ(x), corresponding to deterministic behavior. Note also that we
need to know φ(x) to evaluate integral (184). In the following subsections, we will apply
this result to some relevant cases of noisy intermittencies.
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Note that the length of the laminar period in the noisy intermittency is determined by
Equation (107), but now the function φ(x) should be changed by the corresponding RPD
in the noisy scenario, that is Φ(x). We notice that this method, contrary to the classical
analysis, takes into account, not the noise in the laminar region, but only the noise effect on
the RPD. However, it provides a good approximation as it has been confirmed in a number
of maps [39,62,63,68].

0 0.2 0.4 0.6 0.8 1

0

0.2

0.4

0.6

0.8

1

Xn+1

Xn

l0

ρ
(x

′ )

Xr

γ =1

γ >0

γ <0

Figure 9. Noisy map (183). The horizontal dashed line indicates the noiseless trajectory going into the
laminar region. The nosily trajectory should be expanded to end inside the interval l0. Reprinted from
the book “New Advances on Chaotic Intermittency and its Applications,” authors Sergio Elaskar and
Ezequiel del Rio, Copyright (2017) with permission from Springer Nature.

5.2. Noise Effect on Type-II Intermittency

Let us consider for this case the map (183) from the interval [0, 1] into itself. Note that,
due to the noise, the value of x′n+1 may go out of the unit interval. To avoid this problem,
we must define the following perturbed map:

xn+1 =

{ |x′n+1| x′n+1 ≤ 1
|x′n+1| − 2 mod(|x′n+1|, 1) x′n+1 > 1.

(186)

As in the map (183), we have x̂ = 0, them we have φ′(x) ≈ φ(x) = b|x|α in
Equation (184), where we assume that the probability density, G, in Equation (184) is
given by:

G(x, σ) =
Θ(x + σ)−Θ(x− σ)

2σ
, (187)

where Θ(x) is the Heaviside step function.
Finally, the integral in Equation (184) can be evaluated given the following NRPD:

Φ(x) =
1

c1+α

(|x|+ σ)1+α − Sg(|x| − σ)||x| − σ|1+α

2σ
, (188)

where we denote by Sg(x) the sign function that extracts the sign from its argument.
The result (188) is in good agreement with numerical evaluation of the NRPD function in a
one-dimensional map [68].
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We notice that different expressions should be obtained for NRPD (188) by con-
sidering in Equation (184) a different distributions of the noise. However, the noise
distributions (187) provide good approaches in most cases.

Regarding noisy function M(x), it must split into two cases. On one hand, for x close to
x̂, the slope of M(x) approaches 1

2 , as in the case of uniform reinjection. On the other hand,
considering that it is far from x̂, the value of m for the slope of the noisy M(x) approaches
the value obtained for the noiseless case. This fact is very important for obtaining the
parameter α of φ(x) by means of Equation (90). For a numerical simulation for the map
Equations (183) and (186), see [39,68].

5.3. Noise Effect on Type-III Intermittency

The noise effect on the RPD of one-dimensional maps with type-III intermittency can
be stronger than for type-II intermittency. This is due to the indirect reinjection, as we will
see below. Let us consider the following composition of noiseless maps:

x′n = F(xn) = −(1 + ε) xn − a x3
n + d x6

n sin(xn) (189)

and the randomly perturbed map, that just adds a noise, defined as:

xn+1 = x′n + σξn . (190)

In Figure 10, the dashed line shows the noiseless trajectory corresponding to a point
starting around the maximum of the map. This trajectory, due to the noise effect, may
spread over a region of some width, say l0. Note that l0 will increase by a factor of K, up to
l1 = K l0 on the graph of the map, as shown in Figure 10. Moreover, in Ref. [68], it has been
proven that the NRPD for this case can be approximated as follows:

Φ(x) =
1

c1+α

(|x|+ K σ)1+α − Sg(|x| − K σ)||x| − K σ|1+α

2K σ
. (191)
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Figure 10. Map of Equation (189). Dashed arrows indicate the trajectory of a point near the maximum.
Solid lines at both sides of the mentioned arrows indicate the effect of the noisy map on the same
point, which will be mapped on the interval I over the graph of the map. Reprinted from the book
“New Advances on Chaotic Intermittency and its Applications,” authors Sergio Elaskar and Ezequiel
del Rio, Copyright (2017) with permission from Springer Nature.

It is interesting to observe that the factor K in Equation (191), defined as K = dF
dx ,

introduces an amplification of the noise effect. Consequently, the whole analysis made
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previously in the context of type-II intermittency can also be applied in this case. In
particular, in spite of us having the factor K in Equation (191), it is possible to predict the
RPD by using the noisy data. This is because the slope of the function M(x), for points
x far from x̂, is robust against the noise. This technique was used in [68] for the map
(189). We notice that, due to the factor k in Equation (191), the noise effect can be increased
enough to make significant differences between the noisy slope of M(x) and the noiseless
one. However, even in this scenario it is possible to approach the function M(x) for points
x > xp far enough from x̂, that is xp > χ. To do this, by using Equation (184) we can
approach Φ(x) as Φ(x) ≈ φ′(x) for xp > x0, so by using the definition of M(x) given by
Equation (87), we have:

Mn(x) ≈ M(x) +

∫ xp
0 τ(Φ(τ)−Φ(τ)) dτ∫ x

0 φ(τ) dτ
if x > x0, (192)

where M(x) and Mn(x) are the noiseless and noisy functions, respectively. By using
Equation (88) to estimated M(x), we get, for x > xp:

M(xl) ≈ Mn(xq)−
C
q
≈

∑
q
j=1 xj

q
− C

q
. (193)

As M(x̂) = x̂, the value C is given by the equation M(x̂) ≈ x̂ to recover the noiseless
function M(x). This means that, even in a very high noise strength scenario, the value of α
corresponding to the RPD φ(x) of the noiseless map can be recovered. This methodology
has been used previously [68].

5.4. Noise Effect in Type-I Intermittency

To illustrate the effect of noise in type-I intermittency, let us consider a map with direct
reinjection, as happened in the type-II case:

F(x) =





F1(x) = ε + x + a x2 + σξn, if x < xr,

F2(x) = x̂ +
1− x̂

(1− xr)
γ (x− xr)

γ + σξn if x > xr
(194)

where xr verifies ε + xr + a x2
r = 1. The map (194) is represented in Figure 2 for σ = 0. Note

that this map is similar to Figure 9, but now the boundary conditions should be different
because the noisy reinjected point can be mapped out of the unity range.

In this case, the integral (184) gives us the NRPD as:

Φ(x) =
b

2σ(α + 1)

{
[x− (x̂− σ)]α+1 −Θ[x− (x̂ + σ)][x− (x̂ + σ)]α+1

}
. (195)

where Θ is the Heaviside step function. Let us compare the noisy Equation (195) with the
corresponding noiseless RPD. Figure 11 shows both functions, the RPD and the NRPD.

Note that, for x → x̂, Equation (195) can be approached to:

Φ(x) ≈ b
2σ(α + 1)

[x− (x̂− σ)]α+1 (196)

as in the corresponding noiseless RPD but with two differences: exponent is now α + 1 and
the LBR is shifted to x̂ + σ. This effect can be observed in Figure 11, where Φ(x) 6= 0 for
points x < x̂, whereas φ(x) = 0 for such points. Note also that, due to the Heaviside step
function, Equation (195) has a vertex point for α < 0. The deterministic LBR should be in
the middle of the mentioned vertex point and the noisy LBR, that is x̂ + σ, as shown in
Figure 11. As a consequence, the function M(x) can still be approximated by a piecewise
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linear function, as in the case of type-II intermittency, but now the new slope is given by
Equation (90) with α + 1; hence, we have:

mn =
α + 2
α + 3

(197)

so the two slopes of function M(x), the noisy one, mn, and the one corresponding to the
noiseless slope, m, are related by:

mn =
1

2−m
. (198)

Note that, as m > 0, we have mn > 1/2 and consequently for x → x̂ we have
Φ(x)→ 0.

The relations (195) and (198) are confirmed in one-dimensional noisy maps [62].
It is interesting to note an important consequence of Equation (195). As the value of x̂

and α are changed by the noise effect, it is possible to select a set of noisy parameter values
that correspond with a set of noiseless values. Moreover, as the noiseless and noisy values
are given by αn = α + 1, according to Equation (82), we obtain the following relation for γn
and γ:

1
γn

=
1
γ
+ 1 . (199)
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5 φ(x)
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α>0

Figure 11. NRPD corresponding to Equation (195) with x̂ = 0. Dashed and solid lines show RPD and
NRPD, respectively. Note that Φ(x) 6= 0 for x < x̂, where φ(x) = 0.

6. Statistical Properties of Intermittency Using the Perron–Frobenius Operator

A new methodology to obtain analytical expressions for statistical functions describ-
ing chaotic intermittency is introduced here. This methodology implements the Perron–
Frobenius operator, called the continuity technique [39,65–67]. This methodology has been
successfully applied to type-II and V intermittencies [65,66]. It permits us to obtain very
accurate φ(x) and ψ(l) functions and can be applied when the M function is nonlinear.
Nevertheless, to utilize the continuity technique we have to know explicitly the map and
its inverse [65].

Let us start with a brief explanation of the evolution of densities [119,120]. We ana-
lyzed a family of evolution operators, Ft(x) : D → D, which verified Ft1+t2 = Ft1 ◦ Ft2 and
F0 = identity, x ∈ D, t being the evolution variable, and D a compact manifold. When t is
represented by real numbers (t ∈ R), Ft(x) is a continuous dynamical system. Notwith-
standing, when t acquires only integer numbers, the operator Ft(x) is a map. There are
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at least two formulations to describe the behavior of Ft(x). One formulation studies
individual trajectories, and the other analyzes the density and the probability measure.

We introduce a generic map, y = F(x), which maps some interval ∆ ⊂ R into another
interval ∆1 ⊂ R. Accordingly, x ∈ ∆ and y ∈ ∆1. In ∆, the trajectories density is ρ(x),
although in ∆1 it is ρ1(y). By the map application, the density ρ transforms in ρ1, and we
write ρ1 = L ◦ ρ. If the interval ∆ = [y0, y] has a variable upper limit y, the density ρ1(y) in
the interval ∆1 results:

ρ1(y) =
d

dy

∫

F−1[y0,y]
ρ(x) dx = ρ(F−1(y))

∣∣∣∣
dF−1(y)

dy

∣∣∣∣ . (200)

Equation (200) assumes F(x) is piecewise differentiable and invertible. In addition,

the derivative d F−1(x)
d x is piecewise continuous [119].

To elaborate a broad study, we consider piecewise monotonic maps:

F(x) =





F1(x), a0 ≤ x < a1,
F2(x), a1 ≤ x < a2,
.
.
.
Fn(x), an−1 ≤ x ≤ an,

(201)

where a0 = 0, an = 1, F1(a0) = 0, and Fn(an) = 1. Note that a0 = 0 is a fixed point of
the system. The map also verifies Fi(ai−1) = 0 for i = 1, . . . , n. This map transforms the
closed unit interval onto itself: F(x) : [0, 1]→ [0, 1]. Therefore, the state space of the system
is 0 ≤ x ≤ 1. In addition, Equation (201) shows that the unit interval is divided into n
subintervals; and each Fi(x) function is a C1 function in [ai−1, ai). For Equation (201), the
Perron–Frobenius operator results [119]:

P ◦ ρ(x) =
d

dx

∫

F−1
i [0,x]

ρ(u) du =
d

dx

n

∑
i=1

∫ F−1
i (x)

ai−1

ρ(u) du =
n

∑
i=1

∣∣∣∣∣
dF−1

i (x)
dx

∣∣∣∣∣ .ρ(F−1
i (x)) (202)

To acquire the RPD function, we take into consideration that the first term (first
interval) in Equation (202) involves the laminar zone, and it has not to be included in the
sum. Accordingly, the RPD function results:

φ(x) = Pint ◦ ρ(x) =
n

∑
i=2

dF−1
i (x)
dx

ρ(x) (203)

where ρ(x) is the density in the preceding intervals to reinjection (pre-reinjection points).

[a1, F−1
2 (x)), [a2, F−1

3 (x)), . . . [an−1, F−1
n (x)] . (204)

We assume ρ(x) = k, where k is a constant, and it verifies:

n

∑
i=1

∫ Fi
−1(x)

ai−1

k dx = 1 . (205)

In Refs. [39,65,66], the behavior of several maps with intermittency was investigated.
Here, we only analyze two maps displaying type-II intermittency and one family of maps
with type-V intermittency. The first map with type-II intermittency is a piecewise monotonic
map with three subintervals, and the second one shows a nonlinear function M. For type-V
intermittency, we study a family of maps without symmetry around the fixed point. These
maps can produce type-V intermittency, displaying continuous and discontinuous RPD
functions [66].
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6.1. Piecewise Monotonic Map with Three Subintervals

We study the following map: [39,65]

F(x) =





F1(x) = (1 + ε)x + (1− ε)xp, 0 ≤ x < a1,
F2(x) = [(1 + ε)x + (1− ε)xp − 1]γ, a1 ≤ x < a2,

F3(x) =
[
1 + ln( 1

x1/ ln(a2)
)
]θ

, a2 ≤ x ≤ c,
(206)

where a1 verifies (1 + ε)a1 + (1− ε)ap
1 = 1, and 0 < a1 < a2 < c. The map has three

subintervals, and the F2(x) function verifies: F2(a2) < 1. Note that this map is only an
individual case of the map given in Equation (201).

To obtain the RPD, we use Equation (203):

φ(x) = k

[
x

1
γ−1

γ
[
(1 + ε)2 + 4(1− ε)(1 + x1/γ)

]1/2 −
ln(xz)x1−x1/θ

z x
1
θ−1

θ

]
(207)

where k satisfies

∫ F−1
2 (c)

a1

k dx +
∫ F−1

3 (c)

a2

k dx = 1 , ⇒ k =
1

F−1
2 (c) + F−1

3 (c)− a1 − a2
(208)

where F−1
2 (x) is the inverse function of [(1+ ε)x + (1− ε)xp− 1]γ and F−1

3 (x) is the inverse

of
[
1 + ln

(
1

x1/ ln(a2)

)]θ
.

Several numerical test were performed (see [39]). For all tests, the theoretical equations
very accurately verified the numerical results.

6.2. Map with Nonlinear Function M(x)

When the maps display a linear function M(x), the RPD possesses a power law form,
φ(x) = Γxα. For the M(x) function methodology, Γ is a constant, and for the continuity
technique, Γ = χ(x) [39].

In this subsection, we analyze a map showing type-II intermittency. This map has
a distinctive characteristic: the function M(x) is nonlinear for some range of the control
parameters. The map is:

F(x) =
{

F1(x) = (1 + ε)x + (1− ε)xp, 0 ≤ x ≤ a1,
F2(x) = (exν − eaν

1 )/(e− eaν
1 ), a1 < x ≤ 1,

(209)

where x0 = 0 is a fixed point. It is unstable for ε > 0, and type-II intermittency occurs. In
addition, a1 verifies (1 + ε)a1 + (1− ε)ap

1 = 1.
To obtain the RPD function, we implement Equation (203):

φ(x) = b
(e− eaν

1 )
[
ln
(

x(e− eaν
1 ) + eaν

1

)] 1
ν−1

ν [x(e− eaν
1 ) + eaν

1 ]
(210)

where b is the normalization parameter, which satisfies:

b =
1

[
ln
(

c(e− eaν
1 ) + eaν

1

)]1/ν
− a1

. (211)

Note that the RPD function determined by Equation (210) does not possess a charac-
teristic power law form as determined in Section 3.
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Several numerical results have shown high accuracy with Equation (210) [65]. The
continuity technique calculates the RPD function accurately, inclusive for this map with
nonlinear M(x). However, it requires knowing the equations ruling the system [39,65].

6.3. Type-V Intermittency

To apply the continuity technique in type-V intermittency, the following family of
maps is studied:

F(x) =





F1(x) = λ1 x + ε x̂ ≤ x < 0,
F2(x) = ε + x + λ2 x2 0 ≤ x < xm,
F3(x) = x̂ + (ym−x̂)(ym−x)γ

(ym−xm)γ xm ≤ x ≤ ym ,
(212)

where the slope of the straight line is λ1 (0 < λ1 < 1), the coefficient of the quadratic term
in F2(x) is λ2, and γ is the exponent in F3(x). In addition, ym = F(xm) = 1, ε is the control
parameter, and x̂ is the lower boundary of reinjection [39].

For ε = 0, the point x0 = 0 is a fixed point, and type-V intermittency appears for
0 < ε� 1. To elaborate a broad study, this family of maps does not show symmetry around
the fixed point. In addition, Equation (212) generates intermittency, displaying continuous
and discontinuous RPD functions.

Applying Equation (200) on Equation (212), there are three sub-intervals. The first one
is [x̂, F1(x̂)), where:

L ◦ ρ (x) = ρ(F−1
3 (x))

∣∣∣∣∣
dF−1

3 (x)
dx

∣∣∣∣∣ , (213)

the second one is [F1(x̂), 0), where we obtain:

L ◦ ρ (x) = ρ(F−1
1 (x))

∣∣∣∣∣
dF−1

1 (x)
dx

∣∣∣∣∣+ ρ(F−1
3 (x))

∣∣∣∣∣
dF−1

3 (x)
dx

∣∣∣∣∣ , (214)

and for the third sub-interval [0, ym], we have:

L ◦ ρ (x) = ρ(F−1
2 (x))

∣∣∣∣∣
dF−1

2 (x)
dx

∣∣∣∣∣+ ρ(F−1
3 (x))

∣∣∣∣∣
dF−1

3 (x)
dx

∣∣∣∣∣ . (215)

Figure 12 displays the three sub-intervals. Blue, red, and green arrows indicate where
the intervals are transformed to obtain Equations (213)–(215), respectively.

F (x)1

3F (x)

F (x)1

ym

x

x

F(x)

Figure 12. Density evolution. Green arrows: Equation (215). Red arrows: Equation (214). Blue arrow:
Equation (213).
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To determine the RPD function in Equations (213)–(215), we have to eliminate the
terms that do not contribute to the reinjection process [39,65]:

φ(x) =
n

∑
j 6=l

∣∣∣∣∣
dF−1

j (x)

dx

∣∣∣∣∣ρ(F−1
j (x)) , (216)

where l denotes the integrals that do not provide reinjection. In addition, the density in
the previous iteration to reinjection is ρ(F−1

j (x)). Therefore, the normalization condition
results:

n

∑
j 6=l

∫ Fj
−1(x0+c)

Fj
−1(x0−c)

ρ(F−1
j (x)) dx = 1 , (217)

where x0 is the fixed point and c is the laminar interval semi-amplitude, then the laminar
interval results in L = [x0 − c, x0 + c].

6.3.1. Continuous RPD

Let us assume for the family of maps (212) that the lower boundary of reinjection is
the lower limit of the laminar interval, i.e., x̂ = x0 − c, x0 = 0, and ym = 1. Accordingly,
there is no reinjection from points x < x0 − c. To reach an analytical expression for the
RPD function, Equations (216) and (217) are used. We highlight that F1(x) and F2(x) do not
generate reinjection, and the RPD function results:

φ(x) = ρ(F−1
3 (x))

∣∣∣∣∣
dF−1

3 (x)
dx

∣∣∣∣∣ , (218)

where ∣∣∣∣∣
dF−1

3 (x)
dx

∣∣∣∣∣ =
(1− xm) (x + c)1/γ−1

γ (1 + c)1/γ
. (219)

To be able to apply Equation (218), the density at the pre-reinjection points, ρ(F−1
3 (x)),

has to be obtained. Therefore, we assume that ρ can be expanded by a Taylor series close to
the pre-image of the lower boundary of the reinjection F−1

3 (−c):

ρ(y) = ρ(y−c) +
d ρ(y)

d y

∣∣∣∣
y=y−c

(y− y−c) +
1
2

d2 ρ(y)
d y2

∣∣∣∣
y=y−c

(y− y−c)
2 + . . . . (220)

To simplify the notation, we called y = F−1
3 (x) and y−c = F−1

3 (−c). By the normaliza-
tion condition:

ρ(y) ∼= 1
∆y(c)

+
d ρ(y)

d y

∣∣∣∣
y=y−c

(
∆y(x)− ∆y(c)

2

)
+

d2 ρ(y)
d y2

∣∣∣∣
y=y−c


∆y2(x)− ∆y2(c)

3
2


 ,

(221)
where ∆y(x) = F−1

3 (−c)− F−1
3 (x). Consequently, ∆y(c) = F−1

3 (−c)− F−1
3 (c).

From Equations (218) and (221), the RPD results [66]:

φ(x) ∼=
(

1
∆y(c) +

d ρ(y)
d y

∣∣∣
y=y−c

(
∆y(x)− ∆y(c)

2

)) ∣∣∣ dy
dx

∣∣∣

+

(
d2 ρ(y)

d y2

∣∣∣
y=y−c

(
∆y2(x)− ∆y2(c)

3
2

)) ∣∣∣ dy
dx

∣∣∣ .

(222)
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If the derivative
∣∣∣ dy

dx

∣∣∣ =
∣∣∣∣

dF−1
3 (x)
dx

∣∣∣∣ is close to zero or acquires very high values and if

c� 1, the variations produced by the linear and quadratic terms in Equation (221) can be
not relevant in comparison with the first term, 1

∆y(c) [66]. Therefore, we can assume that

ρ(F−1
3 (x)) ∼= 1

F−1
3 (−c)− F−1

3 (c)
=

1
1− xm

(
1 + c

2 c

)1/γ

, (223)

Accordingly, the RPD function can be written as:

φ(x) =
(x + c)1/γ−1

γ (2c)1/γ
. (224)

Note that the same result was obtained using the M function methodology, where
α = 1

γ − 1 [70].
In Ref. [66], several numerical tests were performed. The accuracy between Equation (224)

and the numerical results was very high.

6.3.2. Discontinuous RPD

When the lower boundary of reinjection satisfies x̂ < x0 − c, the map shows type-V
intermittency with discontinuous RPD functions. Two reinjection processes generate the
RPD functions. One is developed by F1(x) and the other by F3(x). To obtain the RPDs,
Equation (216) with j 6= 2 is utilized:

φ(x) = φ1(x) + φ3(x) =
∣∣∣∣

dF−1
1 (x)
dx

∣∣∣∣ρ1
1(F−1

1 (x)) +
∣∣∣∣

dF−1
3 (x)
dx

∣∣∣∣ρ3(F−1
3 (x)) , (225)

where ρ1
1(x) and ρ3(x) are the trajectory densities in the intervals I1

1 = [F−1
1 (x0 − c), x0 − c)

and I3 = [F−1
3 (x0 − c), F−1

3 (x0 + c)], respectively. Henceforth:

φ1(x) =

∣∣∣∣∣
dF−1

1 (x)
dx

∣∣∣∣∣ρ
1
1(F−1

1 (x)) , (226)

is defined only in the interval [x0 − c, F1(x0 − c)). On the other had, φ3(x) is defined inside
the complete laminar interval L = [x0 − c, x0 + c]:

φ3(x) =

∣∣∣∣∣
dF−1

3 (x)
dx

∣∣∣∣∣ρ3(F−1
3 (x)) . (227)

Consequently, the RPD function can be written as:

φ(x) =
{

φI(x) = φ1(x) + φ3(x) x < F1(x0 − c),
φI I(x) = φ3(x) x ≥ F1(x0 − c) .

(228)

Following the previous analysis, we assume that in the interval Is
3 = [F−1

3 (x̂), F−1
3 (x0 + c)],

the density ρ3(x) verifies ρ3(x) = k = constant. As I3 ⊂ Is
3, the trajectories density

ρ3(F−1
3 (x)) is constant in Equations (225) and (227). On the other hand, ρ1

1(x) is defined
inside the interval I1

1 = [F−1
1 (x0 − c), x0 − c) and depends on the density at the previous

iteration. To evaluate this, we have to analyze the iteration procedure for the map (212).
Points in the interval Ia

3 = [F−1
3 (F−1

1 (x0 − c), F−1
3 (x0 − c))) map on the interval I1

1 .

Ia
3 −→ I1

1 : [F−1
3 (F−1

1 (x0 − c)), F−1
3 (x0 − c))→ [F−1

1 (x0 − c), x0 − c) . (229)



Symmetry 2023, 15, 1195 48 of 54

In addition, points in the interval I2
1 = [F−1

1 (F−1
1 (x0 − c)), F−1

1 (x0 − c)) map on the
interval I1

1 = [F−1
1 (x0 − c), x0 − c).

I2
1 −→ I1

1 : [F−1
1 (F−1

1 (x0 − c)), F−1
1 (x0 − c))→ [F−1

1 (x0 − c), x0 − c) , (230)

and as a consequence, the density ρ1
1(x) in the interval I1

1 has two contributions (see
Equations (229) and (230)); one is given by ρ3(x) from the interval Ia

3 and the other one is
produced by ρ2

1(x) from the interval I2
1 :

ρ1
1(x) =

∣∣∣∣∣
dF−1

1 (x)
dx

∣∣∣∣∣ρ
2
1(F−1

1 (x)) +

∣∣∣∣∣
dF−1

3 (x)
dx

∣∣∣∣∣ρ3(F−1
3 (x)) . (231)

As ρ3(x) = k inside Is
3 = [F−1

3 (x̂), F−1
3 (x0 + c)], the Equation (231) reduces:

ρ1
1(x) =

∣∣∣∣∣
dF−1

1 (x)
dx

∣∣∣∣∣ρ
2
1(F−1

1 (x)) +

∣∣∣∣∣
dF−1

3 (x)
dx

∣∣∣∣∣k , (232)

where the constant k is calculated using the normalization condition:

∫ F−1
3 (x0+c)

F−1
3 (x̂)

−k dx = 1 ⇒ k =
(ym − x̂)1/γ

(xm − ym) (x0 + c− x̂)1/γ
. (233)

We evaluate ρ2
1(x) in the interval I2

1 . We consider that points in the interval In
1 = [x̂, F1(x̂))

require n iterations to reinject in the laminar interval. The density ρn
1 in In

1 depends only on
ρ3 = k:

ρn
1 (x) = k

∣∣∣∣∣
dF−1

3 (x)
dx

∣∣∣∣∣ . (234)

Then, the density ρn−1
1 (x) in In−1

1 = [F1(x̂), F1(F1(x̂))) can be obtained as:

ρn−1
1 (x) =

∣∣∣∣∣
dF−1

1 (x)
dx

∣∣∣∣∣ρ
n
1 (F−1

1 (x)) + k

∣∣∣∣∣
dF−1

3 (x)
dx

∣∣∣∣∣ . (235)

In the interval In−2
1 = [F1(F1(x̂)), F1(F1(F1(x̂)))), the density ρn−2

1 (x) results:

ρn−2
1 (x) =

∣∣∣∣∣
dF−1

1 (x)
dx

∣∣∣∣∣ρ
n−1
1 (F−1

1 (x)) + k

∣∣∣∣∣
dF−1

3 (x)
dx

∣∣∣∣∣ , (236)

where

F−1
1 (x) =

x− ε

a1
;

dF−1
1 (x)
dx

= 1/a1 , (237)

and

F−1
3 (x) = ym −

ym − xm

(ym − x̂)1/γ
(x− x̂)1/γ,

dF−1
3 (x)
dx

=
xm − ym

γ(ym − x̂)1/γ
(x− x̂)−1+1/γ .

(238)
If Equations (233), (237), and (238) are introduced into Equations (234)–(236), we obtain:

ρn
1 (x) =

(x− x̂)−1+1/γ

γ (x0 + c− x̂)1/γ
, (239)

ρn−1
1 (x) =

(x− x̂)−1+1/γ

γ (x0 + c− x̂)1/γ
+

(F−1
1 (x)− x̂)−1+1/γ

a1 γ (x0 + c− x̂)1/γ
, (240)
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ρn−2
1 (x) =

(x− x̂)−1+1/γ

γ (x0 + c− x̂)1/γ
+

(F−1
1 (x)− x̂)−1+1/γ

a1 γ (x0 + c− x̂)1/γ
+

(F−2
1 (x)− x̂)−1+1/γ

a2
1 γ (x0 + c− x̂)1/γ

. (241)

Consequently, the last equations can be written as:

ρn−h
1 (x) =

∑l=h
l=0

(F−l
1 (x)−x̂)−1+1/γ

al
1

γ (x0 + c− x̂)1/γ
, (242)

where h = 0, 1, 2, . . . , n. For h = n, φI(x) is evaluated as (see Equation (228))

φI(x) =
∑l=n

l=0
(F−l

1 (x)−x̂)−1+1/γ

al
1

γ (x0 + c− x̂)1/γ
. (243)

In Equation (228), the second RPD, φI I(x), results:

φI I(x) = k

∣∣∣∣∣
dF−1

3 (x)
dx

∣∣∣∣∣ =
(x− x̂)−1+1/γ

γ (x0 + c− x̂)1/γ
. (244)

Note that to obtain φI I(xn) we utilize points only coming from F3(xn−1), where
xn = F3(xn−1). Figure 13 displays the process of reinjection governed by F1(x) and F3(x).
In the larger figure, the thick arrows show the evolution of the density produced by F3(x),
and the red dashed lines exhibit the limits of the laminar interval. In the smaller box, thin
blue arrows describe the evolution generated by F1(x). In this figure, a trajectory requires
three iterations to displace it from x̂ to x0 − c.
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Figure 13. Reinjection process ruled by F1(x) and F3(x) functions.

7. Discussion and Conclusions

In this paper, a review of chaotic intermittency was developed. We started with
the classical I, II, and III intermittency types. Later, other more recently introduced in-
termittency types were explained: V, X, on–off, eyelet, spatiotemporal, crisis-induced,
two-dimensional, and the fine structure in intermittency. In addition, two new theoretical
formulations of chaotic intermittency were presented. Both formulations evaluate the
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reinjection processes and the other statistical functions to describe the chaotic intermittency
phenomenon. The first uses individual trajectories to determine the reinjection probability
density function (RPD). It is a very general methodology and was verified for process with
and without noise. This formulation can also be applied to obtain the statistical properties
of intermittency from data series, although the equations that govern the phenomenon are
unknown. The second one, called the continuity technique, utilizes the density of trajec-
tories and the Perron–Frobenius operator to evaluate the statistical variables. It has been
shown to be a useful methodology for evaluating the RPD function and other statistical
properties for type-II and V intermittencies. It works accurately, inclusive of nonlinear
functions, M. However, we must know the map and its inverse function.

Note that there are some future research directions, such as:

• To extend the theory described in Sections 3, 5, and 6 to higher dimensional maps,
starting with two-dimensional maps.

• To include noise in the mathematical model introduced in Section 6.
• To analyze the noisy theory due to the discrepancies between the experimental data in

electronic circuits and the analytical results.
• To study the density evolution in maps with derivatives equal to zero or tending to

infinity.
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