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KINEMATIC NONLINEAR CONTROLLER FOR A MINIATURE
HELICOPTER VIA LYAPUNOV TECHNIQUES

Lucio R. Salinas, Emanuel Slawinski, and Vicente A. Mut

ABSTRACT

This work proposes a kinematic nonlinear controller for an autonomous miniature helicopter that generates saturated
reference velocity commands for accurate waypoint trajectory tracking. The control law design is based on a Lyapunov technique
with a special choice of the system state equations using spherical coordinates. Stability of the control system is analyzed. Finally,
simulation results are presented and discussed, which validate the proposed controller.
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I. INTRODUCTION

In the last decade, unmanned aerial vehicles (UAVs)
have attracted a significant interest. UAVs avoid the human
risk inherent to human-piloted aerial vehicles, particularly in
missions in hostile environments, and they can be smaller and
more maneuverable. UAVs have been widely used for mili-
tary applications, however, the evolution of UAV technolo-
gies, the miniaturization of sensors and cameras, and the new
advances in communication and control systems point to a
wide range of civilian applications, such as aerial photogra-
phy and cinematography, aerial mapping, environmental
monitoring, agriculture and forestry, inspection, law enforce-
ment and security applications, disaster and crisis manage-
ment, traffic surveillance, communications, and civil
engineering [1,2].

Miniature helicopters are a type of rotorcraft-based
UAV. They have unique flight capabilities, such as hover,
vertical take-off/landing, pirouette, and side-slip, which
cannot be achieved by conventional fixed-wing aircraft. One
of the core issues in designing a fully autonomous UAV
helicopter is to effectively design and implement sophisti-
cated flight control laws. Diverse methods, such as classical
PID-controllers and fuzzy logic [3], H.. control [4], model
predictive control [5], feedforward actions with high-gain and
nested saturation feedback [6], neural network with fuzzy
logic [7], optimal control techniques [8], robust control [9],
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and singular perturbation theory [10] have been explored to
design autonomous flight control laws for small-scale UAV
helicopters.

In [11], the authors proposed a flight control scheme,
which is shown in Fig. 1, that consists of three parts: the
kernel control (or inner-loop controller), which stabilizes the
aircraft and decouples its inputs; the command generator (or
outer-loop controller), which generates the flight commands
to the inner-loop controller; and the flight scheduling, which
produces the flight references to the outer-loop controller
according to the respective flight mission. Since the time
scale associated with each part of the overall flight control
system is hierarchical in nature, the flight control law can be
designed in a decentralized fashion [10,12].

In such a context, this work proposes a kinematic non-
linear (outer-loop) controller to guide a miniature helicopter
to autonomously track different waypoints. The kinematic
controller assumes there is an inner-loop controller
that stabilizes and decouples the miniature helicopter so it
can track four velocity commands independently: forward/
backward, lateral, up/down and heading rate [6,11,13—18].
The controller takes into account the maximum value of the
velocity commands the helicopter-inner-loop system can
handle to prevent saturation in actuators (from now on, the
term helicopter covers the entire helicopter-inner-loop
system, unless otherwise specified). The design of the
control law is based on the Lyapunov technique, where the
state variables are obtained through a transformation
of the helicopter’s position and heading in spherical
coordinates.

This paper is organized as follows. In Section II, a
kinematic model of the helicopter is presented. The waypoint
tracking control problem and the design of the control laws
with their stability analysis are presented in Section III. In
Section IV, the simulation results are presented and discussed.
Finally, the conclusions are given in Section V.
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Fig. 1. Schematic diagram of the autonomous flight control
law.
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Fig. 2. Helicopter’s position and orientation with respect to the
frame < R >.

II. KINEMATIC HELICOPTER MODEL

Consider a miniature helicopter positioned at any dis-
tance with respect to a local North, East, Down (NED) Car-
tesian coordinate system (frame < R >). By convention, the
North axis is labelled x, the East y, and the Down z. The
helicopter’s motion is governed by the combined action of
four variables: three linear velocities v;, vy, Vi, defined in a
rotating right-handed Cartesian coordinate system (helicop-
ter frame < & >), and the angular velocity @,, as shown in
Fig. 2. (The helicopter frame < h > is not a body-fixed
frame, but a fictitious frame attached to the helicopter where
n is always parallel to z, and / and m lie on the horizontal
plane (z =z,). The center of the helicopter frame coincides
with the center of gravity of the helicopter.).

Each linear velocity is directed as one of the axes of
the frame < 4 > attached to the helicopter, where v, always
points downward in the same direction as the z axis, and
where v; and v,, point forward and to the right side of the
helicopter. The angular velocity w, turns the frame < 4 >
around its n axis clockwise (as seen from above the heli-
copter). Then, the set of kinematics equations, which

Fig. 3. Helicopter’s position and orientation with respect to the
goal frame < g >.

involves the helicopter’s Cartesian position x;, ys, z; and its
heading angle v, are:
X, =V, cosy, — v, siny,
Yy =V siny, +v,, cosy,
Zp =V,
v, =,

()

where x;, yi, z» and y;, are all measured with respect to the
inertial frame < R >.

Now, consider the same miniature helicopter positioned
at a non-zero distance with respect to another inertial Carte-
sian coordinate system (goal frame < g >), as displayed in
Fig. 3. Making a development similar to [19] but extending it
to three dimensions, taking into account the helicopter’s posi-
tion and orientation with respect to the reference frame in
terms of its spherical coordinates and the orientation of < 4 >
and < g > with respect to < R >, a new set of kinematics
equations are obtained:

p=-v;cosacosfB—v,sinacosfB—v,sin
G=—0, +, sino v cos o
(p+¢€)cosf (p+¢€)cosPB
Bzvlcosocsinﬂ sinasin[}_v cos 3 2)
(p+e) (p+e)  (p+e)
F=v sinoe v cos o
(p+¢€)cosf (p+¢€)cos B

where

pre=\+7+Z, a=y-y,, d=y-Vy,
B=tan (—ﬂz — ], y =tan™ (%)
NX 4y X

i:(xg_xh)’ j}:(yg_yh)’ EZ(Zg—Zh)
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with x,, v,, z; and Y, as the position and orientation of the goal
frame with respect to < R >; and ¢ as an arbitrarily small
positive constant.

Note that, since (2) are based on the use of spherical
coordinates, they are actually valid only for nonzero values of
the distance p+ ¢ (angles o, B, y are undefined when

p+e=0) and ﬁ;&i% (angles «, y are undefined when

/4
B =iE ), thus implying that the generally existing one-to-

one correspondence with (1) is actually lost in such singular
points.

III. CONTROL DESIGN

Considering the kinematic model of the helicopter
given by (2), the waypoint tracking control problem corre-
sponds to the design of a control law that drives the helicopter
to the successive goal frames (or waypoints) initially starting
from any distance greater than € (optionally the helicopter can
maintain a fixed heading between waypoints). Once the heli-
copter has reached the first waypoint, it will address the next
one and so on. It should be noted that the waypoints are
chosen according to < R >. The controller must provide the
control actions v;, v, v, and @, such that:

p—0 for all flight modes

o — 0 for normal flight mode

o — & for fixed-heading flight mode
B— 0 forall flight modes

as t—o (3)

One typical problem when implementing a controller is
the practical range of the control actions. If not considered in
the theoretical design, possible saturation of actuators will
occur and, in such cases, the design performance of the
control system cannot be guaranteed to be attained. Out of the
four variables p, o, B, ¥, the former is considered critical in
terms of saturation because it is not naturally bounded. There-
fore, in this section, controller saturation is taken into account
without considerable additional calculation effort.

The following is the design of two control laws: a con-
troller for a normal flight mode where the helicopter aligns to
the target for a forward flight, and a controller for a fixed-
heading flight mode where the helicopter reaches the desired
orientation and holds it for the entire flight.

3.1 Control for normal flight mode

Let the helicopter initially be positioned at any distance
greater than € from the goal frame < g > (p(0) > 0) and
assume state variables p, o, 8, yto be directly measurable.

Let us consider the following Lyapunov candidate
function:

1 1 1
Vip,a,B)y==p*+—a* +=f* 4
(p.o. By=—p*+_ o+ )

Its time derivative ¥(p, o, B) along the trajectories of
system (2) is given by:

V(p, o, )= pp-+aci+pp
V = p[—v; cosacos B—v,, sinacos B—v, sin B]
sino cosa
-V
(p+€)cosB m(p+8)cosﬁ} (5)
sinocsinﬁ_v cosﬁ}
(p+e)  (p+e)

+ O{—a)n +v

N /3|:V1 cosasin 8 y
(p+e)
Vip, o, B)=Vi+V,+V,

The first and third terms in (5), corresponding to ¥; and
V, , are non-positive definite by setting the three linear veloci-
ties vy, Vi, v, as follows:

v; = k; tanh(k, p) cos a[cos B- %ﬂ sin ﬁ)
1

v, =k, tanh(k,p)sin a(cosﬁ - %[3 sin [3) (6)
v, =k, tanh(k,p)Bcos B

+ tanh(k, p)sin B[k, cos® ot + k,, sin® o]

where ki, ku, ky, and k; denote some positive constants.
According to the velocities v;, Vi, vy in (6), ¥, in (5)
becomes:

tanh(k,p)
(p+e

The last equation is non-positive definite by letting the
angular velocity @, have the form:

V,= a[—wn +(k —k,) cososin a} (7)

tanh(k,p)

o, =k,o+(k —k,)
(p+e

cosorsino (8)

with £, > 0.
Then, according to the velocities defined in (6) and (8),
(5) takes the following expression:

V =—(k cos® o+ k,, sin” o) tanh(k, p) p
_ k 052 _ k tanh(ktp) ﬁZ
(p+e)

which results in a negative definite function. This means
global asymptotical convergence to zero of the state variables
p, o, B, thus verifying the control objective:

p(t)
a(t);—>0 when ¢—eo )

B(1)
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Now, it is important to analyze yin order to know about
the helicopter’s trajectory orientation.

Remark 1. Let us consider the state equations (2) in the
presence of the established feedback laws v, v, v, from (6)
and w, from (8); that is, the closed-loop equations:

p=—(k; cos’ o+ k,, sin* &) tanh(k, p)
o =—kyo
B = _kn tanh(ktp) ﬁ (10)
(p+e)
Y=k —k,,,)Mcosasina
(pt+e)

Remark 2. The solution to the second of (10) is

a(t) = ae ! (11

Considering (11), we can rewrite ¥ as follows:

¥ = K(p)sin2a = K(p)sin(2ca,e ") (12)

tanh(k,p)
2Ap+e) ,
Analyzing (12) we can see that, if k; = k,,, ¥ =0 for all
t and y(¢) = y(0) = y; instead, if ks # kn, ¥ —0 for t — oo
since p, oc — 0 according to (9).

where K (p)=(k —k,)

Remark 3. Considering that ()<| K(,O)|<%|k; _ kml e (for
ki, p, €>0), the time integral of (12) is bounded by

[[r@dr<||pw)ae

1 ‘. _
YO =10 <1k~ ke [ [sin[200e ] d7

1 Lt ~ (13)
y(t) =7, <5|k, —k,|e 1J0|2a0e kol |dt

e—kwt 4
7(1‘)_7’0<|k1_km|81|0‘0|[_ :|
ko 1

then, (7) is also bounded.

From Remark 2 and Remark 3 we see that ¥ — 0 for
t — oo and that Y(¢) is bounded.

Next, the parameters k;, ki, kn, ko and k, must be selected
in accordance with the maximum values of the velocity
commands that the helicopter can handle to prevent saturation
of actuators.

We write the equations from (6) and (8) in absolute
value and simplify, taking into account the worst-case
scenario, to find their upper and lower bounds:

[vi| = ‘k, tanh(ktp)cosa(cosﬂ - %ﬂsinﬂ)‘

1
|vi| <|k; cos B— k,Bsin §| (14)
|V1| < max{kl, %kn}

[Vl =

k,, tanh(k,p)sin a(cos B- ]]z—"ﬁ sin ﬂ)‘

[Vu| < |k, cOs B — k,Bsin B (15)
[v] < max{km, %kn}

|v,| =k, tanh(k,p)Bcos B
+ tanh(k,p)sin B[k, cos® a + k,, sin® ]|

16
v,| <|k,Bcos B +sin B[k cos® o+ k,, sin® &
‘ in Bl cos” o+ K, sin’ a] (16)
[v,| < 0.5611k, + max{k, &, }
|o,| = |ky00+ (K, —km)mcosasina
(p+e (17)

, <7rkm+l k —k,|e™!
2

Analyzing (16) we see that the bound is very
conservative; hence, the better way to find the real bound is by
maximizing the function f{f)= k,fcosP + sinfmax{k;, k.}

for 0<fi< %, then
|va| < max{f(B)} (18)

Also, (17) is conservative and restrictive; if we assume
k: <1 (which is a good practice), we get the following less
conservative bound:

0] ko + 1k = k& (19)

Finally, given |V max|, |V mmax|> |V nmax|, and |@ ymax, as the
absolute maximum velocities the helicopter can handle, the
parameters ki, ku, ki, ko, and k can be chosen from
the following conditions:

[Vimax| 2 max{k,, %kn}

b1
> jad
|meax| = max{kma ) kn} (20)
[Vyymax| = max{k, B cos B+ sin Bmax{k, k,}}

|| 2 Ty + %V{, ek

with 0<[3<§ and k< 1.
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3.2 Control for fixed heading flight mode

Let the helicopter be positioned initially at any distance
greater than ¢ from the goal frame < g >. If we rearrange (2)
in order to take (ot — &) = (@ — ¥+ W,) = ¥ as a new state, we
get the following new kinematics equations:

p=-v,cosacosf—v,sinccosB—v,sinf
G=—0, +v, sinor v cos o
(p+¢€)cosf (p+¢€)cos B @1
Bzv[cosasinﬁ+ sinasinf8 ' cos 3
(p+e) (p+e) (p+e)
Vi =-0,

Let us consider the following Lyapunov candidate
function

1 1 1
V , , - 2 _ 2 _ 2 22
P, B, 71) 5P +2ﬁ 5 (22)

Its time derivative V(p, B, 7,), along the trajectories of
system (21), is given by:

V(p’ ﬂﬂ Yh) = pp+ﬂﬂ + }/h’}/h
V = p[—v, cosacos B—v,, sincccos B — v, sin ]

+,B[v, cosocsmﬁ+v sinasinf§ ' cosf3 }_thn
(p+e) (p+e) (p+e)
V(P’ aaﬂa/}/h)=Vl+VZ+V3 (23)

The first and second terms in (23), corresponding to ¥,
and V,, are non-positive definite setting the same v;, vy, v,
from (6). The third term ¥ is non-positive definite if the
angular velocity is set as follows:

o, =ky¥ (24)

with ko> 0.
Then, according to the velocities defined in (6) and
(24), (23) takes the following expression

V =—(k cos® o + k,, sin” o) tanh(k, p) p
—k, tanh(k,p) B — kyy?
(pte)

which results in a negative definite function. This means
global asymptotical convergence to zero of the state variables
P, B, %, thus verifying the control objective:

p(t)—0
a(t) = 8(t); when t— oo (25)
B()—0

As yp=7—a and a— 0= (y— y,), then, W, — Y,
when ¢t — eo. Since the waypoints are selected according to

< R >, we can choose the orientation of each waypoint (),
hence, the reference for the helicopter’s heading.

Now, it is important to analyze o in order to know about
the helicopter’s orientation with respect to the goal frame.

Remark 4. Let us consider the state equations (21) in the
presence of the established feedback laws v;, v, v, from (6)
and @, from (24); that is, the closed-loop equations:

p=—(k, cos® o+ k,, sin* o) tanh(k, p)
o =—k,y, +(k —km)wcosasina
(p+e 26)
; tanh(k,
B=—k, ;p)ﬂ
(pte)
’}'/h =—Ko¥h

Remark 5. The solution to the fourth of (26) is

Vi(t) = Yioe ™' (27)

Considering (27), we can rewrite ¢ as follows:

& =—k,Ywe " + K(p)sin2c (28)

tanh(k,p) . .
where K(p)=(k —km)M is the same as in (12).
2(p+¢

Analyzing (28), we can see that, if k; = k,, its solution is
olt) =0t + Ypo(e™ —1), which is bounded for all ¢ and
converges to [0 — Yio]; instead, if k; # k,,, 0t—>0 for t — oo
since p — 0 according to (25).

Remark 6. From (27), it is possible to see that, in some finite
time 7, 7(f) becomes negligible; then, if we consider the
worst-case scenario, the time integral from 0 to 7 of (28) is
bounded by:

LT o(t)dr < JOT |o(7)|dT

tanh(k,p) dr

T T1
oT)—op < | |kyywe™|dr+| =|k -k,
(T)—o JO| Y o€ | _[0 2| 1 | (p+€) 29)

T
aT)—oy < |'}’ho|+5|k1 —ky|e™!
a(T)—oy < C
Now, after time 7, (28) can be described by:
0 =op = K(p)sin2o0; (30)

The latter differential equation does not have an explicit
solution; however, based on the fact that K(p) is bounded (see
Remark 3) and it does not change its sign, we can perform a
qualitative analysis to understand how variable o behaves.

We start by finding the equilibrium solutions to the
differential equation that are the roots of K(p)sin2or = 0. The
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Fig. 4. Block diagram of the simulation system.

case of k; =k, was already discussed in Remark 5 and the
case when p — 0 only occurs for # — oo, thus it is not part of
a finite time analysis (the case when p — oo is not possible
since p is bounded, according to (25)). Therefore, the only

equilibrium solutions when p>0 and k#k, are o; = n%
with n= {0, £1, £2}, since —n< ar < 7.
When K(p) is positive (ki > kn):
* If sin2axr is positive (0 < o <% for o starting in Quad-
rant l or —w<a; < —% for or starting in Quadrant III),
0 will be positive too and o will grow to r (from
Quadrant I) or to —% (from Quadrant III). 2

. . . T .
If sin2 o is negative (E < ar <1 for o starting in Quad-
b4 L
rant II or ~3 <oy <0 for or starting in Quadrant IV),

. . . . T
ar will be negative too and o will decrease to 7 (from

Quadrant II) or to —g (from Quadrant 1V).

When K(p) is negative (ki < kn):

o If sin20 is positive, ¢ will be negative and o will
decrease to 0 (if ar started in Quadrant I) or to —7z (if oy
started in Quadrant IIT).

* If sin2q is negative, G will be positive and o will
increase to 7 (if oy started in Quadrant II) or to 0 (if o
started in Quadrant IV).

The qualitative analysis indicates that o will increase
or decrease to an equilibrium solution depending on its start-
ing condition in time 7 and the sign of K(p) always staying in
the same quadrant.

Joining the results from (29) and the qualitative analy-
sis, the bound of the time integral of (28) can be found:

[[aydr<[|aldr
o)~ < [ | de+ [/ Jéo) de 31)

a(t)—a0<C1+%

then, of) is bounded too.

From remark 5 and remark 6 we see that & — 0 for
t — oo and that o(¢) is bounded.

Finally, the parameters k;, k., k., can be selected
following the same first three conditions from (20), and, given
a | @ umax|> ko must satisfy |@ ymax| = 7ke.

IV. SIMULATION RESULTS
AND DISCUSSION

This section presents the simulation results of the
waypoint tracking flight task in the 3D space using the kin-
ematic nonlinear controller designed in the previous section.
The goal of the simulations is to test the stability and perfor-
mance of the proposed controller.

Fig. 4 represents the block diagram of the simulation
system. The helicopter model used in the simulation is a very
realistic nonlinear dynamic model of a small-scale helicopter
found in [20]. The helicopter model considers not-ideal
dynamics, such as flapping, drag, and actuator dynamics, and
it describes accurately the system’s dynamics both for hov-
ering and for low speed translational flights. In the simula-
tions, the helicopter’s nominal parameters were used (which
refer to MIT’s X-Cell .60 acrobatic helicopter).

In order to evaluate the performance of the proposed
controller, the helicopter-inner-loop system should be able to
independently track four velocity commands: forward, lateral,
up/downward, and heading rate. Therefore, we implement a
cascaded two-degree-of-freedom (abbreviated as 2DOF) PID
velocity tracking architecture similar to [16] as the inner-loop
controller (see Fig. 5). It consists of three blocks:

* Velocity Transformation Matrix: it converts the six linear
and angular velocities of the dynamic helicopter model
expressed in its body-fixed frame (u, v, w, p, ¢, ) in four
velocities (v/', vE, v, w") expressed in the helicopter
frame < / > using a rotation matrix that depends on the
attitude angles [21]. See Fig. 6 for a visualization of the
helicopter frame < 4 > and the dynamic helicopter body-
fixed frame when there is a non-zero pitch angle.

* Inner Velocity Controller: it is a layer of four 2DOF PIDs
[22] that generate the reference attitude angles and
collective-pedal servo commands.

« Inner Attitude Controller: it is a layer of two PDs that
generate the longitudinal and lateral servo commands.

© 2013 John Wiley and Sons Asia Pte Ltd and Chinese Automatic Control Society
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Fig. 5. Description of the inner-loop controller.

Fig. 6. Helicopter frame < 4 > and dynamic helicopter
body-fixed frame when the pitch angle is non-zero.

Each PID controller has a limit on its output to map the

correct reference attitude angles ([—%,%} rad) and the

correct servo commands ([—1, 1] rad/rad).

The helicopter also has an internal PID controller to
command the throttle input to maintain the desired rotor
speed of 167 rad/s.

The flight scheduling consist of a simple waypoint refer-
ence generator that gives a flight reference, and it keeps check-
ing the helicopter’s position. Once the helicopter has reached
the desired waypoint, it gives another waypoint, and so on.

11

-Down [111]

-4
-East, [m]

Fig. 7. 3D view of the waypoint stabilization for normal flight
mode starting from point [-8.165, 8.165, —8.135].

10T

<]
T

0
North [m]

Fig. 8. North-East view of the waypoint stabilization for normal
flight mode.

The simulation system was implemented in Visual C++,
and a fourth order Runge-Kutta integration method was used,
with an integration step of 0.01 seconds. The simulation data
were imported into Matlab to generate the figures. The size of
the helicopter in the figures is not the real size, it is scaled in
order to make the figures more understandable.

In all of the simulations, the waypoints are given in meters
according to < R >; also, the following values for the absolute
maximum velocities of the helicopter have been considered:
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Fig. 9. 3D view of the waypoint stabilization for normal flight
mode.
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|vlmax|:5m/sa |vmmax|:5m/s

[Vimax| =5 M/S,  |@ymax] =112d/s

The values chosen for the kinematic controller’s param-

eters are: k,=4.5, k,=3.5, k,=1.84, k, =%, k= 0.065
T

and £=0.01.

4.1 Single waypoint stabilization for normal flight mode

The objective of the simulation is to reach the goal
waypoint [0, 0, —10], starting from different points with
Wio=0. Each flight simulation has a duration of
20 seconds.

Fig. 7, 8, and 9 display the paths that have been traveled
by the helicopter during the simulations. Fig. 10 shows that
the controlled state variables have an asymptotic behavior
towards zero and that the uncontrolled state variable is
bounded and its derivative tends to zero. Fig. 11 illustrates the
time evolution of the flight commands with the grey line and
the helicopter’s velocities (v}, v!, v, w!') with the black line;
therefore, we can verify that there is no signal saturation. The
time evolution of the servo commands is indicated in Fig. 12,
where there are some signal saturations because of our PID
implementation of the inner-loop controller. Figures 10, 11,
and 12 correspond to the simulation starting from point
[-8.165, 8.165, —8.135].
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Fig. 10. Time evolution of the state variables p, o, f, ¥.
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Fig. 11. Time evolution of the flight commands in gray and helicopter’s velocities ( v/, v/, v, @") in black.
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Fig. 12. Time evolution of the servo commands 8o, Sons Oars pea-
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Fig. 13. 3D view of the waypoint stabilization for fixed heading
flight mode starting from point [-8.165, 8.165, —8.135].
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Fig. 14. North-East view of the waypoint stabilization for fixed
heading flight mode.

4.2 Single waypoint stabilization for fixed heading
flight mode

The objective of the simulation is to reach the goal
waypoint [0, 0, —10] and, at the same time, maintain an angle
of —=m measured from the North, starting from different

points with w0 = 0. Each flight simulation has a duration of
20 seconds.

20

=
o
'

—=
(==}
l

-Down [m]

-East [im]

Fig. 15. 3D view of the waypoint stabilization for fixed heading
flight mode.

As we can see in Figs 13, 14, and 15, the helicopter
approaches the target waypoint while maintaining the desired
orientation angle. Figs 16 and 17 illustrate the state variables
and the time evolution of the flight commands with the heli-
copter’s velocities, respectively. The time evolution of the
servo commands are indicated in Fig. 18.

4.3 Waypoint trajectory tracking

The objective of the simulation is to track the following
goal waypoints starting from the point [0, 0, 0] with y;o = 0:

W, =75, ~75,~40] — W, =[75.75,~40] >
W5 =[-20, 20, 0]

If variable p is less than 1 meter, the waypoint is con-
sidered reached and the waypoint reference generator
switches to the next waypoint.

Figs 19 and 20 display the path that has been traveled by
the helicopter during the waypoint trajectory tracking simu-
lation. Figs 21 and 22 illustrate the time evolution of the state
variables and the flight commands with the helicopter’s
velocities, respectively. Observing these figures, we reaffirm
the acceptable behaviour of the proposed kinematic nonlinear
controller.
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Fig. 17. Time evolution of the flight commands in gray and helicopter’s velocities (v}, v%, v!, @") in black.
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V. CONCLUSIONS

In this paper, a kinematic nonlinear controller for an
autonomous helicopter has been proposed. The controller
has been designed using the Lyapunov technique with a
special choice for the system state equations. The simula-
tion’s results have proven the controller’s ability to globally
and asymptotically drive the controlled state variables to
zero and simutaneously prevent any saturation in the
flight commands. Nevertheless, because of the inner-loop
controller implemented in this work, saturation exists
in the servo commands. It is worth mentioning that the pro-
posed controller is totally independent of the inner-loop
controller as well as the flight scheduling task. Here, the
most simple inner-loop controller has been used, a more
complex or model-based controller should provide even
better results.

For future work, we will investigate the integration of
the proposed controller with an impedance controller based
on fictitious force to provide obstacle avoidance capability to
the miniature helicopter.
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Fig. 20. 3D view of the waypoint trajectory tracking simulation.
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Fig. 21. Time evolution of the state variables p, o, 3, 7.
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