The Na I D resonance lines in main-sequence late-type stars
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ABSTRACT

We study the sodium D lines (D1: 5895.92 Å; D2: 5889.95 Å) in late-type dwarf stars. The stars have spectral types between F6 and M5.5 (B−V between 0.457 and 1.807) and metallicity between [Fe/H] = −0.82 and 0.6. We obtained medium-resolution echelle spectra using the 2.15-m telescope at the Argentinian observatory Complejo Astronómico El Leoncito (CASLEO). The observations have been performed periodically since 1999. The spectra were calibrated in wavelength and in flux. A definition of the pseudo-continuum level is found for all our observations. We also define a continuum level for calibration purposes. The equivalent width of the D lines is computed in detail for all our spectra and related to the colour index (B−V) of the stars. When possible, we perform a careful comparison with previous studies. Finally, we construct a spectral index (R′D) as the ratio between the flux in the D lines and the bolometric flux. We find that, once corrected for the photospheric contribution, this index can be used as a chromospheric activity indicator in stars with a high level of activity. Additionally, we find that combining some of our results, we obtain a method to calibrate in flux stars of unknown colour.
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1 INTRODUCTION

All through the main sequence, the Na I D resonance lines (D1: 5895.92 Å; D2: 5889.95 Å) are ubiquitous absorption features, clearly visible in stars of all spectral types. In particular, for cool stars at the end of the main sequence (late G, K and M) the doublet develops strong absorption wings. In the most active flare stars, the D lines show chromospheric emission in their core, a telltale of collision-dominated formation processes.

Besides the intrinsic interest in understanding how these lines behave for different stellar parameters, the sodium doublet provides a useful diagnostic tool when studying stellar atmospheres. In this regard, Andretta, Doyle & Byrne (1997), Short & Doyle (1998) and Mauas (2000) showed that in M dwarfs the sodium D lines provide information of the conditions in the middle-to-lower chromosphere, and therefore complements the diagnostics of the upper chromosphere and low transition region provided by Hα. Tripicchio et al. (1997) modelled the equivalent width of the doublet in stars of a wide range of spectral types (between F6 and M5.5). They concluded that the chromosphere is not very important in determining the equivalent width, since it only affects emission in the central core, which provides a small contribution to the doublet strength. However, their model fails to reproduce the tendency shown by their observations for stars with T_eff < 4000 K.

In the present work we study different features of the D lines using medium-resolution echelle spectra covering the entire visible spectrum. Our study is focused on stars at the end of the main sequence (from late F to middle M), for which we analyse the continuum and line fluxes and the equivalent width of the doublet.

In Section 2 we describe the observations and calibration process. In Section 3 we study the continuum flux near the D lines. The equivalent width is treated in Section 4, where we also describe a method to obtain an approximate flux calibration for stars of unknown colour index. In Section 5 we study the changes observed in the D lines as a consequence of chromospheric activity. Finally, in Section 6 we discuss the results and present our conclusions.

2 OBSERVATIONS AND STELLAR SAMPLE

2.1 Observations and calibration of the spectra

The observations were obtained at the Complejo Astronómico El Leoncito (CASLEO), in the province of San Juan, Argentina, in 27 observing runs starting in 1999 March. At present, the spectra of only 19 of these runs were reduced and calibrated.

We used the 2.15-m telescope, equipped with a REOSC echelle spectrograph designed to work between 3500 and 7500 Å. As a detector we used a 1024 × 1024 pixel Tek CCD.

We obtained spectra covering the whole region between 3860 and 6690 Å, which lies in 24 echelle orders. Because of this complete coverage we can study the effect of chromospheric activity in all the
optical spectrum simultaneously. In the present work we concentrate on the sodium D lines. The study of other lines is done somewhere else (see Cincunegui, Díaz & Mauas 2007b; Buccino & Mauas, in preparation).

We used a 300-μm width slit which provided a resolving power of \( R = \lambda / \Delta \lambda \approx 26400 \). This corresponds to a spectral resolution of around 0.22 Å at the centre of the D doublet. Additionally, we obtained ThAr spectra for the wavelength calibration and medium-resolution long slit spectra that were employed for the flux calibration.

The observations were reduced and extracted using standard Image Reduction and Analysis Facility (IRAF)\(^1\) routines. The details of the flux calibration process are presented in Cincunegui & Mauas (2004).

### 2.2 Stellar sample

Since 1999 we have been monitoring around 110 stars of the main sequence on a regular basis. Each star was observed around three times a year, weather permitting.

The stellar sample is presented in Table 1. The stars have spectral types between F6 and M5.5 and colour indexes \((B - V)\) between 0.457 and 1.807, from the Hipparcos/Tycho catalogues (Hoeg et al. 1997; Perryman et al. 1997). The metallicity was obtained from different sources, as shown in Table 1 and range from \([\text{Fe/H}] = -0.82\) to 0.6.

The sample was gathered for different research programmes. All the stars are field stars, and were included either for being similar to the Sun, for exhibiting high levels of chromospheric activity as is usually the case for the M stars, or for having planetary companions.

We have also observed a few subgiant stars for calibration purposes, which were excluded from the present analysis. In previous works we used 18 of the stars included in the sample to calibrate the S index calculated at CASLEO (Cincunegui & Mauas 2002; Cincunegui et al. 2007b) to the one obtained at Mount Wilson (Vaughan, Preston & Wilson 1978). These 18 stars also belong to the group of standard stars used by Henry et al. (1996) at Cerro Tololo. Several stars were included to cover the entire range of effective temperature. However, the sample is not uniform in metallicity or effective temperature. Nevertheless, we believe our results are not biased by this lack of uniformity in our sample. When such a risk is present, we binned the observations (see Section 3).

Our sample also includes seven stars that fall outside the main sequence when placed in an HR diagram, even though they are classified as dwarf stars in the SIMBAD\(^2\) database. For these stars, we calculated the absolute magnitude in the \( V \) filter \((M_V)\) using the measurements of parallax and \( V \) from the Hipparcos/Tycho catalogues (Hoeg et al. 1997; Perryman et al. 1997). We list these stars in Table 2. The fourth column shows the luminosity class that corresponds to the calculated \( M_V \) (see Allen 1964, section 95), obtained assuming that the spectral type is correct. These stars were excluded from the analysis, together with the rest of the non-main-sequence stars.

Furthermore, contained in our sample are four stars which are listed in a luminosity class other than \( V \) in the SIMBAD database that actually fall well within the main sequence. Again, \( M_V \) values were obtained and compared with the table in Allen (1964) to confirm their placement in the HR diagram. These stars are shown in Table 3, and were included in the analysis. We also excluded from the analysis the stars with unknown parallax, since for them absolute fluxes cannot be determined. Our final sample consists of 652 spectra for 84 stars.

### 3 PSEUDO-CONTINUUM

#### 3.1 Definition

In Fig. 1 we show the spectrum in the region of the D lines for four stars of different spectral types. As can be seen in the spectra, in the case of later stars the doublet forms inside a strong molecular band, which extends from 5847 to 6058 Å and is due to TiO (Mauas & Falchi 1994).

Therefore, in order to obtain a reliable estimate of the continuum flux near the lines for all spectral types, the windows chosen have to be located far away from the line centre, outside the molecular bands. The closest regions are a 10-Å wide window centred at 5805 Å (window \( V \)) and a 20-Å wide window centred at 6090 Å (window \( R \)). These windows are indicated in Fig. 1 with solid lines.

However, even in these regions there are several photospheric lines, and therefore computing the mean flux would lead to a considerable underestimation of the continuum flux. To deal with this problem, we considered the mean value of the 10 highest points in each window as an indication of the continuum flux in it. Finally, to take into account the shape of the continuum in this region, we computed the flux at the doublet centre \((F_{\text{cont}})\) as the linear interpolation of the values in each window.

In Fig. 1, the linear interpolation in each spectrum is shown as a dashed line. We see that this is a good estimation for the continuum flux at the centre of the doublet, even for M-type stars.

#### 3.2 Relation with \((B - V)\)

We calculated \( F_{\text{cont}} \) for all the spectra in our sample in the way explained above. \( F_{\text{cont}} \) was normalized to the flux \( F_{\odot} \), defined in such a way that \( F_{\text{cont}} / F_{\odot} = 1 \) for a star of solar colour \((B - V) = 0.62\). In Fig. 2 we plot \( F_{\text{cont}} / F_{\odot} \) in logarithmic scale as a function of colour index \((B - V)\). The trend is similar to that shown by the lower end of the main sequence in an HR diagram.

As can be seen in Fig. 2, the stars are not evenly distributed with colour, a fact that might bias our results. To avoid this, we binned the observations every 0.05 units in \((B - V)\). For each bin, we computed the mean value of \( F_{\text{cont}} \), which are plotted as filled squares in Fig. 2. It can be seen in the figure that there exists a break at \((B - V) = 1.4\), where M stars begin. Therefore, we fitted the binned data with two linear relations:

\[
\log \left( \frac{F_{\text{cont}}}{F_{\odot}} \right) = \begin{cases} 
1.18 - 1.86(B - V) & \text{for } B - V < 1.4, \\
7.55 - 6.55(B - V) & \text{for } B - V \geq 1.4,
\end{cases} 
\tag{1}
\]

where \( F_{\odot} = 5.7334 \times 10^{-11} \text{ erg cm}^{-2} \text{ s}^{-1} \text{ Å}^{-1} \).

#### 3.3 Calibration

A relation like that of equation (1) can be used to calibrate in flux spectra of stars of known colour index \((B - V)\). However, most spectrophotographs only observe a small wavelength range around the line of interest. For these instruments, the windows at 5805 and 6010 Å might fall outside the observed range. For this reason, we

---

\(^1\)IRAF is distributed by the National Optical Astronomy Observatories, which are operated by the Association of Universities for Research in Astronomy, Inc., under co-operative agreement with the National Science Foundation.

\(^2\)http://simbad.u-strasbg.fr
Table 1: A list of stars used in the analysis and average measurements. $N_{\nu}$ is the number of times the star has been observed. $V$ is the visual magnitude in the $I$-band system (for $R$ it is the visual magnitude relative to the Sun, obtained from references CAYREL DE STROBEL, SOUBIRAN & RALITE (2001), FUX et al. (2004) and CAYREL DE STROBEL et al. (1997). $f_\nu$ is the equivalent width computed using $F_\nu$ as pseudo-continuum flux (see Section 4.1), in angstroms. Columns 10 and 11 give the average absolute magnitude $V_\odot$ and the corresponding photospheric correction $(B-V)_\odot$. These values are in units of (erg cm$^{-2}$ s$^{-1}$). $(B-V)$ is the value of the $B-V$ index calculated as explained in Section 3.2. Finally, in the last column we present the mean values of $R$, $V$ and $A$. The NaI D lines in late-type stars

<table>
<thead>
<tr>
<th>Star</th>
<th>$N_{\nu}$</th>
<th>Sp-type</th>
<th>$V$</th>
<th>$(B-V)_\odot$</th>
<th>$V_{\odot}$</th>
<th>$(B-V)_{\odot}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>HD 38906</td>
<td>5</td>
<td>F8V</td>
<td>6.30</td>
<td>-0.01</td>
<td>5.59</td>
<td>-0.72</td>
</tr>
<tr>
<td>HD 38935</td>
<td>12</td>
<td>F8V</td>
<td>6.21</td>
<td>-0.04</td>
<td>6.47</td>
<td>-0.75</td>
</tr>
<tr>
<td>HD 16075</td>
<td>10</td>
<td>G5V</td>
<td>6.30</td>
<td>-0.01</td>
<td>5.59</td>
<td>-0.72</td>
</tr>
<tr>
<td>HD 38957</td>
<td>11</td>
<td>G5V</td>
<td>6.30</td>
<td>-0.01</td>
<td>5.59</td>
<td>-0.72</td>
</tr>
<tr>
<td>HD 39026</td>
<td>8</td>
<td>G5V</td>
<td>6.30</td>
<td>-0.01</td>
<td>5.59</td>
<td>-0.72</td>
</tr>
<tr>
<td>HD 150433</td>
<td>7</td>
<td>G5V</td>
<td>6.30</td>
<td>-0.01</td>
<td>5.59</td>
<td>-0.72</td>
</tr>
<tr>
<td>HD 202628</td>
<td>9</td>
<td>G2V</td>
<td>6.75</td>
<td>-0.04</td>
<td>5.99</td>
<td>-0.72</td>
</tr>
<tr>
<td>HD 1835</td>
<td>13</td>
<td>G2V</td>
<td>6.59</td>
<td>-0.01</td>
<td>5.88</td>
<td>-0.72</td>
</tr>
</tbody>
</table>
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Table 1 - continued

<table>
<thead>
<tr>
<th>Star</th>
<th>N$_{obs}$</th>
<th>Sp. type</th>
<th>$\langle V \rangle$</th>
<th>$\langle F \rangle$</th>
<th>$\langle V \rangle$</th>
<th>$\langle F \rangle$</th>
<th>$\langle V \rangle$</th>
<th>$\langle F \rangle$</th>
<th>$\langle V \rangle$</th>
<th>$\langle F \rangle$</th>
<th>$\langle V \rangle$</th>
<th>$\langle F \rangle$</th>
<th>$\langle V \rangle$</th>
<th>$\langle F \rangle$</th>
</tr>
</thead>
<tbody>
<tr>
<td>HD 203244</td>
<td>10</td>
<td>G5V</td>
<td>0.70</td>
<td>5.80</td>
<td>0.77</td>
<td>5.70</td>
<td>0.77</td>
<td>5.70</td>
<td>0.77</td>
<td>5.70</td>
<td>0.77</td>
<td>5.70</td>
<td>0.77</td>
<td>5.70</td>
</tr>
<tr>
<td>HD 131979</td>
<td>11</td>
<td>G5V</td>
<td>0.75</td>
<td>5.80</td>
<td>0.77</td>
<td>5.70</td>
<td>0.77</td>
<td>5.70</td>
<td>0.77</td>
<td>5.70</td>
<td>0.77</td>
<td>5.70</td>
<td>0.77</td>
<td>5.70</td>
</tr>
<tr>
<td>HD 103000</td>
<td>12</td>
<td>G5V</td>
<td>0.78</td>
<td>5.80</td>
<td>0.77</td>
<td>5.70</td>
<td>0.77</td>
<td>5.70</td>
<td>0.77</td>
<td>5.70</td>
<td>0.77</td>
<td>5.70</td>
<td>0.77</td>
<td>5.70</td>
</tr>
<tr>
<td>HD 138485</td>
<td>13</td>
<td>G5V</td>
<td>0.81</td>
<td>5.80</td>
<td>0.77</td>
<td>5.70</td>
<td>0.77</td>
<td>5.70</td>
<td>0.77</td>
<td>5.70</td>
<td>0.77</td>
<td>5.70</td>
<td>0.77</td>
<td>5.70</td>
</tr>
<tr>
<td>HD 131977</td>
<td>14</td>
<td>G5V</td>
<td>0.82</td>
<td>5.80</td>
<td>0.77</td>
<td>5.70</td>
<td>0.77</td>
<td>5.70</td>
<td>0.77</td>
<td>5.70</td>
<td>0.77</td>
<td>5.70</td>
<td>0.77</td>
<td>5.70</td>
</tr>
<tr>
<td>HD 103000</td>
<td>15</td>
<td>G5V</td>
<td>0.83</td>
<td>5.80</td>
<td>0.77</td>
<td>5.70</td>
<td>0.77</td>
<td>5.70</td>
<td>0.77</td>
<td>5.70</td>
<td>0.77</td>
<td>5.70</td>
<td>0.77</td>
<td>5.70</td>
</tr>
<tr>
<td>HD 138485</td>
<td>16</td>
<td>G5V</td>
<td>0.84</td>
<td>5.80</td>
<td>0.77</td>
<td>5.70</td>
<td>0.77</td>
<td>5.70</td>
<td>0.77</td>
<td>5.70</td>
<td>0.77</td>
<td>5.70</td>
<td>0.77</td>
<td>5.70</td>
</tr>
</tbody>
</table>
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Table 2. Stars located outside the main sequence in an HR diagram despite being classified as dwarf-type stars. The fourth column is the luminosity class we obtained assuming the spectral type is correct.

<table>
<thead>
<tr>
<th>Spectral type</th>
<th>(B − V)</th>
<th>$M_V$</th>
<th>Lum. class</th>
</tr>
</thead>
<tbody>
<tr>
<td>HD 103112</td>
<td>1.05</td>
<td>3.18</td>
<td>IV</td>
</tr>
<tr>
<td>HD 105115</td>
<td>1.41</td>
<td>−0.68</td>
<td>III</td>
</tr>
<tr>
<td>HD 119285</td>
<td>K1p</td>
<td>1.04</td>
<td>3.39 IV</td>
</tr>
<tr>
<td>HD 25069</td>
<td>G9</td>
<td>0.99</td>
<td>2.75 IV</td>
</tr>
<tr>
<td>HD 5869</td>
<td>K4</td>
<td>1.49</td>
<td>1.05 III</td>
</tr>
<tr>
<td>HD 94683</td>
<td>K4</td>
<td>1.78</td>
<td>−2.38 II</td>
</tr>
<tr>
<td>HD 17576</td>
<td>G0</td>
<td>1.78</td>
<td>1.91 III</td>
</tr>
</tbody>
</table>

Table 3. Stars located in the main sequence despite not being classified as dwarf-type stars.

<table>
<thead>
<tr>
<th>Star</th>
<th>Spectral type (SIMBAD)</th>
<th>(B − V)</th>
<th>$M_V$</th>
</tr>
</thead>
<tbody>
<tr>
<td>HD 52265</td>
<td>G0 III−IV</td>
<td>0.57</td>
<td>4.12</td>
</tr>
<tr>
<td>HD 57555</td>
<td>G0 IV/V</td>
<td>0.66</td>
<td>4.18</td>
</tr>
<tr>
<td>HD 75289</td>
<td>G0 I</td>
<td>0.58</td>
<td>4.1</td>
</tr>
<tr>
<td>HD 120136</td>
<td>F6 IV</td>
<td>0.51</td>
<td>3.58</td>
</tr>
</tbody>
</table>

studied a relation similar to the one in equation (1) for a continuum window closer to the doublet.

First, we note that due to the presence of molecular bands, the raw spectra of M-type stars are difficult to normalize, in particular if the observed range is not wide enough. Therefore, we did not try to find a good pseudo-continuum to calibrate M dwarfs. For F, G and K stars, we considered a window 20-Å wide around 5840 Å, which is indicated in Fig. 1 with dotted lines.

In Fig. 3 we show the ratio between the mean flux $\bar{F}$ in this window and the one obtained earlier, for stars with $(B − V) < 1.4$. As can be seen, using $\bar{F}$ underestimates the true continuum, but the difference between both is smaller than 6 per cent. Therefore, the first part of equation (1) can be used to fit the mean flux $\bar{F}$, and to calibrate in flux this region of the spectrum of a star of known $(B − V)$, increasing the error by less than 6 per cent.

4 EQUIVALENT WIDTH

4.1 Definition

The equivalent width $W_\lambda$ of a spectral line is defined as

$$W_\lambda = \int_{\lambda_1}^{\lambda_2} \left(1 - \frac{F_\lambda}{F_c}\right) d\lambda,$$

where $F_c$ is the continuum flux and $F_\lambda$ is the value of the flux in the line. As we pointed out in the preceding section, the choice of the continuum level can be subjective, and it can be very difficult for M dwarfs.

On the other hand, the limits of the wings of a line are not always well defined, and therefore the integration limits $\lambda_1$ and $\lambda_2$ also

Figure 1. The region of the sodium doublet for stars of different spectral types. The dotted lines mark the windows used for the calculation of the continuum flux. The dashed line is the continuum level as defined in Section 3.1.

Figure 2. log($F_{\text{cont}}/F_\odot$) versus colour index $(B − V)$. The small empty squares represent the individual observations, and the filled squares are the mean value in each bin (see text). The solid lines are the best piecewise fit to the data. Note that in several bins there is only one star, and the individual observations are therefore hidden by the filled square.
Figure 3. Ratio between $F_{\text{cont}}$ and the mean flux $\bar{F}$ in the 5830–5850 Å window, as a function of colour index $(B - V)$. The percentage difference remains smaller than 6 per cent for F, G and K stars.

Table 4. Wavelength window $\Delta \lambda$ used in the calculation of the equivalent width for different values of $(B - V)$ (see equation 2).

<table>
<thead>
<tr>
<th>$(B - V)$ interval</th>
<th>$\Delta \lambda$ (Å)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\leq 0.8$</td>
<td>14</td>
</tr>
<tr>
<td>[0.8 – 1)</td>
<td>16</td>
</tr>
<tr>
<td>[1.0 – 1.2)</td>
<td>20</td>
</tr>
<tr>
<td>[1.2 – 1.3)</td>
<td>24</td>
</tr>
<tr>
<td>[1.3 – 1.5)</td>
<td>28</td>
</tr>
<tr>
<td>$&gt; 1.5$</td>
<td>40</td>
</tr>
</tbody>
</table>

Figure 4. Ratio between $W_\lambda$, calculated with a realistic estimation of the continuum flux ($F_c = F_{\text{cont}}$), and $W_{\text{approx}}$, computed using the definition of $F_c$ suitable for the calibration process described in Section 4.4 ($F_c = \bar{F}$). The percentage difference remains smaller than 20 per cent for almost all stars.

4.2 Relation with colour index $(B - V)$

In Fig. 5 we illustrate the behaviour of $W_\lambda$ as a function of the colour index $(B - V)$. In the $y$-axis we plot $\log (W_\lambda/\lambda_o)$, where $\lambda_o = 5890$ Å. The small dots represent the mean value per star and the filled squares show the results of binning the data as explained in the text. The solid line is the best fit to the binned data. The dotted line is the fit given by Tripicchio et al. (1997), transformed to the colour index scale using equation (5).
the previous section. As empty squares we plot the values of $W_{\text{approx}}$, binned in the same way.

A quadratic fit to the binned data gives

$$\log \left( \frac{W}{\lambda_0} \right) = -4.579 + 1.948 (B - V) - 0.3726 (B - V)^2. \tag{3}$$

This fit is shown as a solid line in Fig. 5. It can be seen that, as the temperature decreases, the D lines become wider. It is evident from Fig. 5 that there is a saturation effect for the reddest stars. As shown in Fig. 1, for M stars with $(B - V) \geq 1.4$, the lines are so wide that they are almost completely blended. At this point, the doublet behaves as a single line, and the equivalent width grows mainly in the outer wings. Additionally, as cooler stars are also more active, the central line cores are filled in by chromospheric emission, contributing to the saturation effect.

### 4.3 Comparison

Tripicchio et al. (1997) also studied the dependence of the equivalent width with effective temperature. They constructed synthetic profiles of the D lines using a modified version of the multi code, which takes into account the line blending present in the doublet. They also observed a sample of dwarf and giant stars with spectral type between F6 and M5. They used both the modelled atmospheres and the observed spectra to obtain a relation between $W_l$ and effective temperature, given by

$$\log \left( \frac{W_l}{\lambda_0} \right) = 2.43 \frac{5040}{T_{\text{eff}}} - 5.73, \tag{4}$$

which reproduces their observations fairly well for effective temperatures higher than 4000 K.

In order to compare this relation to our regression we performed a change of variables in equation (4) using the relation given by Noyes et al. (1984, hereafter N84):

$$\log(T_{\text{eff}}) = 3.908 - 0.234 (B - V), \tag{5}$$

valid for stars with $0.4 < (B - V) < 1.4$. In this way we obtain $W_l$ as a function of $(B - V)$. The resulting expression is plotted as a dashed line in Fig. 5.

It can be seen that the values by Tripicchio et al. (1997) are smaller than ours: in some cases the difference between both expressions is as large as 40 per cent. Unfortunately, they do not mention how the continuum level or the integration windows were chosen. Although they say they used a wavelength interval of variable width and that they cleared the spectrum of unwanted lines, no details are given, so we could not apply their calculation method to our data.

To check whether our larger values of $W_l$ are due to the weak photospheric lines blended in the profiles, we recomputed the equivalent width in a completely different way, for several of our stars. We considered the raw spectra of 16 stars from our sample. The spectroscopic order in which the D lines are found was extracted, calibrated in wavelength and normalized. It is worth noting that the doublet is located in the middle of this order, where the effects of the blaze function are less severe. However, the presence of molecular bands prevented us from normalizing the spectra of M-type stars.

We then computed the equivalent width using the IRAF line-deblending routines included in the splot task, which fit Voigt profiles to the lines, and perform the calculation over the fits. In this way, the presence of photospheric lines has no influence on the obtained value. Because of the severe blending of the D lines, the routine used by IRAF did not produce acceptable results for stars with colour larger than $\approx 1.3$. Therefore, this method can only be applied to stars with $(B - V) < 1.3$.

In Fig. 6 we plot as filled squares the value of $W_l$ calculated from our calibrated spectra versus the value obtained using IRAF ($W_{\text{IRAF}}$). The errors in $W_l$ were calculated assuming a 3 per cent error in $F_o/F_i$ (see equation 2). The error bars in the $x$-axis were taken as the rms of the fit done by IRAF times the width of the integration window (see Table 4). The solid line represents the identity relation, and not a fit to the data. It can be seen that the differences between our calculation and the one done with IRAF are well within the errors. The filled triangles represent the values of $W_l$ obtained from our fit, rather than from the individual observations. Note that the points still remain very close to the identity line.

As open squares we plot the equivalent width obtained from Tripicchio’s relation (equation 4) for the value of $(B - V)$ of the stars considered, which in all cases fall below the identity relation.

### 4.4 Determination of $(B - V)$

The relation shown in Fig. 5 can be used to determine the $(B - V)$ of a star using the equivalent width of the D lines, measured in non-calibrated spectra. Since in many cases the spectral region needed to compute $F_{\text{cont}}$ might fall outside the observed one, we repeat the fit for $W_{\text{approx}}$. The best least-squares fit to the binned values of $W_{\text{approx}}/\lambda_0$ versus $(B - V)$ is

$$\log \left( \frac{W_{\text{approx}}}{\lambda_0} \right) = -4.528 + 1.734 (B - V) - 0.2442 (B - V)^2, \tag{6}$$

which is valid only for $(B - V) < 1.4$, and where $\lambda_0 = 5890 \text{ Å}$. This fit is plotted as a dotted line in Fig. 5.
To obtain \((B - V)\) from the measured equivalent width, one could invert equation (6). However, since the least square estimation of parameters does not treat the dependent and independent variables symmetrically, a more rigorous procedure would be to fit \((B - V)\) as a function of \(W_{\text{approx}}\). We performed this fit and found that within the errors, both procedures give the same values of \((B - V)\).

The method was verified using the same 16 stars used in the previous section. The raw spectra were extracted, calibrated in wavelength and normalized using Chebyshev polynomials. All these procedures were carried out using IRAF. \(W_{\lambda}\) was calculated by direct integration of the flux in the appropriate window (see Table 4) using SPLOT. Then, the inverse of equation (6) was used to obtain \((B - V)\) for these stars.

In Fig. 7 we plot the value of \((B - V)\) computed in this way \(\{(B - V)_{\text{comp}}\}\) as a function of the value obtained from the Hipparcos/Tycho catalogue \(\{(B - V)_{\text{cat}}\}\). To estimate the error in \(\{(B - V)_{\text{comp}}\}\) we assumed a 5 per cent error in \(F_{\lambda}/F_{\odot}\), in order to consider errors in the normalization procedure. The errors in the \(x\)-axis were taken from the Hipparcos/Tycho catalogue. The solid line represents the identity relation. It can be seen that the method gives, in fact, very good estimates of the colour of the stars.

Therefore, by measuring the equivalent width of the D doublet an estimate of the colour index \((B - V)\) can be obtained. Afterwards, this value of \((B - V)\) can be used to obtain an approximate flux calibration in the region of the D lines, by means of equation (1). In this way, the spectra of stars of unknown colour can be calibrated in flux in this spectral region.

5 ACTIVITY INDEXES AND CHROMOSPHERIC ACTIVITY

In this section, we define different activity indexes using the D lines, and study their applicability as chromospheric activity indicators.
The Na I D lines in late-type stars

Figure 9. N versus S. Values for stars with \((B - V) < 1.1\) are shown as filled triangles, and those with \((B - V) \geq 1.1\) as empty squares.

Figure 10. Upper panel: N versus S for stars with \((B - V) < 1.1\). Lower panel: the dependence on N with colour has been corrected by subtracting \(N(B-V)\), shown in equation (7). The correlation disappears, as is confirmed by the small value of the correlation coefficient \((r = 0.07)\).

On the other hand, stars with \((B - V) \geq 1.1\) present a good correlation between both \(N\) and \(S\), as can be seen in Fig. 9. Since for these stars \(N\) do not correlate with colour, we do not perform any correction in this case.

Since we have simultaneous observations of both indexes, we can explore this apparent correlation for particular stars. In Fig. 11 we plot \(N\) versus \(S\) for several stars with \((B - V) \geq 1.1\), and we show the linear fits to each individual data set (the slope of each fit is given in the legend). It can be seen that the slope of the relation between \(S\) and \(N\) changes from star to star, and the behaviour ranges from correlations with different slopes (GJ 551 and GJ 517) to cases where \(N\) and \(S\) are uncorrelated, either with constant \(S\) and variable \(N\) (GJ 1) or vice versa (GJ 388). A similar effect was observed comparing the flux of the H\(\alpha\) line to the flux in the H and K lines (Cincunegui et al. 2007b). In that case, we found correlations with different slopes, anticorrelations and cases where no correlation is present.

Therefore, the \(N\) index cannot be used to compare activity levels of different stars. However, it can be useful to compare activity levels on the same star at different times, for those stars which show a correlation between \(S\) and \(N\). For example, \(N\) can be used to trace activity cycles in late-type stars, as we did with Proxima Centauri using the flux of the H\(\alpha\) emission (see Cincunegui, Díaz & Mauas 2007a).

5.2 \(R'_D\)

N84 noted that the \(S\) index is sensitive to the flux in the continuum windows and to the photospheric radiation present in the H and K bandpasses, both of which depend on spectral type. Despite the apparent independence of \(N\) with \((B - V)\) seen in Fig. 8 for stars with \((B - V) \geq 1.1\), the results of the previous section seem to indicate that \(N\) also shows a dependence on photospheric flux, even for stars with \((B - V) \geq 1.1\). This dependence must be corrected more thoroughly in order to compare stars of different spectral type.

Following N84, we define a new index

\[
R'_D = R_D - R^\text{hot}_D, \tag{8}
\]

where \(R_D = (F_1 + F_2)/\sigma T^4_{\text{eff}}\), \(F_1\) and \(F_2\) are the fluxes in the D1 and D2 windows at the stellar surface and \(\sigma\) is the Stefan–Boltzmann constant. Note that \(R_0\) can be expressed as

\[
R_0 = \frac{f_1 + f_2}{f^\text{bol}} = \frac{f^\text{cont}}{f^\text{bol}} N', \tag{9}
\]
where $f_{\text{bol}}$ is the relative bolometric flux. Both expressions in equation (9) have the virtue of depending on fluxes on Earth instead of fluxes at the stellar surface. $f_{\text{bol}}$ was computed, interpolating the values of the bolometric correction provided by Johnson (1966). Defined in this way, $R_D$ is independent of the photospheric flux in the continuum window.

$R_D^{\text{bol}}$ is the photospheric contribution to the flux in the windows of the D lines. For the H and K lines, N84 integrated the flux outside the H1 and K1 minima, and used these values to calculate $R_{\text{phot}}$, which is subtracted from $R_{\text{HK}}$. However, the D lines are usually in absorption. For this reason, we had to correct for the photospheric contribution in a different way. Since even for very inactive stars the D lines are not completely dark, the minimum line flux in a very inactive star must be photospheric in origin. Therefore, we assumed that the basal flux of the D lines is a reasonable estimation of the photospheric contribution.

In Fig. 12 we plot the flux in the D1 line as a function of the colour index $(B - V)$, in logarithmic scale. The solid line represents the basal flux, computed using a third-order polynomial. The spectra with the D lines in emission were excluded from the fit. The resulting expression is

$$\log(F_{1}^{\text{basal}}) = -6.527 - 11.86(B - V) + 10.87(B - V)^2 - 4.218(B - V)^3. \quad (10)$$

For the D2 line, a similar expression is obtained

$$\log(F_{2}^{\text{basal}}) = -6.374 - 12.48(B - V) + 11.37(B - V)^2 - 4.344(B - V)^3. \quad (11)$$

Contrary to what happens for the H and K lines, this term is appreciable for all the range of our observations. Even for stars with Balmer lines in emission, the photospheric correction can be up to 50 per cent of the value of $R_D$.

Following N84, we subtracted the same value of $R_D^{\text{bol}}$ to all stars of the same spectral type. In this way, we have constructed an index eliminating the dependence on spectral type which arises from the photospheric flux in the integration bandpasses. $R_D$ should therefore depend exclusively on chromospheric flux and be independent of spectral type.

### 5.3 Chromospheric activity

According to N84, $R_{\text{HK}} = R_{\text{HK}} - R_{\text{phot}}$ is proportional to the fraction of non-radiative energy flux in the convective zone. Since this flux then heats the chromosphere by means of the magnetic field, $R_{\text{HK}}$ should be a good activity indicator.

We computed $R_{\text{HK}}$ for all our spectra using a relation analogue to equation (9). As $R_{\text{phot}}$, we used the expression given in N84, valid in the range $0.44 < (B - V) < 0.82$, and for the complete sample is

$$\log(R_{\text{phot}}) = -4.02 - 1.4(B - V). \quad (12)$$

As noted by N84 the photospheric correction is unimportant for active stars. Indeed, we found that the correction is less than 10 per cent virtually for all stars with $B - V > 1.1$. Therefore, we used equation (12) for all the range of our observations.

To study its applicability as an activity indicator, $R_D$ was plotted against $R_{\text{HK}}$. The result is presented in Fig. 13, where the filled triangles represent stars which exhibit the Balmer lines in emission. No correlation seems to be present when we consider the complete stellar sample. Indeed the correlation coefficient is $r = 0.094$. However, if we consider only the most active stars – those which exhibit Balmer lines in emission – an excellent correlation is found between both indexes. This is shown in Fig. 14, where we plot $R_D$ versus $R_{\text{HK}}$ only for these stars. The solid line is the best linear fit to the data:

$$R_D = 2.931 \times 10^{-6} + 0.1388 R_{\text{HK}}. \quad (13)$$

with correlation coefficient $r = 0.978$. This result demonstrates that $R_D$ can be used as an activity indicator for active stars. Note that despite presenting the Balmer lines in emission, not all stars in Fig. 14 present the D lines in emission, and this does not seem to be a condition for the use of $R_D$ as an activity indicator. $R_D$ is particularly useful to study the cooler stars, which tend to be more active and where the emission in the region of the H& K CaII lines...
is substantially smaller (even an order of magnitude) than the flux in the region of the D doublet.

6 SUMMARY

A program was started in 1999 to study chromospheric activity and atmospheres of main-sequence stars in the Southern hemisphere. In this paper we analyse the sodium D lines. We use medium-resolution echelle spectra, obtained in CASLEO, which were calibrated in wavelength and in flux.

We constructed an HR diagram for all the stars in our sample taking the colour index \((B-V)\) and the visual magnitude \(V\) from the Hipparcos/Tycho catalogues. We found that several stars, in spite of being classified as dwarfs in the SIMBAD database, fall outside the main sequence. We present these stars in Table 2 and defer a more detailed analysis for future work. Conversely, in Table 3 we show four stars that were not classified as dwarfs even though they fall within the main sequence.

In Section 3 we define a pseudo-continuum level useful for all spectral types. Since in M stars the D lines are formed inside a TiO molecular band, we consider two windows located quite far from the doublet. In each window, the mean value of the 10 highest points was calculated and the pseudo-continuum was defined as the linear interpolation between both windows. The continuum flux obtained in this way shows a very tight correlation with colour index \((B-V)\). Since most observations do not include regions too far from the lines, for stars with \((B-V) < 1.4\) we also defined another pseudo-continuum, which uses a window located closer to the D lines, and also correlates strongly with \((B-V)\). We showed that this correlation can be used to obtain an approximate calibration in flux in this spectral region.

In Section 3 we describe in detail the computation of the equivalent width. We use a wavelength interval which range from 14 Å for F6 stars to 40 Å for the coolest stars in our sample. In M-type stars, the large photospheric wings, blended with deep molecular bands, make an accurate calculation difficult. We find a good correlation between equivalent width and colour index \((B-V)\) for all the range of observations.

The relation obtained was then used to determine the colour of dwarf-type stars from the equivalent width of the D lines. We find values of \((B-V)\) in good agreement with those from the Hipparcos/Tycho catalogues. Since equivalent width is a characteristic of line profiles that do not require high-resolution spectra to be measured, this fact could become a useful tool for subsequent studies.

Finally, in Section 5 we study how the flux in the D lines changes with changing levels of chromospheric activity. We define an index \((N)\) analogue to Mount Wilson \(S\) index and find it is strongly correlated with colour for stars with \((B-V) < 1.1\). This fact produces an apparent correlation between \(N\) and \(S\), which disappears when the colour dependence is taken into account. On the other hand, in stars with \((B-V) \geq 1.1\), \(N\) is independent of colour and is correlated with the \(S\) index. However, the slope between \(N\) and \(S\) varies when different stars are studied individually, varying from tight correlations to cases where no correlation is present. This fact restricts the use of the \(N\) index as an activity indicator when different stars are compared. However, the \(N\) index may be useful when comparing different activity levels on individual stars, specially in later stars with little emission in the region of the Ca II H&K lines.

In order to compare activity levels on stars of different spectral types we define an improved index taking into account the photospheric contribution to the flux both in the lines and in the continuum windows. First, we construct \(R_D\) as the ratio between absolute line fluxes and stellar luminosity. Then, the photospheric contribution in the lines bandpasses, which was computed using the basal flux in the D lines, was subtracted from \(R_D\) to define \(R_D^\prime\). As was expected, the earlier stars in our sample do not show any sign of correlation between both indexes. Indeed, it has been known for a long time that the cores of the Na I D lines in the solar atmosphere remain dark from centre to limb while the Ca II H&K lines show increasing line reversal. Only in stars with higher atomic densities, as the M dwarfs, the D lines can be expected to have collision rates high enough to respond to the temperature changes in the chromosphere (e.g. Mauas 2000). Because of this, earlier theoretical works (see Andretta et al. 1997; Short & Doyle 1998) have restricted their attention to this type of stars. However, in this work the new \(R_D^\prime\) index was found to correlate well with \(R_{HK}^\prime\) for the most active stars in our sample (those which exhibit the Balmer lines in emission), even though some of these stars do not present a line reversal at the core of the D lines. Therefore, \(R_D^\prime\) is also a good activity indicator for these stars. For the rest of the spectra, no correlation was found.
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