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#### Abstract

In this work we introduce a formalism that provides a good description of the correlated charge states of an atom interacting statically or dynamically with a metal surface, including realistic features of the atom-surface system. Our treatment of the Anderson impurity with an intrasite finite repulsion is based on the use of a projection operator technique and the application of the equation of motion method. The specific case of charge state configurations having zero, one, and two valence electrons of atoms with $s$-type valence orbital is discussed in this work. Static properties, such as the average occupation and the local density of states at the atom site and dynamical charge fractions in atom scattering processes, are compared with exact calculations and also with other existing approximations. Our treatment of the finite electronic repulsion at the atom site also reproduces satisfactorily the experimental behavior of the transmission phase shift of a dot measured by Aharonov-Bohm interferometry in both weak and strong coupling limits.


DOI: 10.1103/PhysRevB.80.235427
PACS number(s): 71.10. $-\mathrm{w}, 71.27 .+\mathrm{a}, 34.35 .+\mathrm{a}, 72.15 . \mathrm{Qm}$

## I. INTRODUCTION

To know the probability of the charge state configurations of atoms interacting with a surface is of great interest in many different physical situations such as chemisorption and ion scattering processes or quantum dots embedded in mesoscopic structures. The theoretical description of these systems is usually based on the Anderson model ${ }^{1}$ in which the electronic correlations are confined to the single impurity atom or to the few impurities that represent the quantum dot. Several techniques have been developed to solve the impurity Anderson model, ${ }^{2-20}$ but it still continues being an open problem with a rich variety of new proposals in the past years. ${ }^{21-27}$ The renormalization group theory (RGT), ${ }^{3,4}$ Bethe ansatz solution, ${ }^{5-7}$ and quantum Monte Carlo technique ${ }^{8,9}$ offer numerical exact calculations but limited to near equilibrium processes and to simplified descriptions of the interacting systems.

The effects of finite electron repulsion in a quantum dot can also be included by using perturbation theory in the correlation parameter, $U .{ }^{17-19}$ Levy Yeyati et al. proposed an interesting extension of the second-order self-energy associated with the Coulomb interaction to high values of $U .^{20}$

In the case of a finite but large electronic repulsion, equation of motion (EOM) $)^{2,10-15,21-27}$ offers an easy way of handling realistic models for the atom-surface interacting system in and out of equilibrium, ${ }^{28,29}$ and it is an appropriate method when time-dependent interactions are involved. ${ }^{30,31}$ In the case of the single impurity Anderson model, the equation of motion of the single-particle Green's function gives rise to an infinite hierarchy of equations of motion for higher-order Green's functions. The level at which these higher-order Green's functions are truncated and the corresponding correlation functions are self-consistently determined marks the differences among the existing approximations. ${ }^{10-15,21-27}$

In this work we treat the case of atoms with an $s$-type valence orbital interacting with a surface and extend previous approaches ${ }^{24,28}$ where an infinite $U$ parameter has been assumed to the case of a finite $U$ value. The atom can be an impurity, an adsorbate, or a projectile colliding with a surface; for a finite $U$ the atom has four possible configuration states, with zero, one (spin up or down), and two electrons in the valence state. We describe the surface-atom interaction by projecting the Anderson Hamiltonian on the subspace of these atomic configurations and introduce the Green's functions required to calculate the magnitudes of interest such as the local density of states on the atom and the valence state occupation probabilities. These Green's functions are calculated using the EOM method and, at variance with other approaches, we truncate the set of higher-order Green's functions using a strict solution to order $V^{2},{ }^{24} V$ defining the order of magnitude of the coupling term between the atomic level and the band states, whereby the Green's functions containing off-diagonal terms in the band state index (see below) are neglected. It has been shown in Ref. 24 that this way of truncating the hierarchy of Green's functions provides a better solution to the EOM method. We present a description of the static and dynamic processes with the possibility of including in the calculation of the self-energies the main features of the electronic structure of the surface and the localized atom-atom interactions. In the case of an infinite value of the electronic intrasite repulsion $U$, this kind of formalism has proved to be successful for describing the charge exchange between a surface and the correlated states of an atom. ${ }^{28-31}$ The finite $U$ treatment presented in this work also allows us to reproduce the weak and strong coupling limits found in the transmission phase shift of a dot measured by Aharonov-Bohm interferometry. ${ }^{32-35}$ The potentiality of this calculation for describing dynamical processes such as the collision between atoms and surfaces is tested in the simple
model of a many-body system consisting of an adatom attached to a substrate of three atoms. This model admits an exact solution of the Anderson-Newns Hamiltonian and has been already used for chemisorption studies ${ }^{36,37}$ and also for testing approximations for the dynamical collision processes in the $U \rightarrow 0$ and $U \rightarrow \infty$ limit cases. ${ }^{24,38}$

## II. THEORY

The starting point is the single impurity Anderson model ${ }^{1}$ described by the following Hamiltonian:

$$
\begin{align*}
\hat{H}= & \sum_{\vec{k}, \sigma} \varepsilon_{\vec{k}} \hat{n}_{\vec{k}, \sigma}+\varepsilon_{I} \sum_{\sigma} \hat{n}_{a, \sigma}+\frac{U}{2} \sum_{\sigma} \hat{n}_{a, \sigma} \hat{n}_{a, \bar{\sigma}} \\
& +\sum_{\vec{k}, \sigma}\left[V_{\vec{k}, \sigma} \hat{c}_{\vec{k}, \sigma}^{\dagger} \hat{c}_{a, \sigma}+\text { H.c. }\right], \tag{1}
\end{align*}
$$

where $\vec{k}$ denotes the solid states with energy $\varepsilon_{\vec{k}}$ and $a$ denotes the "impurity" atom orbital state with energy $\varepsilon_{I}$. Their respective occupation number operators are $\hat{n}_{\vec{k}, \sigma}=\hat{c}_{\vec{k}, \sigma}^{\dagger} \hat{c}_{\vec{k}, \sigma}, \hat{n}_{a, \sigma}$ $=\hat{c}_{a, \sigma}^{\dagger} \hat{c}_{a, \sigma}, \sigma$ being the spin projection index. The $U$ parameter represents the intrasite electronic Coulomb repulsion in the unique considered atomic orbital $a$ and $V_{\vec{k}, \sigma}$ is the hopping integral between the solid and the impurity atom state. By assuming only one orbital state for the atom we are limiting its electronic configurations to zero, one (spins up and down), and two electrons in the same orbital. In such a case we are considering that other possible configurations (i.e., excited states of the impurity atom) have negligible probability of occurrence. An appropriate way of describing the possible atomic configurations within the Anderson description is by using a projection operator technique. Then, the electronic configurations of the atom are represented as follows: $|0,0\rangle$ : zero electron, $|\uparrow, 0\rangle$ : one electron with "spin up," $|0, \downarrow\rangle$ : one electron with "spin down," and $|\uparrow, \downarrow\rangle$ : two electrons.

Taking into account this notation, the Hamiltonian that describes the impurity atom can be written as

$$
\begin{align*}
H_{a t}= & E_{0}|0,0\rangle\langle 0,0|+E_{1}(|\uparrow, 0\rangle\langle\uparrow, 0|+|0, \downarrow\rangle\langle 0, \downarrow|) \\
& +E_{2}|\uparrow, \downarrow\rangle\langle\uparrow, \downarrow| \tag{2}
\end{align*}
$$

In Eq. (2) we have considered spin degeneration, and the total energies $E_{i}$ are related to $\varepsilon_{I}$ and $U$ parameters of Eq. (1) in the following way:

$$
\begin{gather*}
E_{1}-E_{0}=\varepsilon_{I}, \\
E_{2}-E_{0}=2 \varepsilon_{I}+U=\varepsilon_{A} . \tag{3}
\end{gather*}
$$

The correct normalization of the subspace including all the atomic configurations is the following:

$$
\begin{equation*}
|0,0\rangle\langle 0,0|+|\uparrow, 0\rangle\langle\uparrow, 0|+|0, \downarrow\rangle\langle 0, \downarrow|+|\uparrow, \downarrow\rangle\langle\uparrow, \downarrow|=\hat{1} . \tag{4}
\end{equation*}
$$

We also have to write down the interaction Hamiltonian within the spirit of the Anderson model which involves only one-electron atom-solid interaction terms. The one to zero electron transition in the atom state corresponds to

$$
\sum_{\vec{k}} V_{\vec{k}, \uparrow} \hat{c}_{\vec{k}, \uparrow}^{\dagger} \hat{\uparrow}_{a, \uparrow}|\uparrow, 0\rangle=\sum_{\vec{k}} V_{\vec{k}, \uparrow} \hat{c}_{\vec{k}, \uparrow}^{\dagger}|0,0\rangle
$$

which implies that

$$
\sum_{\vec{k}} V_{\vec{k}, \uparrow} \hat{c}_{\vec{k}, \uparrow}^{\dagger} \hat{c}_{a, \uparrow} \equiv \sum_{\vec{k}} V_{\vec{k}, \uparrow} \hat{c}_{\vec{k}, \uparrow}^{\dagger}|0,0\rangle\langle\uparrow, 0|
$$

The same is valid in the case of a spin-down one-electron configuration. For transitions between one and two electrons in the atom,

$$
\begin{aligned}
& \sum_{\vec{k}} V_{\vec{k}, \uparrow} \hat{c}_{\vec{k}, \uparrow}^{\dagger} \hat{c}_{a, \uparrow}|\uparrow, \downarrow\rangle=\sum_{\vec{k}} V_{\vec{k}, \uparrow} \hat{c}_{\vec{k}, \uparrow}^{\dagger}|0, \downarrow\rangle, \\
& \sum_{\vec{k}} V_{\vec{k}, \downarrow} \hat{c}_{\vec{k}, \downarrow}^{\dagger} \hat{c}_{a, \downarrow}|\uparrow, \downarrow\rangle=-\sum_{\vec{k}} V_{\vec{k}, \downarrow} \hat{c}_{\vec{k}, \downarrow}^{\dagger}|\uparrow, 0\rangle,
\end{aligned}
$$

yielding

$$
\begin{aligned}
\sum_{\vec{k}} V_{\vec{k}, \uparrow} \hat{c}_{\vec{k}, \uparrow}^{\dagger} \hat{c}_{a, \uparrow} & \equiv \sum_{\vec{k}} V_{\vec{k}, \uparrow} \hat{c}_{\vec{k}, \uparrow}^{\dagger}|0, \downarrow\rangle\langle\uparrow, \downarrow|, \\
\sum_{\vec{k}} V_{\vec{k}, \downarrow} \hat{c}_{\vec{k}, \downarrow}^{\dagger} \hat{c}_{a, \downarrow} & \equiv-\sum_{\vec{k}} V_{\vec{k}, \downarrow} \hat{c}_{\vec{k}, \downarrow}^{\dagger}|\uparrow, 0\rangle\langle\uparrow, \downarrow|
\end{aligned}
$$

(notice the negative sign in the second equation). In this picture Anderson Hamiltonian (1) adopts the expression

$$
\begin{align*}
\hat{H}= & \sum_{\vec{k}, \sigma} \varepsilon_{\vec{k}} \hat{n}_{\vec{k}, \sigma}+E_{0}|0\rangle\langle 0|+E_{1} \sum_{\sigma}|\sigma\rangle\langle\sigma|+E_{2}|\uparrow, \downarrow\rangle\langle\uparrow, \downarrow| \\
& +\sum_{\vec{k}, \sigma}\left[V_{\vec{k}, \sigma} \hat{c}_{\vec{k}, \sigma}^{\dagger}|0\rangle\langle\sigma|+V_{\vec{k}, \sigma}^{*}|\sigma\rangle\langle 0| \hat{c}_{\vec{k}, \sigma}\right] \\
& +\sum_{\vec{k}, \sigma}(-1)^{p_{\sigma}}\left[V_{\vec{k}, \sigma} \hat{\sigma}_{\vec{k}, \sigma}^{\dagger}|\bar{\sigma}\rangle\langle\uparrow, \downarrow|+V_{\vec{k}, \sigma}^{*}|\uparrow, \downarrow\rangle\langle\bar{\sigma}| \hat{c}_{\vec{k}, \sigma}\right], \tag{5}
\end{align*}
$$

where we have introduced the following notation:

$$
|\uparrow, 0\rangle ;|0, \downarrow\rangle \equiv|\sigma\rangle, \quad|0,0\rangle \equiv|0\rangle, \quad p_{\sigma}= \begin{cases}0 & \text { if } \sigma=\uparrow \\ 1 & \text { if } \sigma=\downarrow\end{cases}
$$

Equation (5) defines our basic Hamiltonian. We can calculate the probabilities of the selected atomic configurations by means of the following advanced Green's functions in the static case and for equilibrium processes:

$$
\begin{gather*}
G_{\sigma}\left(t, t^{\prime}\right)=i \theta\left(t^{\prime}-t\right)\left\langle\left\{|\sigma\rangle\left\langle\left. 0\right|_{t^{\prime}}, \mid 0\right\rangle\left\langle\left.\sigma\right|_{t}\right\}\right\rangle,\right.  \tag{6}\\
G_{\uparrow \downarrow}^{\sigma}\left(t, t^{\prime}\right)=i \theta\left(t^{\prime}-t\right)\left\langle\left\{|\uparrow, \downarrow\rangle\left\langle\left.\sigma\right|_{t^{\prime}}, \mid \sigma\right\rangle\left\langle\uparrow,\left.\downarrow\right|_{t}\right\rangle,\right.\right. \tag{7}
\end{gather*}
$$

while for time-dependent or nonequilibrium stationary processes we require also to calculate these other GreenKeldysh functions, ${ }^{40}$

$$
\begin{gather*}
F_{\sigma}\left(t, t^{\prime}\right)=i\left\langle\left[|\sigma\rangle\left\langle\left. 0\right|_{t^{\prime}}, \mid 0\right\rangle\left\langle\left.\sigma\right|_{t}\right]\right\rangle,\right.  \tag{8}\\
F_{\uparrow \downarrow}^{\sigma}\left(t, t^{\prime}\right)=i\left\langle\left[|\uparrow, \downarrow\rangle\left\langle\left.\sigma\right|_{t^{\prime}}, \mid \sigma\right\rangle\left\langle\uparrow,\left.\downarrow\right|_{t}\right]\right\rangle .\right. \tag{9}
\end{gather*}
$$

The [ ] and \{ \} symbols indicate commutator and anticommutator, respectively, and $\rangle$ means the average over the Heisenberg state $\Phi_{0}$ that describes the interacting system. Hereafter, the possibility of a difference between the spin
projection values due to magnetic surfaces is kept. The Green's functions [Eqs. (6)-(9)] are calculated using the EOM method accordingly to Hamiltonian (5).

## A. EOM method

The equation of motion of the Green's function [Eq. (6)] yields

$$
\begin{align*}
i \frac{d G_{\sigma}\left(t, t^{\prime}\right)}{d t}= & \delta\left(t^{\prime}-t\right)\langle\mid \sigma\rangle\langle\sigma|+|0\rangle\langle 0 \mid\rangle+\varepsilon_{I} G_{\sigma}\left(t, t^{\prime}\right) \\
& +\sum_{\vec{k}} V_{\vec{k}, \sigma}^{*} G_{\sigma}\left(|0\rangle\langle 0| \hat{c}_{\vec{k}, \sigma}\right)+\sum_{\vec{k}, \sigma^{\prime}} V_{\vec{k}, \sigma^{\prime}}^{*} G_{\sigma}\left(\left|\sigma^{\prime}\right\rangle\right. \\
& \left.\times\langle\sigma| \hat{c}_{\vec{k}, \sigma^{\prime}}\right)-(-1)^{p_{\bar{\sigma}}} \sum_{\vec{k}} V_{\vec{k}, \bar{\sigma}} G_{\sigma}\left(|0\rangle\langle\uparrow, \downarrow| \hat{c}_{\vec{k}, \bar{\sigma}}^{\dagger}\right) \tag{10}
\end{align*}
$$

One needs now the equations of motion of the higher-order Green's functions defined as

$$
G_{A}\left(|B\rangle\langle C| \hat{c}_{\vec{k}, \sigma}\right)=i \theta\left(t^{\prime}-t\right)\left\langle\left\{A\left(t^{\prime}\right),|B\rangle\langle C| \hat{c}_{\vec{k}, \sigma}(t)\right\}\right\rangle
$$

This leads to an infinite hierarchy of equations of motion that we have closed using a strict solution to order $V_{\vec{k}}^{2}$ like the following ones:

$$
\begin{aligned}
& i \theta\left(t^{\prime}-t\right)\left\langle\left\{|\sigma\rangle\left\langle\left. 0\right|_{t^{\prime}} ; \mid 0\right\rangle\langle\sigma| \hat{c}_{\vec{k}^{\prime}, \sigma^{\prime}}^{\dagger} \hat{c}_{\vec{k}, \sigma^{\prime}}(t)\right\}\right\rangle \\
& \quad=G_{\sigma}\left(t, t^{\prime}\right)\left\langle\hat{c}_{\vec{k}^{\prime}, \sigma^{\prime}}^{\dagger} \hat{c}_{\vec{k}, \sigma^{\prime}}\right\rangle^{0}, \\
& i \theta\left(t^{\prime}-t\right)\left\langle\left\{|\sigma\rangle\left\langle\left. 0\right|_{t^{\prime}} ; \mid \sigma^{\prime}\right\rangle\langle\uparrow, \downarrow| \hat{c}_{\vec{k}^{\prime}, \sigma^{\prime}} \hat{c}_{\vec{k}, \bar{\sigma}}^{\dagger}(t)\right\}\right\rangle \\
& \quad=G_{\sigma}\left(\left|\sigma^{\prime}\right\rangle\langle\uparrow, \downarrow|\right)\left\langle\hat{c}_{\vec{k}^{\prime}, \sigma^{\prime}} \hat{c}_{\vec{k}, \bar{\sigma}^{\prime}}^{\dagger}\right\rangle^{0} \delta_{\bar{\sigma}, \sigma^{\prime}},
\end{aligned}
$$

$$
\begin{equation*}
i \theta\left(t^{\prime}-t\right)\left\langle\left\{|\sigma\rangle\left\langle\left. 0\right|_{t^{\prime}} ; \mid \sigma^{\prime}\right\rangle\langle 0| \hat{c}_{\vec{k}^{\prime}, \sigma^{\prime}} \hat{c}_{\vec{k}, \sigma}(t)\right\}\right\rangle=0 \tag{11}
\end{equation*}
$$

where the supra zero index indicates the average over the noninteracting system. Therefore, $\left\langle\hat{c}_{\vec{k}, \sigma}^{\dagger} \hat{c}_{\vec{k}^{\prime}, \sigma}\right\rangle^{0}=\left\langle\hat{n}_{\vec{k}, \sigma}\right\rangle \delta_{\vec{k}, \vec{k}^{\prime}}$ is the Fermi distribution for a temperature $T$ in the case of a metallic surface, $\left\langle\hat{n}_{\vec{k}, \sigma}\right\rangle=f_{<\sigma}\left(\varepsilon_{\vec{k}}\right)=1 /\left(1+e^{\left(\varepsilon_{\vec{k}, \sigma^{-}} \mu\right) / k_{B} T}\right), \mu$ being the Fermi energy.

In this way we arrive to the following final equations for the required Green's functions (the details are given in Appendix):

$$
\begin{align*}
i \frac{d G_{\sigma}\left(t, t^{\prime}\right)}{d t}= & \delta\left(t^{\prime}-t\right)\left\langle 1-\hat{n}_{a, \bar{\sigma}}\right\rangle_{t^{\prime}}+\varepsilon_{I} G_{\sigma}\left(t, t^{\prime}\right) \\
& -i \theta\left(t^{\prime}-t\right) \sum_{\vec{k}} D_{1 \vec{k}}^{\bar{\sigma}}\left(t, t^{\prime}\right)+\int_{-\infty}^{\infty} d \tau\left[\Xi_{0 \sigma}^{A}+\Xi_{<\bar{\sigma}}^{A}\right] \\
& \times G_{\sigma}+(-1)^{p_{\bar{\sigma}}} \int_{-\infty}^{\infty} d \tau\left[\Xi_{1 \bar{\sigma}}^{A}-\Xi_{<\bar{\sigma}}^{A}\right] G_{\sigma}^{c}, \tag{12}
\end{align*}
$$

The new crossed Green's functions appearing in Eqs. (12)-(15) are defined as

$$
\begin{gathered}
G_{\sigma}^{c}\left(t, t^{\prime}\right)=i \theta\left(t^{\prime}-t\right)\left\langle\left\{|\sigma\rangle\left\langle\left. 0\right|_{t^{\prime}}, \mid \bar{\sigma}\right\rangle\left\langle\uparrow,\left.\downarrow\right|_{t}\right\rangle\right\rangle,\right. \\
F_{\sigma}^{c}\left(t, t^{\prime}\right)=i\left\langle\left[|\sigma\rangle\left\langle\left. 0\right|_{t^{\prime}}, \mid \bar{\sigma}\right\rangle\left\langle\uparrow,\left.\downarrow\right|_{t}\right]\right\rangle\right.
\end{gathered}
$$

$$
G_{\uparrow \downarrow}^{\sigma c}\left(t, t^{\prime}\right)=i \theta\left(t^{\prime}-t\right)\left\langle\left\{|\uparrow, \downarrow\rangle\left\langle\left.\sigma\right|_{t^{\prime}}, \mid 0\right\rangle\left\langle\left.\bar{\sigma}\right|_{t}\right\}\right\rangle,\right.
$$

$$
\begin{equation*}
F_{\uparrow \downarrow}^{\sigma c}\left(t, t^{\prime}\right)=i\left\langle\left[|\uparrow, \downarrow\rangle\left\langle\left.\sigma\right|_{t^{\prime}}, \mid 0\right\rangle\left\langle\left.\bar{\sigma}\right|_{t}\right]\right\rangle,\right. \tag{16}
\end{equation*}
$$

and their equations of motion are given in Appendix.
The following quantities have been introduced in Eqs. (12)-(15),

$$
\begin{align*}
& i \frac{d G_{\uparrow \downarrow}^{\sigma}\left(t, t^{\prime}\right)}{d t}=\delta\left(t^{\prime}-t\right)\left\langle\hat{n}_{a, \sigma}\right\rangle_{t^{\prime}}+\left(\varepsilon_{A}-\varepsilon_{I}\right) G_{\uparrow \downarrow}^{\sigma}\left(t, t^{\prime}\right) \\
& +i \theta\left(t^{\prime}-t\right) \sum_{\vec{k}} D_{2 \vec{k}}^{\sigma}\left(t, t^{\prime}\right) \\
& +\int_{-\infty}^{\infty} d \tau\left[\Xi_{0 \bar{\sigma}}^{A}+\Xi_{1 \sigma}^{A}-\Xi_{<\sigma}^{A}\right] G_{\uparrow \downarrow}^{\sigma} \\
& +(-1)^{p_{\sigma}} \int_{-\infty}^{\infty} d \tau \Xi_{<\sigma}^{A} G_{\uparrow \downarrow}^{\sigma c},  \tag{13}\\
& i \frac{d F_{\sigma}\left(t, t^{\prime}\right)}{d t}=\varepsilon_{I} F_{\sigma}\left(t, t^{\prime}\right)-i \theta\left(t^{\prime}-t_{0}\right) \sum_{\vec{k}}\left[2\left\langle\hat{n}_{\vec{k}, \bar{\sigma}}\right\rangle-1\right] D_{1 \vec{k}}^{\bar{\sigma}}\left(t, t^{\prime}\right) \\
& +\int_{-\infty}^{\infty} d \tau\left[\Xi_{0 \sigma}^{R}+\Xi_{<\bar{\sigma}}^{R}\right] F_{\sigma}+(-1)^{p} \int_{-\infty}^{\infty} d \tau\left[\Xi_{1 \bar{\sigma}}^{R}\right. \\
& \left.-\Xi_{<\bar{\sigma}}^{R}\right] F_{\sigma}^{c}+\int_{-\infty}^{\infty} d \tau\left[\Omega_{0 \sigma}+\Omega_{<\bar{\sigma}}\right] G_{\sigma} \\
& +(-1)^{p} \int_{-\infty}^{\infty} d \tau\left[\Omega_{1 \bar{\sigma}}-\Omega_{<\bar{\sigma}}\right] G_{\sigma}^{c},  \tag{14}\\
& i \frac{d F_{\uparrow \downarrow}^{\sigma}\left(t, t^{\prime}\right)}{d t}=\left(\varepsilon_{A}-\varepsilon_{I}\right) F_{\uparrow \downarrow}^{\sigma}\left(t, t^{\prime}\right)+i \theta\left(t^{\prime}-t_{0}\right) \sum_{\vec{k}}\left[2\left\langle\hat{n}_{\vec{k}, \sigma}\right\rangle\right. \\
& -1] D_{2 \vec{k}}^{\sigma}\left(t, t^{\prime}\right)+\int_{-\infty}^{\infty} d \tau\left[\Xi_{0 \bar{\sigma}}^{R}+\Xi_{1 \sigma}^{R}-\Xi_{<\sigma}^{R}\right] F_{\uparrow \downarrow}^{\sigma} \\
& +(-1)^{p_{\sigma}} \int_{-\infty}^{\infty} d \tau \Xi_{<\sigma}^{R} F_{\uparrow \downarrow}^{\sigma c}+\int_{-\infty}^{\infty} d \tau\left[\Omega_{0 \bar{\sigma}}+\Omega_{1 \sigma}\right. \\
& \left.-\Omega_{<\sigma}\right] G_{\uparrow \downarrow}^{\sigma}+(-1)^{p_{\sigma}} \int_{-\infty}^{\infty} d \tau \Omega_{<\sigma} G_{\uparrow \downarrow}^{\sigma c} . \tag{15}
\end{align*}
$$

$$
\begin{align*}
D_{1 \vec{k}}^{\sigma}\left(t, t^{\prime}\right)= & V_{\vec{k}, \sigma}^{*}(t)\langle\mid \sigma\rangle\left\langle 0 \mid \hat{c}_{\vec{k}, \sigma}\right\rangle_{t^{\prime}} e^{i \varepsilon_{\vec{k}}\left(t^{\prime}-t\right)} \\
& +(-1)^{p_{\bar{\sigma}}} V_{k, \sigma}(t)\langle\mid \uparrow, \downarrow\rangle\left\langle\bar{\sigma} \mid \hat{c}_{\vec{k}, \sigma}\right\rangle_{t^{\prime}}^{*} e^{-i\left(\varepsilon_{\vec{k}}-\varepsilon_{A}\right)\left(t^{\prime}-t\right)}, \\
D_{2 \vec{k}}^{\sigma}\left(t, t^{\prime}\right)= & -V_{\vec{k}, \sigma}(t)\langle\mid \sigma\rangle\left\langle 0 \mid \hat{c}_{\vec{k}, \sigma}\right\rangle_{t^{\prime}}^{*} e^{-i\left(\varepsilon_{\vec{k}}-\varepsilon_{A}\right)\left(t^{\prime}-t\right)} \\
& +(-1)^{p} \sigma V_{\vec{k}, \sigma}^{*}(t)\langle\mid \uparrow, \downarrow\rangle\left\langle\bar{\sigma} \mid \hat{c}_{\vec{k}, \sigma}\right\rangle_{t^{\prime}} e^{i \varepsilon_{\bar{k}}\left(t^{\prime}-t\right)}, \tag{17}
\end{align*}
$$

and also the time-dependent self-energies,

$$
\begin{gather*}
\Xi_{0 \sigma}^{A}(t, \tau)=i \theta(\tau-t) \sum_{\vec{k}} \xi_{\vec{k}, \sigma}(t, \tau) \\
\Xi_{1 \sigma}^{A}(t, \tau)=i \theta(\tau-t) \sum_{\vec{k}}\left[\xi_{\vec{k}, \sigma}(t, \tau)+\xi_{\vec{k}, \sigma}^{*}(t, \tau) e^{-i \varepsilon_{A}(t-\tau)}\right] \\
\Xi_{<\sigma}^{A}(t, \tau)=i \theta(\tau-t) \sum_{\vec{k}}\left\langle\hat{n}_{\vec{k}, \sigma}\right\rangle\left[\xi_{\vec{k}, \sigma}(t, \tau)+\xi_{\vec{k}, \sigma}^{*}(t, \tau) e^{-i \varepsilon_{A}(t-\tau)}\right], \tag{18}
\end{gather*}
$$

which verify $\Xi^{R}(t, \tau)=\left[\Xi^{A}(\tau, t)\right]^{*}$.
The expressions of the $\Omega$-like self-energies appearing in the differential equations of the $F$-Green's functions are given by

$$
\begin{gather*}
\Omega_{0 \sigma}(t, \tau)=i \sum_{\vec{k}}\left[2\left\langle\hat{n}_{\vec{k}, \sigma}\right\rangle-1\right] \xi_{\vec{k}, \sigma}(t, \tau) \\
\Omega_{1 \sigma}(t, \tau)=i \sum_{\vec{k}}\left[2\left\langle\hat{n}_{\vec{k}, \sigma}\right\rangle-1\right]\left[\xi_{\vec{k}, \sigma}(t, \tau)+\xi_{\vec{k}, \sigma}^{*}(t, \tau) e^{-i \varepsilon_{A}(t-\tau)}\right] \\
\Omega_{<\sigma}(t, \tau)=i \sum_{\vec{k}}\left[2\left\langle\hat{n}_{\vec{k}, \sigma}\right\rangle-1\right]\left\langle\hat{n}_{\vec{k}, \sigma}\right\rangle\left[\xi_{\vec{k}, \sigma}(t, \tau)\right. \\
\left.+\xi_{\vec{k}, \sigma}^{*}(t, \tau) e^{-i \varepsilon_{A}(t-\tau)}\right] \tag{19}
\end{gather*}
$$

with $\xi_{\vec{k}, \sigma}(t, \tau)=V_{\vec{k}, \sigma}^{*}(t) V_{\vec{k}, \sigma}(\tau) e^{-i \varepsilon_{\vec{k}}(t-\tau)}$.

## 1. Time-dependent Hamiltonian parameters: Dynamical processes

In this case we are mainly interested in calculating the probabilities of the different atomic charge configurations,
$n_{0}(t) \equiv\langle\mid 0\rangle\langle 0 \mid\rangle_{t}$ : probability of having zero electron, $n_{1 \sigma}(t)$ $\equiv\langle\mid \sigma\rangle\langle\sigma\rangle_{t}$ : probability of having one electron with spin projection $\sigma$, and $n_{2}(t) \equiv\langle\mid \uparrow, \downarrow\rangle\langle\uparrow, \downarrow \mid\rangle_{t}$ : probability of having two electrons.

These charge state probabilities are obtained from their time derivatives given by the following expressions:

$$
\frac{d n_{1 \sigma}}{d t}=2 \operatorname{Im} \sum_{\vec{k}}\left[V_{\vec{k}, \sigma}^{*}\langle\mid \sigma\rangle\left\langle 0 \mid \hat{c}_{\vec{k}, \sigma}\right\rangle_{t}-(-1)^{\left.p_{\bar{\sigma}} V_{\vec{k}, \bar{\sigma}}^{*}|\uparrow, \downarrow\rangle\langle\sigma| \hat{c}_{\vec{k}, \bar{\sigma}} \bar{\nabla}_{t}\right], \text {, }, \text {. }}\right.
$$

$$
\begin{equation*}
\left.\frac{d n_{2}}{d t}=2 \operatorname{Im} \sum_{\vec{k}}\left[V_{\vec{k}, \uparrow}^{*} \uparrow|\uparrow, \downarrow\rangle\left\langle 0, \downarrow \mid \hat{c}_{\vec{k}, \uparrow}\right\rangle_{t}-V_{\vec{k}, \downarrow}^{*}\langle\mid \uparrow, \downarrow\rangle\left\langle\uparrow, 0 \mid \hat{c}_{\vec{k},}\right\rangle\right\rangle\right] \tag{20}
\end{equation*}
$$

Hence we need to calculate the correlation functions, $\langle\mid \sigma\rangle\left\langle 0 \mid \hat{c}_{\vec{k}, \sigma}\right\rangle_{t}$ and $\langle\mid \uparrow, \downarrow\rangle\left\langle\sigma \mid \hat{c}_{\vec{k}, \bar{\sigma}}\right\rangle_{t}$. They are obtained from these $F$-Green's functions at equal time values,

$$
\begin{gather*}
F_{\sigma}\left(\hat{c}_{\vec{k}, \sigma}\right)=i\left\langle\left[|\sigma\rangle\left\langle\left. 0\right|_{t^{\prime}} ; \hat{c}_{\vec{k}, \sigma}\left(t^{\prime}\right)\right]\right\rangle=2 i\langle\mid \sigma\rangle\left\langle 0 \mid \hat{c}_{\vec{k}, \sigma}\right\rangle_{t^{\prime}},\right. \\
F_{\uparrow \downarrow}^{\sigma}\left(\hat{c}_{\vec{k}, \bar{\sigma}}\right)=i\left\langle\left[|\uparrow, \downarrow\rangle\left\langle\left.\sigma\right|_{t^{\prime}}, \hat{c}_{\vec{k}, \bar{\sigma}}\left(t^{\prime}\right)\right]\right\rangle=2 i\langle\mid \uparrow, \downarrow\rangle\left\langle\sigma \mid \hat{c}_{\vec{k}, \bar{\sigma}}\right\rangle_{t^{\prime}} .\right. \tag{21}
\end{gather*}
$$

In particular, by integrating the equations of motion for $F_{\sigma}\left(\hat{c}_{\vec{k}, \sigma}\right)$ and $F_{\uparrow \downarrow}^{\sigma}\left(\hat{c}_{\vec{k}, \bar{\sigma}}\right)$ yields

$$
\begin{align*}
F_{\sigma}\left(\hat{c}_{\vec{k}, \sigma}\right)= & -i \int_{t_{0}}^{t^{\prime}} d \tau V_{\vec{k}, \sigma}(\tau)\left\{F_{\sigma}+(-1)^{p} F_{\sigma}^{c}-\left[2\left\langle\hat{n}_{\vec{k}, \sigma}\right\rangle-1\right]\right. \\
& \left.\times\left[G_{\sigma}+(-1)^{p} G_{\sigma}^{c}\right]\right\} e^{-i \varepsilon_{k}\left(t^{\prime}-\tau\right)}, \\
F_{\uparrow \downarrow}^{\sigma}\left(\hat{c}_{\vec{k}, \bar{\sigma}}\right)= & -i \int_{t_{0}}^{t^{\prime}} d \tau V_{\vec{k}, \bar{\sigma}}(\tau)\left\{F_{\uparrow \downarrow}^{\sigma c}+(-1)^{p_{\bar{\sigma}}} F_{\uparrow \downarrow}^{\sigma}-\left[2\left\langle\hat{n}_{\vec{k}, \bar{\sigma}}\right\rangle-1\right]\right. \\
& \left.\times\left[G_{\uparrow \downarrow}^{\sigma c}+(-1)^{p_{\bar{\sigma}}} G_{\uparrow \downarrow}^{\sigma}\right]\right\} e^{-i \varepsilon_{k}\left(t^{\prime}-\tau\right)}, \tag{22}
\end{align*}
$$

which require to know for their calculation the Green's functions [Eqs. (6)-(9) and (16)]. Details about the calculation procedure are given in Appendix.

## 2. Time-independent Hamiltonian parameters: Equilibrium processes

In the static case the following expressions are obtained by Fourier transforming Eqs. (12) and (13):

$$
\begin{equation*}
G_{\sigma}(\omega)=\frac{\langle\mid \sigma\rangle\langle\sigma|+|0\rangle\langle 0 \mid\rangle-\sum_{\vec{k}} V_{\vec{k}, \bar{\sigma}}^{*} \frac{\langle\mid \bar{\sigma}\rangle\left\langle 0 \mid \hat{c}_{\vec{k}, \bar{\sigma}}\right\rangle}{\widetilde{\omega}-\varepsilon_{\vec{k}}}-(-1)^{p_{\bar{\sigma}}} \sum_{\vec{k}} V_{\vec{k}, \bar{\sigma}} \frac{\langle\mid \sigma\rangle\left\langle\uparrow, \downarrow \mid \hat{c}_{\vec{k}, \bar{\sigma}}^{\dagger}\right\rangle}{\widetilde{\omega}+\varepsilon_{\vec{k}}-\varepsilon_{A}}}{\widetilde{\omega}-\varepsilon_{I}-\Xi_{0 \sigma}(\omega)-\Xi_{<\bar{\sigma}}(\omega)}+(-1)^{p} \frac{\left[\Xi_{1 \bar{\sigma}}(\omega)-\Xi_{<\bar{\sigma}}(\omega)\right]}{\widetilde{\omega}-\varepsilon_{I}-\Xi_{0 \sigma}(\omega)-\Xi_{<\bar{\sigma}}(\omega)} G_{\sigma}^{c}(\omega), \tag{23}
\end{equation*}
$$

$$
\begin{align*}
& G_{\uparrow \downarrow}^{\sigma}(\omega)= \frac{\langle\mid \uparrow, \downarrow\rangle\langle\uparrow, \downarrow|+|\sigma\rangle\langle\sigma \mid\rangle-\sum_{\vec{k}} V_{\vec{k}, \sigma} \frac{\left\langle\hat{c}_{\vec{k}, \sigma}^{\dagger}\right.}{\widetilde{\omega}}|0\rangle\langle\sigma \mid\rangle}{\widetilde{\omega}+\varepsilon_{\vec{k}}-\varepsilon_{A}}+(-1)^{p_{\sigma}} \sum_{\vec{k}} V_{\vec{k}, \sigma}^{*} \frac{\langle\mid \uparrow, \downarrow\rangle\left\langle\bar{\sigma} \mid \hat{c}_{\vec{k}, \sigma}\right\rangle}{\widetilde{\omega}-\varepsilon_{\vec{k}}} \\
& \widetilde{\omega}+\varepsilon_{I}-\varepsilon_{A}-\Xi_{0 \bar{\sigma}}(\omega)-\left[\Xi_{1 \sigma}(\omega)-\Xi_{<\sigma}(\omega)\right]  \tag{24}\\
&+(-1)^{p_{\sigma} \sigma} \frac{\Xi_{<\sigma}(\omega)}{\widetilde{\omega}+\varepsilon_{I}-\varepsilon_{A}-\Xi_{0 \bar{\sigma}}(\omega)-\left[\Xi_{1 \sigma}(\omega)-\Xi_{<\sigma}(\omega)\right]} G_{\uparrow \downarrow}^{\sigma \tau}(\omega) .
\end{align*}
$$

The crossed-Green's functions $G_{\sigma}^{c}(\omega)$ and $G_{\uparrow \downarrow}^{\sigma c}(\omega)$ obtained from Eqs. (A1) and (A2) are

$$
\begin{align*}
& G_{\sigma}^{c}(\omega)=\frac{-\sum_{\vec{k}} V_{\vec{k}, \bar{\sigma}} \frac{\langle\mid \sigma\rangle\left\langle\uparrow, \downarrow \mid \hat{c}_{\vec{k}, \bar{\sigma}}^{\dagger}\right\rangle}{\widetilde{\omega}+\varepsilon_{\vec{k}}-\varepsilon_{A}}-(-1)^{p_{\bar{\sigma}}} \sum_{\vec{k}} V_{\vec{k}, \bar{\sigma}}^{*} \frac{\langle\mid \bar{\sigma}\rangle\left\langle 0 \mid \hat{c}_{\vec{k}, \bar{\sigma}}\right\rangle}{\widetilde{\omega}-\varepsilon_{\vec{k}}}}{\widetilde{\omega}+\varepsilon_{I}-\varepsilon_{A}-\Xi_{0 \sigma}(\omega)-\left[\Xi_{1 \bar{\sigma}}(\omega)-\Xi_{<\bar{\sigma}}(\omega)\right]}+(-1)^{p_{\bar{\sigma}}} \frac{\Xi_{<\bar{\sigma}}(\omega)}{\widetilde{\omega}+\varepsilon_{I}-\varepsilon_{A}-\Xi_{0 \sigma}(\omega)-\left[\Xi_{1 \bar{\sigma}}(\omega)-\Xi_{<\bar{\sigma}}(\omega)\right]} G_{\sigma}(\omega),  \tag{25}\\
& G_{\uparrow \downarrow}^{\sigma c}(\omega)=\frac{\sum_{\vec{k}} V_{\vec{k}, \sigma}^{*} \frac{\langle\mid \uparrow, \downarrow\rangle\left\langle\bar{\sigma} \mid \hat{c}_{\vec{k}, \sigma}\right\rangle}{\widetilde{\omega}-\varepsilon_{\vec{k}}}+(-1)^{p_{\sigma}} \sum_{\vec{k}} V_{\vec{k}, \sigma} \frac{\langle\mid 0\rangle\langle\sigma| \hat{c}_{\vec{k}, \sigma}^{\hat{\omega}}}{\widetilde{\omega}+\varepsilon_{\vec{k}}-\varepsilon_{A}}}{\widetilde{\omega}-\varepsilon_{I}-\Xi_{0 \bar{\sigma}}(\omega)-\Xi_{<\sigma}(\omega)}+(-1)^{p_{\sigma}} \frac{\left[\Xi_{1 \sigma}(\omega)-\Xi_{<\sigma}(\omega)\right]}{\widetilde{\omega}-\varepsilon_{I}-\Xi_{0 \bar{\sigma}}(\omega)-\Xi_{<\sigma}(\omega)} G_{\uparrow \downarrow}^{\sigma}(\omega) . \tag{26}
\end{align*}
$$

The introduced self-energies are the Fourier transform of Eq. (18), $(\widetilde{\omega}=\omega-i \eta)$,

$$
\begin{gather*}
\Xi_{0 \sigma}(\omega)=\sum_{\vec{k}} \frac{\left|V_{\vec{k}, \sigma}\right|^{2}}{\widetilde{\omega}-\varepsilon_{\vec{k}}}, \\
\Xi_{<\sigma}(\omega)=\sum_{\vec{k}}\left|V_{\vec{k}, \sigma}\right|^{2}\left\langle\hat{n}_{\vec{k}, \sigma}\right\rangle\left[\frac{1}{\widetilde{\omega}-\varepsilon_{\vec{k}}}+\frac{1}{\widetilde{\omega}+\varepsilon_{\vec{k}}-\varepsilon_{A}}\right], \\
\Xi_{1 \sigma}(\omega)=\left.\sum_{\vec{k}}\left|V_{\vec{k}, \sigma}\right|\right|^{2}\left[\frac{1}{\widetilde{\omega}-\varepsilon_{\vec{k}}}+\frac{1}{\widetilde{\omega}+\varepsilon_{\vec{k}}-\varepsilon_{A}}\right] . \tag{27}
\end{gather*}
$$

The correlation functions, $\langle\mid \sigma\rangle\left\langle 0 \mid \hat{c}_{\vec{k}, \sigma}\right\rangle_{t}$ and $\langle\mid \uparrow, \downarrow\rangle\left\langle\sigma \mid \hat{c}_{\vec{k}, \bar{\sigma}}\right\rangle_{t}$, are determined in the case of equilibrium processes by the Green's functions [Eqs. (23)-(26)] accordingly to the expressions

$$
\begin{align*}
\langle\mid \sigma\rangle\left\langle 0 \mid \hat{c}_{\vec{k}, \sigma}\right\rangle= & \frac{\operatorname{Im}}{\pi} \int_{-\infty}^{\infty} d \omega f_{<\sigma}(\omega) \frac{V_{k, \sigma}}{\widetilde{\omega}-\varepsilon_{\vec{k}}}\left[G_{\sigma}(\omega)\right. \\
& \left.+(-1)^{p_{\sigma}} G_{\sigma}^{c}(\omega)\right], \\
\langle\mid \uparrow, \downarrow\rangle\left\langle\sigma \mid \hat{c}_{\vec{k}, \bar{\sigma}}\right\rangle= & \frac{\operatorname{Im}}{\pi} \int_{-\infty}^{\infty} d \omega f_{<\sigma}(\omega) \frac{V_{\vec{k}, \bar{\sigma}}}{\widetilde{\omega}-\varepsilon_{\vec{k}}}\left[G_{\uparrow \downarrow}^{\sigma c}(\omega)\right. \\
& \left.+(-1)^{p_{\bar{\sigma}}} G_{\uparrow \downarrow}^{\sigma}(\omega)\right] . \tag{28}
\end{align*}
$$

The probability of atomic configurations having either one ( $n_{1 \sigma}$ ) or two electrons $n_{2}$ is calculated from the corresponding spectral densities, $\rho_{\sigma}(\omega)=\frac{1}{\pi} \operatorname{Im} G_{\sigma}(\omega)$ and $\rho_{\uparrow \downarrow}^{\sigma}(\omega)$ $=\frac{1}{\pi} \operatorname{Im} G_{\uparrow \downarrow}^{\sigma}(\omega)$, as

$$
\begin{gather*}
n_{1 \sigma}=\langle\mid \sigma\rangle\langle\sigma \mid\rangle=\int_{-\infty}^{\infty} d \omega f_{<}(\omega) \rho_{\sigma}(\omega), \\
n_{2}=\langle\mid \uparrow \downarrow\rangle\langle\uparrow \downarrow \mid\rangle=\int_{-\infty}^{\infty} d \omega f_{<}(\omega) \rho_{\uparrow \downarrow}^{\sigma}(\omega), \tag{29}
\end{gather*}
$$

being also valid the following normalization properties:

$$
\begin{gather*}
\rightarrow \int_{-\infty}^{\infty} d \omega \rho_{\sigma}(\omega)=\langle\mid \sigma\rangle\langle\sigma \mid\rangle+\langle\mid 0\rangle\langle 0 \mid\rangle, \\
\rightarrow \int_{-\infty}^{\infty} d \omega \rho_{\uparrow \downarrow}^{\sigma}(\omega)=\langle\mid \uparrow \downarrow\rangle\langle\uparrow \downarrow \mid\rangle+\langle\mid \sigma\rangle\langle\sigma \mid\rangle . \tag{30}
\end{gather*}
$$

## B. Electron Green's functions

By introducing the identity $\hat{c}_{a, \sigma}=|0\rangle\langle\sigma|+(-1)^{p_{\sigma}}|\bar{\sigma}\rangle\langle\uparrow, \downarrow|$ in the electron Green's function $G_{a \sigma}\left(t, t^{\prime}\right)=i \Theta\left(t^{\prime}\right.$ $-t)\left\langle\left\{\hat{c}_{a, \sigma}^{\dagger}\left(t^{\prime}\right), \hat{c}_{a, \sigma}(t)\right\}\right\rangle$ we obtained the following expression: ${ }^{39}$

$$
\begin{equation*}
G_{a \sigma}(\omega)=G_{\sigma}(\omega)+(-1)^{p_{\sigma}} G_{\sigma}^{c}(\omega)+(-1)^{p_{\sigma}} G_{\uparrow \downarrow}^{\bar{\sigma} c}(\omega)+G_{\uparrow \downarrow}^{\bar{\sigma}}(\omega) . \tag{31}
\end{equation*}
$$

Then, introducing in Eq. (31) Eqs. (23)-(26) leads to the final expression

$$
\begin{align*}
G_{a \sigma}(\omega)= & \frac{1-\left\langle\hat{n}_{a, \bar{\sigma}}\right\rangle}{\widetilde{\omega}-\varepsilon_{I}-\Xi_{0 \sigma}(\omega)+\frac{U \Xi_{<\bar{\sigma}}(\omega)}{\widetilde{\omega}-\varepsilon_{I}-U-\Xi_{0 \sigma}(\omega)-\Xi_{1 \bar{\sigma}}(\omega)}}+\frac{\left\langle\hat{n}_{a, \bar{\sigma}}\right\rangle}{\widetilde{\omega}-\varepsilon_{I}-U-\Xi_{0 \sigma}(\omega)+\frac{U\left[\Xi_{<\bar{\sigma}}(\omega)-\Xi_{1 \bar{\sigma}}(\omega)\right]}{\widetilde{\omega}-\varepsilon_{I}-\Xi_{0 \sigma}(\omega)-\Xi_{1 \bar{\sigma}}(\omega)}} \\
& +\frac{U I_{\bar{\sigma}}(\omega)}{\left[\widetilde{\omega}-\varepsilon_{I}-\Xi_{0 \sigma}(\omega)\right]\left[\widetilde{\omega}-\varepsilon_{I}-U-\Xi_{0 \sigma}(\omega)-\Xi_{1 \bar{\sigma}}(\omega)\right]+U \Xi_{<\bar{\sigma}}(\omega)}, \tag{32}
\end{align*}
$$

where $\left\langle\hat{n}_{a, \sigma}\right\rangle=n_{1 \sigma}+n_{2}$ is the occupation per spin and the quantity $I_{\sigma}(\omega)$ has been defined as

$$
\begin{equation*}
I_{\sigma}(\omega)=\sum_{\vec{k}} V_{\vec{k}, \sigma}^{*} \frac{\left\langle\hat{c}_{a, \sigma}^{\dagger} \hat{c}_{\vec{k}, \sigma}\right\rangle}{\widetilde{\omega}-\varepsilon_{\vec{k}}}-\sum_{\vec{k}} V_{\vec{k}, \sigma} \frac{\left\langle\hat{c}_{\vec{k}, \sigma}^{\dagger} \hat{c}_{a, \sigma}\right\rangle}{\widetilde{\omega}+\varepsilon_{\vec{k}}-\varepsilon_{A}} \tag{33}
\end{equation*}
$$

The EOM result [Eq. (32)] leads to a temperature independent Green's function at the particle-hole symmetric point $\left(\varepsilon_{I}=-U / 2\right)$ of the Anderson model. ${ }^{41-44}$ This means that the EOM technique cannot produce the Kondo singularity in the case of the particle-hole symmetric point. It can be shown that the failure of the EOM technique is confined to the imaginary part of the interacting self-energy and to the symmetric point alone. ${ }^{25}$ The correct limit behaviors for $V \rightarrow 0$ and $U \rightarrow 0$ are verified by Eq. (26), and for $U \rightarrow \infty$ we found the same expression as in Ref. 24,

$$
\begin{equation*}
G_{a \sigma}(\omega)=\frac{1-\left\langle\hat{n}_{a, \bar{\sigma}}\right\rangle-I_{\bar{\sigma}}^{U \rightarrow \infty}(\omega)}{\widetilde{\omega}-\varepsilon_{I}-\Xi_{0 \sigma}(\omega)-\Xi_{<\bar{\sigma}}^{U \rightarrow \infty}(\omega)}, \tag{34}
\end{equation*}
$$

where now the quantities $I_{\bar{\sigma}}^{U \rightarrow \infty}(\omega)$ and $\Sigma_{<\bar{\sigma}}^{U \rightarrow \infty}(\omega)$ correspond to the expressions

$$
\begin{gathered}
\exists_{<\sigma}^{U \rightarrow \infty}(\omega)=\sum_{\vec{k}}\left|V_{\vec{k}, \sigma}\right|^{2}\left\langle\hat{n}_{\vec{k}, \sigma}\right\rangle \frac{1}{\widetilde{\omega}-\varepsilon_{\vec{k}}}, \\
I_{\sigma}^{U \rightarrow \infty}(\omega)=\sum_{\vec{k}} V_{\vec{k}, \sigma}^{*} \frac{\left\langle\hat{c}_{a, \sigma}^{\dagger} \hat{c}_{\vec{k}, \sigma}\right\rangle}{\widetilde{\omega}-\varepsilon_{\vec{k}}}
\end{gathered}
$$

By considering $I_{\sigma}(\omega)=0$ in Eq. (32) we recovered the $G_{a \sigma}(\omega)$ calculated by Meir et al. within the EOM technique. ${ }^{10,11}$ On the other hand, in the pioneer works of Lacroix ${ }^{12,13}$ the EOM is truncated accordingly to a scheme in which all the correlation functions originated by a mean-field-like approximation are self-consistently determined. This means in the following case,

$$
\begin{align*}
& i \theta\left(t^{\prime}-t\right)\left\langle\left\{|\sigma\rangle\left\langle\left. 0\right|_{t^{\prime}} ; \mid 0\right\rangle\langle\sigma| \hat{c}_{\vec{k}^{\prime}, \sigma}^{\dagger} \hat{c}_{k, \sigma^{\prime}}(t)\right\}\right\rangle \\
& \quad=G_{a \sigma}\left(t, t^{\prime}\right)\left\langle\hat{c}_{\vec{k}^{\prime}, \sigma^{\prime}}^{\dagger} \hat{c}_{\vec{k}, \sigma^{\prime}}\right\rangle \delta_{\sigma, \sigma^{\prime}}+\langle\mid 0\rangle\left\langle\sigma \mid \hat{c}_{\vec{k}^{\prime}, \sigma}^{\dagger}\right\rangle G_{a \sigma}\left[\hat{c}_{\vec{k}, \sigma^{\prime}}(t)\right], \tag{35}
\end{align*}
$$

that the two correlation functions $\left\langle\hat{c}_{\vec{k}^{\prime}, \sigma}^{\dagger} \hat{c}_{\vec{k}, \sigma}\right\rangle$ and $\langle\mid 0\rangle\left\langle\sigma \mid \hat{c}_{\vec{k}^{\prime}, \sigma}^{\dagger}\right\rangle$ are calculated in a self-consistent way with the Green's functions. The difference with respect to our procedure is that we are using the criterion of closing the EOM by ensuring a strict second-order calculation in the hopping parameter $V_{\vec{k}}$.

Hence the correlation functions appearing in Eq. (35) have been calculated up to zero order in $V_{\vec{k}},\left\langle\hat{c}_{\vec{k}^{\prime}, \sigma}^{\dagger} \hat{c}_{\vec{k} \sigma}\right\rangle^{0}$ $=\left\langle\hat{n}_{\vec{k}, \sigma}\right\rangle \delta_{\vec{k}, \vec{k}^{\prime}} ;\langle\mid 0\rangle\left\langle\sigma \mid \hat{c}_{\vec{k}^{\prime}, \sigma}^{\dagger}\right\rangle^{0}=0$.

It was found, in the case of an infinite value of $U$, that the occupation $\left\langle\hat{n}_{a, \sigma}\right\rangle$ calculated by using this second order in $V_{\vec{k}}$ criterion was in very good agreement with the exact calculation. It was also found that it is necessary to be consistent with the order in $V_{\vec{k}}$ used to close the equations of motion in order to ensure the total electron number conservation. ${ }^{24}$

## III. RESULTS AND DISCUSSION

## A. Time-dependent processes

The four-atom system where the exact solution is possible provides a good test of the proposed approximations. In this small system, with four electrons, the linear solid is composed of three atoms and the fourth one is the projectile atom which moves with velocity $v$. The tight-binding parameters defining the band states of the three-atom linear chain are the site energy $\varepsilon_{0}=0 \mathrm{eV}$ and the hopping between nearest neighbors $\beta=2 \mathrm{eV}$ (see the inset of Fig. 1). The timedependent coupling between the projectile and the "surface" atom is given by $V=V_{0} \exp (-2|t|)$. This very discrete level system with only three band states represents the less favorable scenario for the nonperturbed $\left\langle\hat{n}_{\vec{k}, \sigma}\right\rangle$ assumed in the Green's function calculation [Eq. (10)]. Therefore, if the approximated calculation is able to reproduce satisfactorily the exact results in this case, we would expect a much better agreement with the exact results in the case of a realistic metal surface with a continuum of band states and an electron reservoir behavior.

In Fig. 1(a) it is shown the single per $\operatorname{spin} n_{1 \sigma}(t)$ and double $n_{2}(t)$ occupation probabilities of the projectile atom state at the end of the outgoing trajectory for an incoming initial condition $n_{2}\left(t_{0}\right)=1$. The same is shown in Fig. 1(b) for the case of an incoming positive ion $\left[n_{1 \sigma}\left(t_{0}\right)=n_{2}\left(t_{0}\right)=0\right]$.

A very good description of the charge state probabilities is provided by the approximated calculation based on the second order in $V_{\vec{k}}$ criterion to close the equations of motion of the Green's functions [Eqs. (6)-(9)]. The nonperturbed band state occupation $\left\langle\hat{n}_{\vec{k}, \sigma}\right\rangle^{0}$ assumed in this approximation is expected to be worst at low velocity values in which the projectile has enough time to "see" the variations. From the comparison shown in Fig. 2, we can conclude that the second order in $V_{\vec{k}}$ approximation practically reproduces the exact results for $V \leq U$.


FIG. 1. The probability of single per spin $n_{1 \sigma}(\infty)$ (down, left and right triangles) and double $n_{2}(\infty)$ (up triangles, squares and circles) occupations as a function of the projectile atom velocity. The full symbols correspond to the present work approximation and the empty ones to the exact calculation. (a) For an incoming negative ion $\left[n_{2}\left(t_{0}\right)=1\right], V_{0}=0.4 \mathrm{eV}, \varepsilon_{I}=-1 \mathrm{eV}$, and $U=0.2,0.5$, and 1 eV . (b) For an incoming positive ion $\left[n_{2}\left(t_{0}\right)=0, n_{1 \sigma}\left(t_{0}\right)=0\right]$, $V_{0}$ $=0.2 \mathrm{eV}, U=0.2 \mathrm{eV}$, and $\varepsilon_{I}=0.4,0.2$, and 0 eV .

In some way the same is observed in Fig. 3 where the case of $V_{0}>U$ is shown. For large velocities the projectile tends to exit without changing the incoming state of charge and for low velocities the charge state is defined far from the surface along the outgoing trajectory. In both cases the effective coupling term involved is small leading to little variations of the atomic and band state occupations. The second order in $V_{\vec{k}}$ criterion reproduces the exact results in these ranges of velocity values. For intermediate velocities the region closer to the surface is determining the charge states, and in this case the effective coupling term is more significant. It is in this range of velocities where our results differ more appreciably with the exact ones.

This analysis allows us to conclude that the Green's functions [Eqs. (6)-(9)] determined by the EOM method using the second order in $V_{\vec{k}}$ criterion are very appropriate to treat correlated atom states in dynamical processes for values of


FIG. 2. The probability of single per spin (squares) and double (circles) occupations as a function of the coupling strength $V_{0}$. The full symbols correspond to the present work approximation and the empty ones to the exact calculation. For a negative incoming ion with velocity $v=0.05$ u.a., $\varepsilon_{I}=-1 \mathrm{eV}, U=1 \mathrm{eV}$.
the electronic repulsion $U$ going from 0 to $\infty$ and for couplings with the band states $V_{\vec{k}} \leq U$.

In this very discrete four level system, the assumption of nonperturbed average band state occupation numbers $\left\langle\hat{n}_{\vec{k}, \sigma}\right\rangle^{0}$ may not work very well for small atom velocities. This is not the case of a real solid with a continuum of band states where the mean-field approximation $\left\langle\hat{n}_{\vec{k}, \sigma}\right\rangle^{0}$ is completely plausible. At large enough atom velocities this assumption is more valid in any case, and the second order in $V_{\mathrm{k}}$ becomes a better approximation to the exact calculation since the fine details of the electronic structure of the interacting system are smeared out by the dynamical process associated with the interaction time value involved.


FIG. 3. The single per spin (circles) and double (squares) occupation probabilities as a function of the projectile atom velocity. The full symbols correspond to the present work approximation and the empty ones to the exact calculation. For an incoming positive ion, $n_{2}\left(t_{0}\right)=0, n_{1 \sigma}\left(t_{0}\right)=0, V_{0}=1 \mathrm{eV}, U=0.2 \mathrm{eV}$, and $\varepsilon_{I}=-1 \mathrm{eV}$.


FIG. 4. The occupation $\left\langle\hat{n}_{a}\right\rangle$ in the infinite $U$ limit as a function of $\varepsilon_{I} / \Gamma$. The full circles are the present calculation [Eq. (34)] and the empty square symbols correspond to the calculation in Refs. 12 and 25. The solid line is the exact calculation from Ref. 16.

## B. Equilibrium processes

In the following a flat-band of half-width $D$ is assumed for the surface, and the constant level width $\Gamma$ $=\pi \Sigma_{\vec{k}}\left|V_{\vec{k}}\right|^{2} \delta\left(\varepsilon-\varepsilon_{\vec{k}}\right)=\pi \rho_{0} V^{2}$ is introduced.

The excellent agreement of the second order in $V_{\vec{k}}$ calculation of the occupation $\left\langle\hat{n}_{a}\right\rangle=\sum_{\sigma}\left\langle\hat{n}_{a, \sigma}\right\rangle$ with the exact results in the case of an infinite value of $U$ has been discussed in a previous work. ${ }^{24}$ In Fig. 4 we show our results for the occupation as a function of $\varepsilon_{I} / \Gamma$ in the limit $U \rightarrow \infty$ compared with the exact ones and those obtained within the approximation of Lacroix. ${ }^{12,25}$

For finite values of $U(U / \pi \Gamma=4)$, our calculation of the dependence of the total occupation, $\left\langle n_{a}\right\rangle=2 n_{2}+n_{1 \uparrow}+n_{1 \downarrow}$, with the temperature leads to a qualitatively correct behavior, as it is observed in Fig. 5 from the comparison with the RGT


FIG. 5. The total occupation $2\left(n_{1 \sigma}+n_{2}\right)$ as a function of the temperature for $\Gamma=0.01 D, U / \pi \Gamma=4$, and different values of $\varepsilon_{I} / \Gamma$. The full symbols correspond to the present work calculation and the empty ones to the exact results from Ref. 16.


FIG. 6. The probabilities of charge configurations with one electron (empty symbols) and two electrons (full symbols) as a function of the temperature for $\Gamma=0.01 D, U / \pi \Gamma=4$. Two values of $\varepsilon_{I} / \Gamma:-4$ (circles) and 0 (triangles) are shown.
exact results ${ }^{16}$ for different values of the energy level $\left(\varepsilon_{I} / \Gamma\right)$ position. Our approximation at low temperatures is better in the Kondo-like regime, $\varepsilon_{I} / \Gamma<-1$, and it shows a little more pronounced variation with the temperature than the exact calculation in the case of a mixed valence regime $\left(\varepsilon_{I} / \Gamma\right.$ $\approx 0$ ).

In Fig. 6 it is discriminated the contributions to the total occupation coming from the single charged ( $n_{1 \sigma}$ ) and double charged $\left(n_{2}\right)$ configurations. The single charged configurations are the most probable for this $U / \Gamma$ relation and within a realistic range of temperature values $\left(k_{B} T / D \leq 0.01\right)$. The double occupation becomes more important as lower $\varepsilon_{I} / \Gamma$ is; this is in the Kondo regime. The correct infinite temperature limit is well reproduced by our calculation; all the charge state configurations have the same probability in this limit (0.25).

In Fig. 7 we compare the total occupation calculated by using the second order in $V_{\vec{k}}$ approximation with the corresponding results obtained by neglecting in Eq. (32) the term $I_{\sigma}(\omega)$ given by Eq. (33). It is also shown in this figure the comparison with exact results obtained from the RGT calculation. To neglect the crossed terms such as $\left\langle\hat{c}_{a, \sigma}^{\dagger} \hat{c}_{\vec{k}, \sigma}\right\rangle$ is an approximation widely used in previous works. ${ }^{10,11,23,26} \mathrm{We}$ can observe from Fig. 7 that it is only a good approximation for very large temperatures. To conserve the crossed terms within a strict second order in $V$ calculation provides clearly a better approximation, being the difference with respect to neglect the crossed terms more pronounced in the mixed valence regime.

In Figs. 8(a)-8(c) the corresponding density of states calculated in the cases $\varepsilon_{I} / \Gamma=-3 ;-1 ; 1$ is compared with the exact results for several temperature values. Our calculation based on a weak coupling criterion leads to energy positions of the two resonances nearer to the isolated atom values ( $\varepsilon_{I}$ and $\varepsilon_{I}+U$ ) and also to smaller widths compared with the RGT calculation. ${ }^{16}$ As it is observed from the insets of Fig. 8, the density of states at the Fermi level $\rho(0, T)$ follows the


FIG. 7. The total occupation as a function of the temperature for $\Gamma=0.01 D, U / \pi \Gamma=4$. Two values of $\varepsilon_{I} / \Gamma:-4$ and 0 are shown. Full black symbols correspond to the present work calculation; the full gray symbols were obtained by considering $I_{\sigma}(\omega)=0$ in Eq. (32). The exact results are also included (empty symbols).
same behavior with temperature as the exact results in the case of Kondo and valence mixed regimes, while it shows practically an opposite dependence in the case of an empty orbital regime.

The change of behavior from a weak coupling strength to a strong one can be seen in Fig. 9(a) where the total occupation $\left(2 n_{2}+n_{1 \uparrow}+n_{1 \downarrow}\right)$ is shown as a function of $\left(\varepsilon_{I} / U+1 / 2\right)$ for different values of $\Gamma / U$. For $\Gamma / U \geq 0.3$ the total occupation behaves almost linearly with $\left(\varepsilon_{I} / U+1 / 2\right)$, whereas for weak coupling strengths $(\Gamma / U<0.3)$ the energy dependence develops a plateau around the symmetric point $\varepsilon_{I}=-U / 2$. This change of behavior is due to the fact that the extent of the local moment regime centered on $\varepsilon_{I} / U+1 / 2=0$ increases when $\Gamma / U$ decreases. A "staircase" variation of the total occupation with the energy level is finally obtained in the localized regime $\Gamma / U \rightarrow 0$. The presented results are qualitatively very similar to those obtained by a numerical solution of the Bethe ansatz equations ${ }^{32}$ in the same range of parameter values.

In Fig. 9(b) we can observe that the probabilities of single occupation per spin $\left(n_{1 \sigma}\right)$ and of double occupation $\left(n_{2}\right)$ change abruptly as a function of $\varepsilon_{I} / U+1 / 2$ for small values of $\Gamma / U$. In this case the variation of the number of electrons in the atom state occurs practically in integer quantities (from two to one and from one to zero electrons). In the case of strong coupling strengths, the probabilities present a continuous variation with $\varepsilon_{I} / U+1 / 2$, and the total occupation acquires in this form fractional values.

A key ingredient of the Kondo effect is the phase shift given by $\delta=\pi n_{a}$ at $T=0 \mathrm{~K}$ that an electron undergoes when it crosses the dot (where $n_{a}$ is the total occupation in the dot or atom). Its direct measurement became feasible recently in quantum dots via Aharonov-Bohm interferometery. ${ }^{33-35}$ In Fig. 10 we show experimental results corresponding to two cases, the unitary limit where the phase shift climbs almost linearly with the gate potential $V_{G}$ and the usually called Kondo regime, at a smaller value of the coupling strength,




FIG. 8. The density of states projected on the atom as a function of $\omega / \Gamma$ for $\Gamma=0.01 D U / \pi \Gamma=4$ and for different temperature values. (a) $\varepsilon_{I} / \Gamma=-3$; (b) $\varepsilon_{I} / \Gamma=-1$; and (c) $\varepsilon_{I} / \Gamma=1$. The solid curves are our results and the dashed curves are exact results from Ref. 16. In the inset it is compared the temperature dependence of the density of states at the Fermi level; the squares are our results and the circles are the exact ones.
where the phase shift develops a wide plateau at almost $\pi .{ }^{32,33}$ The experimental data can be fitted with two parameters, $\Gamma / U$ and $\varepsilon_{I}$, being the value of $\varepsilon_{I}$ governed by the


FIG. 9. (Color online) (a) Total occupation as a function of $\varepsilon_{I} / U+1 / 2$ for different values of $\Gamma / U$. (b) The same for single (solid lines) and double (dashed lines) occupation probabilities.
strength of the gate voltage. By fitting the experimental data from our results presented in Fig. 9(a) we found the best fitting value of $\Gamma / U$ in the different regimes [a linear correspondence between $V_{G}$ and $\varepsilon_{I} / U+1 / 2$ is assumed with $\left.\Delta V_{G} / \Delta\left(\varepsilon_{I} / U+1 / 2\right) \approx 35 \mathrm{mV}\right]$.

The best fit is obtained for $\Gamma / U=1$ in the unitary limit both below and above the symmetric limit and in the Kondo regime for $\Gamma / U=0.04$ and 0.1 (below and above the symmetric limit, respectively). These values are in very good qualitative agreement with those obtained by using the Bethe ansatz equations in the case of the Kondo regime, $\Gamma / U=0.04$ and $0.07 .{ }^{32}$ But in the case of the unitary limit where a stronger coupling is involved, our calculation requires a $\Gamma / U$ twice the one used in Ref. 32.

In the case of larger temperature values, $T \geq \Gamma$, the phase shift that determines the oscillations of the conductance is calculated as $\delta=\arg \left(t_{a \sigma}\right)$, where $t_{a \sigma}$ is the thermally averaged transmission amplitude given by $t_{a \sigma}$ $=\Gamma \int d \varepsilon(\partial f</ \partial \varepsilon) G_{a \sigma}(\varepsilon) .{ }^{34}$ In Fig. 11 we show the phase shift in this form calculated by using expression (32) for the Green's function $G_{a \sigma}(\varepsilon)$ as a function of $\left(\varepsilon_{I} / U+1 / 2\right)$ for three values of $\Gamma / U$.



FIG. 10. (Color online) The calculated total occupation and the measured phase shift $\delta$ as a function of the gate voltage $V_{G}$. (a) Unitary limit. Our theoretical results at $\Gamma / U=1$ (full symbols) compared to the experimental data from Ref. 33 (empty symbols). (b) Kondo regime. The same is shown with $\Gamma / U=0.04$ (below) and 0.1 (above). The same shifts in Ref. 32 are considered in the $\delta$ scale.

For small values of $\Gamma / U$ we observe the pronounced rises of $\delta$ by almost $\pi$ with a pronounced phase lapse in the valley in between. This behavior is consistent with the well defined Coulomb-blockade peaks experimentally observed in the gate potential dependence of $\left|t_{a \sigma}\right|{ }^{45}$ The larger the $\Gamma / U$, the less sharp these feature since the peaks increasingly overlap.

We can observe from Fig. 11 that for $T=\Gamma$ the neglect of the crossed term $\left\langle\hat{c}_{a, \bar{\sigma}}^{\dagger} \hat{c}_{\vec{k}, \bar{\sigma}}\right\rangle$ in the $G_{a \sigma}(\varepsilon)$ calculation [Eq. (32)] leads to practically the same results of the complete calculation.

## IV. CONCLUSIONS

We presented a theoretical proposal for treating localized and strong interacting electrons in atoms which are either static or moving near to a surface. The most probable charge state configurations in each case are introduced and manipulated by an adequate projection technique and their probabilities of occurrence calculated by using the Keldysh-


FIG. 11. Phase of $t_{a \sigma}$ (see text) as a function of $\left(\varepsilon_{I} / U+1 / 2\right)$ for three values of $\Gamma / U$ and $T=\Gamma$. Full symbols correspond to the calculation by using Eq. (32). Empty symbols are calculated by considering $I_{\sigma}(\omega)=0$ in Eq. (32).

Green functions. The equations of motion of these Green's functions are solved within a second order in the hopping with the band states. In this way the knowledge of both the time-dependent and the energy-dependent Green's functions allows us to solve a great variety of processes such as chemisorption, electronic transport through nanodevices (atoms, molecules, and quantum dots), and atom-surface collision. Nevertheless this is an approximated calculation; its potentiality resides in the applicability to interacting systems which incorporate very important ingredients such as the proper electronic structure of atoms and surfaces. The results presented in this work show that our proposal provides a qualitatively correct description of charge exchange processes in the stationary case, while in the case of dynamical situations the agreement with exact results is amazing, taking into account the not very appropriate discrete nature of the four level system used to test the proposed approximation. In any case the second-order approximation can reach the exact results within a dynamical process due to the large number of electronic configurations involved in the time evolution.
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## APPENDIX

Let us see the details of the EOM applied to the calculation of the Green's function [Eq. (6)]. The equations of motion of the higher-order Green's functions that appear in Eq. (10) are closed by employing the mean-field approximations
given by Eq. (11). In this way the following equations of motion are obtained for these higher-order Green's functions:

$$
\begin{aligned}
& i \frac{d G_{\sigma}\left(|0\rangle\langle 0| \hat{c}_{\vec{k}, \sigma}\right)}{d t}=\delta\left(t^{\prime}-t\right)\langle\mid \sigma\rangle\left\langle 0 \mid \hat{c}_{\vec{k}, \sigma}\right\rangle_{t^{\prime}}+\varepsilon_{\vec{k}} G_{\sigma}\left(|0\rangle\langle 0| \hat{c}_{\vec{k}, \sigma}\right) \\
& \left.+V_{\vec{k}, \sigma} \alpha 1-\hat{n}_{\vec{k}, \sigma}\right\rangle G_{\sigma}\left(t, t^{\prime}\right), \\
& i \frac{d G_{\sigma}\left(\left|\sigma^{\prime}\right\rangle\langle\sigma| \hat{c}_{\vec{k}, \sigma^{\prime}}\right)}{d t} \\
& \left.=-\delta\left(t^{\prime}-t\right)\left\langle\mid \sigma^{\prime}\right\rangle\left\langle 0 \mid \hat{c}_{\vec{k}, \sigma^{\prime}}\right\rangle\right\rangle_{t^{\prime}}+\varepsilon_{\vec{k}} G_{\sigma}\left(\left|\sigma^{\prime}\right\rangle\langle\sigma| \hat{c}_{\vec{k}, \sigma^{\prime}}\right) \\
& +V_{\vec{k}, \sigma^{\prime}}\left\langle\hat{n}_{\vec{k}, \sigma^{\prime}}\right\rangle G_{\sigma}\left(t, t^{\prime}\right) \\
& +(-1)^{p} \bar{\sigma}_{\sigma^{\prime}, \bar{\sigma}} V_{\bar{k}, \bar{\sigma}}\left\langle 1-\hat{n}_{\vec{k}, \bar{\sigma}}\right) G_{\sigma}\left(\left|\sigma^{\prime}\right\rangle\langle\uparrow, \downarrow|\right), \\
& i \frac{d G_{\sigma}\left(|0\rangle\langle\uparrow, \downarrow| \hat{c}_{\hat{k}, \bar{\sigma}}^{\dagger}\right)}{d t} \\
& =\delta\left(t^{\prime}-t\right)\langle\mid \sigma\rangle\left\langle\uparrow, \downarrow \mid \hat{c}_{\vec{k}, \bar{\sigma}}^{\dagger}\right\rangle_{t^{\prime}}-\left(\varepsilon_{\vec{k}}-\varepsilon_{A}\right) G_{\sigma}\left(|0\rangle\langle\uparrow, \downarrow| \hat{c}_{\vec{k}, \overline{\vec{\sigma}}}^{\dagger}\right) \\
& -V_{\vec{k}, \bar{\sigma}}^{*}\left\langle 1-\hat{n}_{\vec{k}, \bar{\sigma}}\right\rangle G_{\sigma}(|\bar{\sigma}\rangle\langle\uparrow, \downarrow|) \\
& -(-1)^{p} V_{\vec{k}, \bar{\sigma}}^{*}\left\langle\hat{n}_{\vec{k}, \bar{\sigma}}\right) G_{\sigma}\left(t, t^{\prime}\right) \text {. }
\end{aligned}
$$

By integrating these ones and then replacing the result in Eq. (10) the final expression of the equation of motion for $G_{\sigma}\left(t, t^{\prime}\right)$ given by Eq. (12) is obtained. In the same way we arrived to the equation of motion for $G_{\uparrow \downarrow}^{\sigma}\left(t, t^{\prime}\right)$ given by Eq. (13).

The equations of motion for the crossed Green's functions [Eq. (16)] are calculated by following an analogous procedure:

$$
\begin{align*}
i \frac{d G_{\sigma}^{c}\left(t, t^{\prime}\right)}{d t}= & \left(\varepsilon_{A}-\varepsilon_{I}\right) G_{\sigma}^{c}\left(t, t^{\prime}\right)-i \theta\left(t^{\prime}-t\right)(-1)^{p_{\bar{\sigma}}} \sum_{\vec{k}} D_{1 \vec{k}}^{\bar{\sigma}}\left(t, t^{\prime}\right) \\
& +\int_{-\infty}^{\infty} d \tau\left[\Xi_{0 \sigma}^{A}+\Xi_{1 \bar{\sigma}}^{A}-\Xi_{<\bar{\sigma}}^{A}\right] G_{\sigma}^{c} \\
& +(-1)^{p_{\bar{\sigma}}} \int_{-\infty}^{\infty} d \tau \Xi_{<\bar{\sigma}}^{A} G_{\sigma}, \\
i \frac{d G_{\uparrow \downarrow}^{\sigma c}\left(t, t^{\prime}\right)}{d t}= & \varepsilon_{I} G_{\uparrow \downarrow}^{\sigma c}\left(t, t^{\prime}\right)+i \theta\left(t^{\prime}-t\right)(-1)^{p_{\sigma}} \sum_{\vec{k}} D_{2 \vec{k}}^{\sigma}\left(t, t^{\prime}\right) \\
& +\int_{-\infty}^{\infty} d \tau\left[\Xi_{0 \bar{\sigma}}^{A}+\Xi_{<\sigma}^{A}\right] G_{\uparrow \downarrow}^{\sigma c} \\
& +(-1)^{p_{\sigma}} \int_{-\infty}^{\infty} d \tau\left[\Xi_{1 \sigma}^{A}-\Xi_{<\sigma}^{A}\right] G_{\uparrow \downarrow}^{\sigma} . \tag{A2}
\end{align*}
$$

The expressions of the different quantities $D_{i \vec{k}}^{\sigma}\left(t, t^{\prime}\right)$ and $\Xi_{j}^{A}(t, \tau)$ appearing in Eqs. (A1) and (A2) are those given by Eqs. (17) and (18), respectively.

Now we show the details of the EOM method applied to the calculation of the $F$-like Green's functions. In the case of the Green's function given by Eq. (8) we have

$$
\begin{align*}
i \frac{d F_{\sigma}\left(t, t^{\prime}\right)}{d t}= & \varepsilon_{I} F_{\sigma}\left(t, t^{\prime}\right)+\sum_{\vec{k}} V_{\vec{k}, \sigma}^{*} F_{\sigma}\left(|0\rangle\langle 0| \hat{c}_{\vec{k}, \sigma}\right) \\
& +\sum_{\vec{k}, \sigma^{\prime}} V_{\vec{k}, \sigma^{\prime}}^{*} F_{\sigma}\left(\left|\sigma^{\prime}\right\rangle\langle\sigma| \hat{c}_{\vec{k}, \sigma^{\prime}}\right) \\
& -(-1)^{p_{\bar{\sigma}}} \sum_{\vec{k}} V_{\vec{k}, \bar{\sigma}} F_{\sigma}\left(|0\rangle\langle\uparrow, \downarrow| \hat{c}_{\vec{k}, \bar{\sigma}}^{\dagger}\right) \tag{A3}
\end{align*}
$$

We consider the same mean-field approximations as in the case of the $G$-like functions in order to close the infinite hierarchy equations of motion by using a strict second order in $V_{\vec{k}}$ criterion. In this way we arrived to the final equations of motion for the new $F$ functions of the type $F_{A}\left(|B\rangle\langle C| \hat{c}_{\vec{k}, \sigma}\right)=i\left\langle\left[A\left(t^{\prime}\right),|B\rangle\langle C| \hat{c}_{\vec{k}, \sigma}(t)\right]\right\rangle \quad$ appearing in Eq. (A3),

$$
\begin{aligned}
i \frac{d F_{\sigma}\left(|0\rangle\langle 0| \hat{c}_{\vec{k}, \sigma}\right)}{d t}= & \varepsilon_{\vec{k}} F_{\sigma}\left(|0\rangle\langle 0| \hat{c}_{\vec{k}, \sigma}\right)+V_{\vec{k}, \sigma}\left\langle 1-\hat{n}_{\vec{k}, \sigma}\right\rangle F_{\sigma}\left(t, t^{\prime}\right), \\
i \frac{d F_{\sigma}\left(\left|\sigma^{\prime}\right\rangle\langle\sigma| \hat{c}_{\vec{k}, \sigma^{\prime}}\right)}{d t}= & \varepsilon_{\vec{k}} F_{\sigma}\left(\left|\sigma^{\prime}\right\rangle\langle\sigma| \hat{c}_{\vec{k}, \sigma^{\prime}}\right)+V_{\vec{k}, \sigma^{\prime}}\left\langle\hat{n}_{\vec{k}, \sigma^{\prime}}\right\rangle F_{\sigma}\left(t, t^{\prime}\right) \\
& +(-1)^{p \bar{\sigma}} \delta_{\sigma^{\prime}, \bar{\sigma}} V_{\vec{k}, \bar{\sigma}}\left\langle 1-\hat{n}_{\vec{k}, \bar{\sigma}}\right\rangle F_{\sigma}\left(\left|\sigma^{\prime}\right\rangle\right. \\
& \times\langle\uparrow, \downarrow|), \\
i \frac{d F_{\sigma}\left(|0\rangle\langle\uparrow, \downarrow| \hat{c}_{\vec{k}, \bar{\sigma}}^{\dagger}\right)}{d t}= & -\left(\varepsilon_{\vec{k}}-\varepsilon_{A}\right) F_{\sigma}\left(|0\rangle\langle\uparrow, \downarrow| \hat{c}_{\vec{k}, \bar{\sigma}}^{\dagger}\right) \\
& -V_{\vec{k}, \bar{\sigma}}^{*}\left\langle 1-\hat{n}_{\vec{k}, \bar{\sigma}}\right\rangle F_{\sigma}(|\bar{\sigma}\rangle\langle\uparrow, \downarrow|) \\
& -(-1)^{p} V_{\vec{k}, \bar{\sigma}}^{*}\left\langle\hat{n}_{\vec{k}, \bar{\sigma}}\right\rangle F_{\sigma}\left(t, t^{\prime}\right) .
\end{aligned}
$$

These equations have to be integrated in this case from the time value $t_{0} \rightarrow-\infty$ for which there is no interaction and then replaced in Eq. (A3). By taking into account the following initial conditions ( $t=t_{0}$ ) valid for the $F$-like Green's functions,

$$
F_{A}\left[|B\rangle\langle C| \hat{c}_{\vec{k}, \sigma}\left(t_{0}\right)\right]=\left[2\left\langle\hat{n}_{\vec{k}, \sigma}\right\rangle-1\right] G_{A}\left[|B\rangle\langle C| \hat{c}_{\vec{k}, \sigma}\left(t_{0}\right)\right],
$$

we arrived finally to Eq. (14) and in the same way to Eq. (15) and to the following equations of motion for the crossed $F$-like Green's functions,

$$
\begin{aligned}
i \frac{d F_{\sigma}^{c}\left(t, t^{\prime}\right)}{d t}= & -\left(\varepsilon_{I}-\varepsilon_{A}\right) F_{\sigma}^{c}\left(t, t^{\prime}\right)-i \theta\left(t^{\prime}-t_{0}\right)(-1)^{p_{\bar{\sigma}}} \\
& \times \sum_{\vec{k}}\left[2\left\langle\hat{n}_{\vec{k}, \bar{\sigma}}\right\rangle-1\right] D_{1 \vec{k}}^{\bar{\sigma}}\left(t, t^{\prime}\right) \\
& +\int_{-\infty}^{\infty} d \tau\left[\Xi_{0 \sigma}^{A}+\Xi_{1 \bar{\sigma}}^{A}-\Xi_{<\bar{\sigma}}^{A}\right] F_{\sigma}^{c} \\
& +(-1)^{p_{\bar{\sigma}}} \int_{-\infty}^{\infty} d \tau \Xi_{<\bar{\sigma}}^{R} F_{\sigma}
\end{aligned}
$$

$$
\begin{align*}
& +\int_{-\infty}^{\infty} d \tau\left[\Omega_{0 \sigma}+\Omega_{1 \bar{\sigma}}-\Omega_{<\bar{\sigma}}\right] G_{\sigma}^{c} \\
& +(-1)^{p_{\bar{\sigma}}} \int_{-\infty}^{\infty} d \tau \Omega_{<\bar{\sigma}} G_{\sigma},  \tag{A4}\\
i \frac{d F_{\uparrow \downarrow}^{\sigma c}\left(t, t^{\prime}\right)}{d t}= & \varepsilon_{I} F_{\uparrow \downarrow}^{\sigma c}\left(t, t^{\prime}\right)+i \theta\left(t^{\prime}-t_{0}\right)(-1)^{p_{\sigma}} \sum_{\vec{k}}\left[2\left\langle\hat{n}_{\vec{k}, \sigma}\right\rangle\right. \\
& -1] D_{2 \vec{k}}^{\sigma}\left(t, t^{\prime}\right)+\int_{-\infty}^{\infty} d \tau\left[\Xi_{0 \bar{\sigma}}^{R}+\Xi_{<\sigma}^{R}\right] F_{\uparrow \downarrow}^{\sigma c} \\
& +(-1)^{p_{\sigma}} \int_{-\infty}^{\infty} d \tau\left[\Xi_{1 \sigma}^{R}-\Xi_{<\sigma}^{R}\right] F_{\uparrow \downarrow}^{\sigma} \\
& +\int_{-\infty}^{\infty} d \tau\left[\Omega_{0 \bar{\sigma}}+\Omega_{<\sigma}\right] G_{\uparrow \downarrow}^{\sigma c} \\
& +(-1)^{p_{\sigma}} \int_{-\infty}^{\infty} d \tau\left[\Omega_{1 \sigma}-\Omega_{<\sigma}\right] G_{\uparrow \downarrow}^{\sigma} . \tag{A5}
\end{align*}
$$

In all the cases it is verified $\Xi^{R}(t, \tau)=\left[\Xi^{A}(\tau, t)\right]^{*}$, and the expressions of the $\Omega$-like self-energies appearing in the differential equations of the $F$-Green's functions are given by Eq. (19).

The $G$-like functions are integrated from $t^{\prime}$ to $t \leq t^{\prime}$ and the $F$ functions from $t_{0}$ to $t \geq t_{0}$ by using the following initial conditions:

$$
\begin{gathered}
F_{\sigma}\left(t_{0}, t^{\prime}\right)=\left\{\begin{array}{lc}
+G_{\sigma}\left(t_{0}, t^{\prime}\right) \\
-G_{\sigma}\left(t_{0}, t^{\prime}\right)
\end{array}\right. \\
\text { if }\langle\mid \sigma\rangle\langle\sigma \mid\rangle_{t_{0}}=\left\{\begin{array}{l}
1 / 2 \\
0,
\end{array}\right. \\
F_{\uparrow \downarrow}^{\sigma}\left(t_{0}, t^{\prime}\right)=\left\{\begin{array}{l}
+G_{\uparrow \downarrow}^{\sigma}\left(t_{0}, t^{\prime}\right) \\
-G_{\uparrow \downarrow}^{\sigma}\left(t_{0}, t^{\prime}\right)
\end{array}\right. \\
\text { if }\langle\mid \uparrow \downarrow\rangle\langle\uparrow \downarrow \mid\rangle_{t_{0}}=\left\{\begin{array}{l}
1 \\
0,
\end{array}\right. \\
F_{\uparrow \downarrow}^{\sigma c}\left(t_{0}, t^{\prime}\right)=\left\{\begin{array}{l}
+G_{\uparrow \downarrow}^{\sigma c}\left(t_{0}, t^{\prime}\right) \\
-G_{\uparrow \downarrow}^{\sigma c}\left(t_{0}, t^{\prime}\right)
\end{array}\right. \\
\mathrm{if}\langle\mid \sigma\rangle\langle\sigma \mid\rangle_{t_{0}}=\left\{\begin{array}{l}
1 / 2 \\
0,
\end{array}\right. \\
F_{\sigma}^{c}\left(t_{0}, t^{\prime}\right)=\left\{\begin{array}{l}
+G_{\sigma}^{c}\left(t_{0}, t^{\prime}\right) \\
-G_{\sigma}^{c}\left(t_{0}, t^{\prime}\right)
\end{array}\right. \\
\mathrm{if}\langle\mid \uparrow \downarrow\rangle\langle\uparrow \downarrow \mid\rangle_{t_{0}}=\left\{\begin{array}{l}
1 \\
0 .
\end{array}\right.
\end{gathered}
$$

The $F$ functions require to know the $G$ functions from $t^{\prime}$ to $t_{0}$ and both of them require to know correlation functions such as the average occupations $\left(\langle\mid \sigma\rangle\langle\sigma \mid\rangle_{t},\langle\mid \uparrow \downarrow\rangle\langle\uparrow \downarrow \mid\rangle_{t}\right)$ and the average crossed terms $\langle\mid \sigma\rangle\left\langle 0 \mid \hat{c}_{\vec{k}, \sigma}\right\rangle_{t}$ and $\langle\mid \uparrow, \downarrow\rangle\left\langle\sigma \mid \hat{c}_{\vec{k}, \vec{\sigma}}\right\rangle_{t}$ at the final time value $t=t^{\prime}$. Hence we need a guess value of the average crossed terms to begin the calculation of the Green's functions. This guess value is obtained by considering the following mean-field-like approximation to the equation of motion of these terms:

$$
\begin{align*}
i \frac{d C_{\vec{k}}^{1}}{d t}= & V_{\vec{k}, \sigma}\left[\left\langle\hat{n}_{1 \sigma}\right\rangle-\left\langle\hat{n}_{\vec{k}, \sigma}\right\rangle\left\langle 1-\hat{n}_{1 \bar{\sigma}}-\hat{n}_{2}\right\rangle\right] e^{i \varepsilon_{\bar{k}}\left(t-t_{0}\right)} \\
& \times \exp \left(-i \int_{t_{0}}^{t} \varepsilon_{I} d x\right),  \tag{A6}\\
i \frac{d C_{\vec{k}}^{2}}{d t}= & (-1)^{p_{\bar{\sigma}} V_{\vec{k}, \bar{\sigma}}\left[\left\langle 1-\hat{n}_{\vec{k}, \bar{\sigma}}\right\rangle\left\langle\hat{n}_{2}\right\rangle-\left\langle\hat{n}_{\vec{k}, \bar{\sigma}}\right\rangle\left\langle\hat{n}_{1 \sigma}\right\rangle\right] e^{i \varepsilon_{\vec{k}}\left(t-t_{0}\right)}} \\
& \times \exp \left[-i \int_{t_{0}}^{t}\left(\varepsilon_{A}-\varepsilon_{I}\right) d x\right], \tag{A7}
\end{align*}
$$
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