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Abstract
Aim of study: To investigate the monitoring strategies that let us to build effective models able to best estimate water contents, θ and 

pressure heads, h with the least amount of data.
Area of study: Field data was acquired in an experimental plot at Bahía Blanca (Argentina).
Material and methods: Field data of θ(t), h(t) for six soil depth were used to optimize the SHP (θr, θs, α, n and Ks) by inverse modeling 

with HYDRUS 1D. Several scenarios of available data from θ(t) and h(t) were considered: (1) six monitoring depths (6-MD); (2) five mo-
nitoring depths (5-MD); (3) four monitoring depths (4-MD). Model accuracy was assessed by comparing the measured and predicted θ and 
h for each monitoring strategy. Additionally, field measured SHP with independent methods were compared to inversely optimized SHP.

Main results: The best fit between predicted and observed θ and h was achieved with the 6-MD strategy. Nevertheless, deterioration of 
statistics EF and rRMSE in the 5-MD or 4-MD schemes were lower than 10%, depending on the location of the missing data. The obser-
vation points that had less importance in parameter prediction corresponded to the intermediate vadose zone and to the deeper layers. The 
proposed strategies presented a better performance than field measured SHP to reproduce soil water retention curves for each layer of the 
soil profile.

Research highlights: By reducing the number of vertical observations in the profile without harming the final SHP estimation, the resour-
ces needed in data monitoring strategies can be greatly enhanced.
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Introduction
The knowledge of soil hydrological processes is a fun-

damental tool for a sustainable management of both, soil, 
and water. Adequate characterization of soil water move-
ment is a very useful tool for many different objectives. 
Application of numerical models based on physical equa-
tions and soil hydraulic properties (SHP) allows predic-
ting hydrological processes that are difficult to measure 
in the field, such as root water uptake, evaporation, water 
drainage or groundwater recharge (Filipović et al., 2014; 

Guo et al., 2018; Yetbarek et al., 2020). These SHP consist 
of the soil water retention curve (SWRC), which relates 
soil moisture, θ to soil pressure head, h, and the hydrau-
lic conductivity curve, which relates the conductivity (K) 
to h or θ (Ramos et al., 2006). Numerous functions have 
been proposed over the past decades to describe the SHP 
across the complete range of soil water contents (Khlo-
si et al., 2008), e.g., those by Brooks & Corey (1964), 
van Genuchten-Mualem (Mualem 1976; van Genuchten 
1980), Durner (1994), Fredlund & Xing (1994), Kosugi 
(1999) and Groenevelt & Grant (2004). These models 
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have been reported successful for describing certain parts 
of the SWRC (e.g. wet or dry part), soil textures, regions 
of the world, or limited soil stress range (Too et al., 2014). 
Cornelis et al., (2005) compared the performance of the 
most-widely used analytical expressions for the SWRC in 
numerous soil textures. In this work, the traditional van 
Genuchten-Mualem model was chosen, as it has proven 
its ability to represent the hydrodynamics of a wide va-
riety of soils. Also, the van Genuchten-Mualem model is 
frequently used as a benchmark for comparison with other 
works in the literature (Vereecken et al., 2010). Applied 
simulations depend on the correct election of the SHP. 
Many different techniques are to date available to deter-
mine SHP, however most of them are time consuming 
and money costly. Direct measurements of SHP mainly 
consist of field monitoring tasks (Bordoni et al., 2017) 
and well-known laboratory practices as the pressure pla-
te extractor or the hanging water column method (Dane 
& Topp, 2002), among others. An alternative to the di-
rect SHP measurement is the use of inverse procedures 
assisted by soil-water flux models (Schelle et al., 2013; 
Ventrella et al., 2019; da Silva et al., 2020). These me-
thods require in situ measures such as θ and h in soil pro-
files. Inverse methods are based on the minimization of 
an objective function, which expresses the disagreement 
between observed and predicted values (Šimůnek et al., 
1998). This methodology is a simple and quick approach 
to obtain a calibrated model that represents the real hy-
draulic dynamics of the soil water.

Several researchers had focused their interest on the 
variables that can affect the estimations made by inverse 
modeling. For instance, Abbaspour et al. (1999) studied 
the influence of input-variables, (e.g., water content, pres-
sure heads or water flows) over parameters estimation in 
lysimeter experiments. Gabriel et al. (2019) assessed the 
medium-term effect of cover crops on soil hydraulic pro-
perties. Also, the spatial and temporal variations of field 
measurements can play an important role in the inverse 
modeling. Schelle et al. (2013) studied local measure-
ment heterogeneities of water contents and pressure heads 
and their relation to parameter optimization. Similarly, Qu 
et al. (2014) probed that the spatial variation of field me-
asurements correlates with spatial variation in hydraulic 
parameters. Valdes-Abellan et al. (2015) compared two 
different data acquisition strategies for water potential and 
water content monitoring at several depths. Furthermore, 
different modeling strategies and parametrization models 
of the soil profile have been studied (Thomas et al., 2017; 
Graham et al., 2018). Nevertheless, there are limited stu-
dies on the consequences that scarce data from specific 
soil depths in the profile has over water fluxes and SHP 
prediction. 

If θ and h are monitored at many different depths, si-
mulations may differ little from real data, as optimization 
algorithms have a good description of water flow along 

the complete profile (Musters et al., 2000). However, the 
resources needed to obtain copious data are sometimes 
unavailable and questions arise regarding which is the 
best monitoring strategy that allows for obtaining the best 
SHP estimation with the fewest number of sensors. On 
the other hand, when there is null or scarce data for some 
layers within the soil profile several solutions of the same 
problem can be encountered. Abbaspour et al. (1999) re-
ported that "unique" hydraulic parameters are not valid 
to be discovered by the right experimental setup, being 
the behavior of the soil more compatible with the notion 
of random variables than single-valued soil properties. 
The estimations made by inverse modeling could vary 
according to the data available and the vertical distribu-
tion of the measurement points in the profile. Even more, 
available data at a specific soil depth might influence SHP 
prediction for other depths with no information, and the 
impact on the layer structure on this influence remains sti-
ll unclear during the inverse estimation procedure.

The aim of this work was to investigate the impact of 
reducing observed data (by reducing the number of ob-
servation depths) in order to build effective models able 
to predict observations without a significant reduction in 
their accuracy. For this purpose, HYDRUS 1D was used 
to inversely predict SHP (θr, θs, α, n and Ks) based on 
field measurements of θ and h from different depths at 
an experimental plot. Several scenarios of available data 
were considered to optimize the soil layers SHP for the 
same temporal series. Comparisons between observed 
and predicted θ and h were performed to acknowledge the 
best field monitoring strategies with the fewest number of 
sensors. If the optimal levels to monitor moisture changes 
in the soil are recognized, the time, cost, and labor nee-
ded for an appropriate soil management practice will be 
greatly reduced.

Material and methods

Study area 

Field measurements were made in Bahía Blanca, Ar-
gentina (38°43"S, 62°16"W), in the northwest coast of 
Bahía Blanca Estuary (Fig. 1). Climatologically, the re-
gion is a transition between the sub-humid temperate 
climate of the Pampas plain and the semi-arid climate 
of Argentine Patagonia. An average total annual precipi-
tation of 593 mm was determined for the period 1901-
2006. Maximum rainfall occurs in spring and autumn and 
minimum in winter. Scherger et al. (2019) estimated the 
potential evapotranspiration as 1460 mm and the actual 
evapotranspiration as 398 mm for the period 2011-2015. 
Natural soils develop from sediments deposited over a 
wide tidal plain. However, natural conditions are only 
present as restricted relics since most of the area has been 
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highly modified by human activity. Natural soils were co-
vered with filling material to support industrial buildings 
and roads network. Filler soils are primary composed by 
compacted sandy loam and loamy sand sediments. 

The plot is located over an unconfined quaternary 
aquifer of detrital origin. It is composed by silty clay 
and clayed silt sediments which overlie loess deposits 
of plio-pleistocene age. Groundwater is classified as 
hypersaline as salinities values range from 5000 mg L-1 
to 50000 mg L-1, towards the discharge zone. In natural 
sectors, the water table has shallow depths, close to one 
meter. Since the study area was topographically elevated, 
the unsaturated zone normally has thickness between 2 
and 3 meters. Groundwater flow has a N-S direction, re-
leasing the surplus volume into the estuary.

Soil profile characterization

To describe the main characteristics of the soil profile 
two boreholes were made by means of a helicoidal shovel 
and disturbed and undisturbed samples were taken from 
depths of 30, 60, 90, 120, 150 and 180 cm. The main cha-
racteristics of the soil profile in the experimental plot are 
listed in Table 1. Based on field data and physical-che-
mical properties four layers were defined. Despite, the 
first three layers were classified as loamy sediments, the-

re were some discrepancies in the measurements of bulk 
density, saturated hydraulic conductivity, and water reten-
tion data to support this decision. Soil bulk density was 
determined by the core method for each soil layer (Blake 
& Hartge, 1986). In field, the saturated hidraulic conduc-
tivity, Ks was measured by a tension infiltrometer for the 
soil surface and by the inverse auger hole method for each 
soil layer (Scherger et al., 2020). The laboratory proce-
dures on sediment samples were as follows. Particle size 
distribution was evaluated using the pipet method (Gee & 
Bauder, 1986). Total organic carbon (TOC) was measured 
by dry combustion using a LECO CR-12 Carbon System 
Analyzer model 781-600. Carbonate content was deter-
mined according to Bernard's method by means of a direct 
calcimeter reading (Hulsemann, 1966). 

The plot presented a sparsely distributed grazing-pas-
ture type soil cover. The percentage of soil covered by 
plants was estimated as 70% according to field observa-
tions in the experimental plot. 

The field measured SHP to be optimized by inver-
se modeling are presented in Table 1. The initial value 
for θr, θs, α and n from the van Genuchten model, were 
estimated from Rosetta (Schaap et al., 2001). This pe-
dotransfer function was obtained from a large number 
of soil hydraulic data and soil properties from three soil 
databases derived from soils in template to subtropi-
cal climates of North America and Europe. The initial  

Figure 1. Study area location.



4 Leonardo E. Scherger, Javier Valdes-Abellan and Claudio Lexow

Spanish Journal of Agricultural Research June 2022 • Volume 20 • Issue 2 • e1201

values for θr, θs, α and n were predicted according to soil 
texture and bulk density. Rosetta also allows the inclu-
sion of water retention points to estimate van Genuchten 
parameters (Scherger et al., 2020). The soil water reten-
tion curve-fit code RECT (van Genuchten et al., 1991) 
was used to optimize the Rosetta estimation including 
field retention data, θ(h). Otherwise, the initial saturated 
hydraulic conductivity (Ks) for each layer corresponded 
to the value measured in field by the inverse auger hole 
method (Table 1). Field measured SHP with independent 
methods were later compared to inversely optimized va-
lues to assess model validity. 

Experimental design

Field data were acquired from 04/August 2017 to 20/
February 2020. The equipment present in the plot consists 
of two tensiometer sets (SoilSystemCorp.), installed at 
depths of 30, 60, 90, 120, 150 and 180 cm, and a conti-
nuous recording phreatimeter (LF-10) installed at a moni-
toring well. Soil moisture was simultaneously monitored 
by gravimetric sampling for the same soil depths. Accor-
dingly, the volumetric soil water content, θ was calculated 
based on the bulk density of each layer. Field data was 

monitored on a monthly time scale. A schematic design of 
the plot is shown in Fig. 2.

The variables θ and h were monitored for six soil dep-
ths. Field data was later used to optimize the SHP by in-
verse modeling. 

Meteorological data of precipitation, relative humidity, 
wind speed, temperature and solar radiation were acqui-
red in a meteorological station located one kilometer apart 
from the experimental site.

Inverse model

Theoretical models
The soil water retention and hydraulic conductivity 

curves were model according to van Genuchten-Mualem 
(Mualem, 1976; van Genuchten, 1980) constitutive equa-
tions:

𝑆𝑆𝑒𝑒 =
𝜃𝜃(ℎ)−𝜃𝜃𝑟𝑟
𝜃𝜃𝑠𝑠−𝜃𝜃𝑟𝑟

= [1 + (𝛼𝛼ℎ)𝑛𝑛]−𝑚𝑚                                                              

 

              [1]

𝐾𝐾(ℎ) = 𝐾𝐾𝑠𝑠𝑆𝑆𝑒𝑒
𝑙𝑙 [1 − (1 − 𝑆𝑆𝑒𝑒

1
𝑚𝑚)𝑚𝑚]

2
                 [2]

where Se is the effective saturation, θr and θs [L
3 L-3] are 

residual and saturated water contents, α [L-1] is related to 

Depth (cm)
0–40 40–70 70–110 110–200 

Sand (%) 1 56.9 72.7 53.6 87.8
Silt (%) 1 37 24.5 42.7 10.5
Clay (%) 1 6.1 1.9 3.7 1.7
Soil texture sandy loam loamy sand sandy loam sand
pH 2 9.6 9.2 9.1 9.1
ρb (g cm-3) 1.41 1.44 1.5 1.48
Φ (-) 3 0.46 0.45 0.43 0.44
Ks (cm d-1) 4 132.8 56.8 7.6 40.1
Ks (cm d-1) 5 128.4 - - -
TOC (%) 6 0.22 0.05 0.02 0.06
CaCO3 (%) 7 4.8 5.2 1.8 0.26

Field measured SHP
θr (-) 8 0.010 0.010 0.118 0.010
θs (-)9 0.455 0.360 0.356 0.413
α (cm-1) 10 0.0096 0.0067 0.0196 0.0212
n (-) 11 1.993 2.028 1.638 3.656

Table 1. Soil profile characteristics and field measured soil hydraulic properties 
(SHP) used as initial estimates in the numerical model.

1 Grain size distribution: sand (2.00–0.05 mm), silt (0.05–0.002 mm) and clay 
(<0.002 mm). 2 Measured in a 1:2.5 soil/water solution ratio. 3 Φ: Total soil porosi-
ty. 4 Ks: saturated hidraulic conductivity measured by inverse auger hole method. 5 

Ks: saturated hidraulic conductivity measured by tension infiltrometer. 6 TOC: total 
organic content. 7 CaCO3: calcium carbonate content. 8 θr: residual water content. 9 
θs: saturated water content. 10 α: inverse of the air-entry suction. 11 n: porosity dis-
tribution index.
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the inverse of the air-entry suction (ha), n and m [-] are 
empirical parameters dependent on soil properties, whe-
re m=1–1/n, and l [-] is the pore conductivity, which has 
a value of 0.5 as an average of different soils (Mualem, 
1976).

The reference evapotranspiration (ET0) was calculated 
by the Penman-Monteith method (Allen et al., 1998). To 
discriminate the ET0 into transpiration and bare soil eva-
poration the dual crop coefficient approach was applied:

𝐸𝐸𝐸𝐸𝑐𝑐 = (𝐾𝐾𝑐𝑐𝑐𝑐 + 𝐾𝐾𝑒𝑒)𝐸𝐸𝐸𝐸0 = 𝐸𝐸𝑝𝑝 + 𝐸𝐸𝑝𝑝            [3]

where Kcb is the crop basal coefficient [-], Ke is the eva-
poration coefficient [-], Tp is the potential transpiration [L 
T-1] and Ep is the potential evaporation [L T-1]. The Kcb 
value was chosen as 0.7 and corresponded to a grazing 
pasture crop in mid-season/end-season stage of growth. 
The root water uptake model was described by Feddes et 
al. (1974):

                          S = α(h)Sp                            [4]

where α(h) is a dimensionless water stress response func-
tion (0 ≤ α ≤ 1) and Sp is the potential water uptake. Root 
water uptake is null under or near soil saturation (h1) 
or under pressure heads greater than the wilting point 
(h4). Transpiration rate is maximum as α equals 1 when 
h2<h<h3. For the ranges of h4<h<h3 and h2<h<h1, trans-
piration decrease linearly as the pressure head decrease 
or increase, respectively. The values for the current crop 
were taken from Wesseling (1991) for pastures (h1= -10 
cm; h2= 25 cm; h3.1= -200 cm; h3.2= -800 cm; and h4 = 
-8000 cm). A maximum rooting depth of 30 cm was con-
sidered for this perennial crop.

Numerical model

Soil water contents and pressure heads were simula-
ted with HYDRUS 1D software (Šimůnek et al., 2013). 
The HYDRUS program numerically solves the Richards 
equation for variably- saturated water flow.

𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕 =

𝜕𝜕
𝜕𝜕𝜕𝜕 (𝐾𝐾 (

𝜕𝜕ℎ
𝜕𝜕𝜕𝜕 + 1)) − 𝑆𝑆                                                                                          [5]

where θ is the volumetric water content [L3 L-3], t is time 
[T], z is the vertical dimension [L], K is the unsaturated 
hydraulic conductivity [L T-1], h is the pressure head [L], 
and S is a sink term that represents water uptake by plants 
[L3 L-3 T-1].

The depth of the simulation profile was 200 cm, which 
was discretized into a grid size of 2 cm (101 nodes). The 
increase in the number of nodes did not significantly 
affect model output hence this number of nodes were con-
sidered adequate. Simulations were made on a daily time 
scale during the period from August 2017 to February 
2020 (931 days). The time discretization was as follows: 
initial time step 0.001 days, minimum time step 10-5 days 
and maximum time step 5 days. The initial conditions 
corresponded to water content measurements in the soil 
profile for the starting time of the simulations (4 August 
2017). Dataset was divided into a parameterization and 
a validation dataset. The first one included θ(t) and h(t) 
measurements from day 1 to 697 and the second one from 
day 698 to 931. 

An atmospheric boundary condition was conside-
red for the upper boundary and a variable pressure head 
boundary condition for the lower boundary. The varia-
ble boundary conditions input data required by the mo-
del were precipitation, potential evapotranspiration, and 
groundwater level. 

Figure 2. Schematic design of the experimental plot and soil profile.
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The vertical domain was divided into four layers, ac-
cording to textural and physical-chemical properties of 
the soil profile. The final SHP were inversely optimized 
based on θ(t) and h(t) temporal data sets from each ob-
servation points in the soil profile. SHP optimization by 
inverse solution is based on the minimization of error be-
tween observed and predicted values. User-entered initial 
estimates are iteratively optimized until the highest pos-
sible precision is achieved. Solution is accomplished by 
the Levenberg-Marquardt method, which it is based on 
least-squares solution approach (Marquardt, 1963). The 
objective function (Φ) to be minimized during the para-
meter estimation process may be defined as (Šimůnek et 
al., 2013):

Φ(𝜃𝜃, 𝛽𝛽) = ∑ 𝑣𝑣𝑗𝑗 ∑ 𝑤𝑤𝑖𝑖,𝑗𝑗[(𝑞𝑞𝑜𝑜𝑜𝑜𝑜𝑜,𝑖𝑖(𝑧𝑧𝑖𝑖, 𝑡𝑡𝑖𝑖) − 𝑞𝑞𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝,𝑖𝑖(𝑧𝑧𝑖𝑖, 𝑡𝑡𝑖𝑖, 𝛽𝛽)]
2𝑘𝑘𝑗𝑗

𝑖𝑖=1
𝑚𝑚
𝑗𝑗=1              [6]

where qobs,i(zi,ti) represents specific measurements 
at time ti for the jth measurement set at location zi and  
qpred,i(zi,ti,β) are the corresponding model predictions for 
the vector of optimized parameters β (e.g., θr , θs, α, n, and 
Ks), vj and wi,j are weights associated with a particular me-
asurement set or point, m is the number of different sets of 
measurements, and k is the number of measurements in a 
particular measurement set.

HYDRUS allows users to optimize up to 15 parame-
ters simultaneously. However, when too many parameters 
are optimized at the same time, the problem often beco-
mes nonunique (Šimůnek & Hopmans, 2002). To minimi-
ze issues of uniqueness in the inverse solution, we decrea-
sed the number of simultaneously optimized parameters, 
and a sequential inverse procedure was performed in se-
ven steps (Yakirevich et al., 2010; Valdes-Abellan et al., 
2015). Initially, the parameters search (θr, θs, α, n, and Ks) 
was done only for the first layer and the remaining para-
meters were fixed as the initial estimates by using experi-
mentally measured values. The next step was to optimize 

the parameters for the second layer. Then, the parameters 
for layers 1 and 2 were searched, simultaneously. At the 
4th step, the parameters were adjusted only for layer 3. 
The procedure continued by increasing the number of la-
yers involved, until all parameters were optimized at the 
7th step. 

Modeling strategy

Comparisons of different monitoring strategies were 
made to assess the effect that missing information had 
on the prediction of SHP by inverse modeling. First, 
parameter optimization was carried out with all field 
data acquired at six monitoring depths (6-MD) (30 cm, 
60 cm, 90 cm, 120 cm, 150 cm, and 180 cm). This case 
represented the scenario with the highest number of 
observations, as 240 registers from θ(t) and h(t) were 
available as entry data for inverse solution. The next 
step was to consider that only five monitoring depths 
(5-MD) were available (n=200). Thus, six simulations 
were performed subtracting the information from one 
node at a time. Finally, only four monitoring depths 
(4-MD) were considered (n=160), subtracting the in-
formation from two soil depths, simultaneously. For 
this scenario, fifteen inverse processes were carried 
out given all possible combination when removing two 
depths out of six. 

Goodness-of-fit assessment

The performance of the model output for each simu-
lated scenario was assessed by the comparison of the 
measured and predicted values of water contents, pres-
sure heads and soil water storage. The soil water storage 
(SWS) was calculated as: 

Figure 3. Daily precipitation (P), potential transpiration (Tp), potential evaporation (Ep) and groundwater 
level (GWL) depth determined during the monitored period.
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𝑆𝑆𝑆𝑆𝑆𝑆 =  ∑ 𝜃𝜃𝑖𝑖 ∗ 𝑧𝑧𝑖𝑖

𝑁𝑁

𝑖𝑖=1
                                                                                                               [7]

where θi is the volumetric water content (cm3 cm-3), zi is 
the soil thickness (cm) for the ith soil interval and N is the 
number of soil intervals. The SWS was calculated for six 
soil intervals, each one corresponding to field observation 
points in the profile. The goodness of fit was evaluated 
by the statistical indicators: Nash-Sutcliffe coefficient of 
efficiency (EF) (Nash & Sutcliffe, 1970) and relative root 
mean square error (rRMSE).

𝐸𝐸𝐸𝐸 =  1 − ∑ (𝑋𝑋𝑖𝑖
𝑜𝑜𝑜𝑜𝑜𝑜−𝑋𝑋𝑖𝑖

𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝)2𝑁𝑁
𝑖𝑖=1

∑ (𝑋𝑋𝑖𝑖
𝑜𝑜𝑜𝑜𝑜𝑜−𝑋𝑋𝑚𝑚𝑝𝑝𝑚𝑚𝑚𝑚)2𝑁𝑁

𝑖𝑖=1
                       [8]

𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 =
√1
𝑁𝑁∑ (𝑋𝑋𝑖𝑖𝑜𝑜𝑜𝑜𝑜𝑜 −𝑋𝑋𝑖𝑖

𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝)2𝑁𝑁
𝑖𝑖=1

(𝑋𝑋𝑚𝑚𝑚𝑚𝑚𝑚−𝑋𝑋𝑚𝑚𝑖𝑖𝑚𝑚)
                                                                               [9]

where Xi
obs and Xi

pred are the observed and predicted va-
lues, respectively, N is the number of observed values, 
Xmax and Xmin are the maximum and minimum observed 
values respectively.

The coefficient of efficiency (EF) has been widely 
used to evaluate the performance of hydrological models. 
The index ranges from minus infinity to 1.0, with higher 
values indicating better agreement (Legates & McCabe, 
1999). If EF > 0.5 the performance of the model is consi-
dered satisfactory (Thomas et al., 2017). On contrary, the 
optimal value for rRMSE is zero, indicative of a perfect 
fit between observed and predicted values. When rRMSE 
values are < 0.1, between 0.1 – 0.2, between 0.2 – 0.3, and 
> 0.3, the simulation performance is excellent, good, fair, 
and poor, respectively (Wang et al., 2021). Goodness-of-
fit was evaluated using all observed data, including the 
data employed for the inverse modelling process. The ob-
served and predicted values for soil moisture, SWS and 
pressure head were compared for the six-monitoring dep-
ths (30 cm, 60 cm, 90 cm, 120 cm, 150 cm, and 180 cm) 
for 18 dates (n=108). 

The agreement between field measured SHP and inver-
sely optimized SHP for each modeling strategy was quan-
tified by the rRMSE. The statistical index was calculated 
by comparing the measured and predicted θ by the soil 
hydraulic curves (SWRCs) at specific h.

Results
Field measurements

Figure 3 shows the daily atmospheric fluxes (precipi-
tation, potential transpiration, and potential evaporation) 
and groundwater level depths during the monitored pe-
riod. Rainfalls mostly occurred during spring and autumn, 
and summer and winter were the dry periods. Potential 
evapotranspiration was maximum during the summer and 

minimum in winter. The mean unsaturated thickness was 
205 cm, as the groundwater level fluctuated between the 
depths of 178 cm and 215 cm. 

The monitored θ and h during the period are inclu-
ded in Fig. 4. Measured θ varied according to the mo-
nitored depth in the profile. The greatest water content 
variations were registered in the upper layers (0-70 
cm), as the minimum and maximum values were 0.08 
cm3 cm-3 and 0.32 cm3 cm-3, respectively. The upper 
layers were influenced by the atmospheric conditions, 
and consequently cyclical wetting and drying events 
were observed. At greater depths, water content varia-
tion was reduced. The mean θ measured at 90 cm and 
120 cm were 0.25 cm3 cm-3 (±0.06 cm3 cm-3) and 0.10 
cm3 cm-3 (±0.03 cm3 cm-3), respectively. In the deepest 
layer, water contents were probably influenced by the 
presence of the water table. The progressive increase in 
water contents from 120 cm to 180 cm can be related to 
the proximity to the capillary fringe and the saturated 
zone.

Pressure heads ranged between 0 cm and -600 cm. 
Maximum absolute h values were monitored in the 
upper layers and minimum in the lower layer. The 
sandy layer registered pressure heads in the range of 
0 to -100 cm. As the monitored depth increased h de-
creased related to the position of the water table, as 
explained before for θ.  

Numerical simulations with HYDRUS

Six-monitoring depth scenario

Figure 4 shows the simulated θ and h for the 6-MD 
strategy. The model correctly represents the hydrody-
namic behavior of the soil profile. The statistical in-
dexes for the calibration and validation steps of the 
inverse numerical process are listed in Table 2. During 
the parametrization step, EF presented values higher 
than 0.75 and the rRMSE had values lower than 0.15 
for θ, h and SWS. Overall, model validation showed 
good agreement with field data, especially for the si-
mulated water contents. The mean simulated SWS only 
differed by -0.7% from the measured value. Simula-
ted pressure heads for the observation points of 30 cm 
and 60 cm diverge from the measured values, an effect 
that could be linked to the low temporal frequency of 
field measurements. Given that the hydrological varia-
bles were monitored on a monthly scale, future studies 
could incorporate continuous recording sensors, for 
both θ and h, which would improve the performance of 
model simulations.

The inversely optimized SHP for the 6-MD strategy 
are listed in Table 3. θr optimized values were always  
higher than the initial estimate, parameter range between 
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0.02 and 0.12 cm3 cm-3 for the four layers. θs was equal 
to the estimated total porosity (Φ = 0.46) in layer 1, and 
lower than the measured total porosity in the rest of the 
layers. The parameter α showed slight variations from 
the initial estimate, as the optimized value differs only 
less than 0.005 for all layers. Similarly, the parameter n 
presented values in the typical range for these types of 
materials (1.46 and 2.38 for layers 1 and 3 (sandy loam), 
2.40 for layer 2 (loamy sand) and 3.20 for layer 4 (sand)) 
according to Rosseta. The predicted values for Ks were 

lower than the measured values for all layers, except for 
layer 4. 

Five-monitoring and four-monitoring depths sce-
narios

The simulations for 5-MD or 4-MD strategies had in 
all cases lower performances than the 6-MD strategy. The 
goodness of fit of the inverse model in each scenario for 
both, θ and h are listed in Table 4; those values were cal-

Figure 4. Inverse simulation of water contents and pressure head using the six monitoring depths data sets: obser-
ved (Obs) and predicted values for calibration (Cal) and validation steps (Val). 

6-Monitoring depths
θ h θ and h SWS

EF rRMSE EF rRMSE EF rRMSE EF rRMSE
Calibration 0.763 0.142 0.754 0.113 0.759 0.128 0.867 0.122
Validation 0.831 0.122 0.339 0.238 0.585 0.180 0.874 0.107

Table 2. Goodness of fit (coefficient of efficiency, EF and relative root mean square error, rRMSE) for observed 
and simulated water contents (θ), pressure heads (h) and soil water storage (SWS) for the 6-monitoring depths 
strategy. 
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culated considering all observation depths and not only 
the data used for inverse modelling. Two classes were 
highlighted to identify the observation points whose re-
moval generated less variation in the model performance. 
One included the cases where the decrement of statistics 
EF and rRMSE was lower than 5%, and the other those in 
which model performance deterioration was between 5% 
and 10%. In all cases, comparisons were made in relation 
to the 6-MD strategy fit (Table 2) during the parametriza-
tion step of the inverse procedure.

For the 5-MD strategies the best performance was 
achieved by removing the information from depths of 90 
cm, 120 cm, or 150 cm. In these cases, the EF was be-
tween 0.715-0.717 and the rRMSE ranged from 0.132-
0.133, which could be classified as a good fitting, even 
thought they were worse than the fitting for the 6-MD 
strategy. Statistics reported a worse fit when removing 
data from the uppermost and lowermost layers. This 
effect is directly related to the natural hydrodynamics of 
the soil profile. As observed in the monitored data, θ and h 
were influenced by both the atmospheric conditions in the 

upper part of the domain, and the presence of a shallow 
water table in the lower domain. Observed data from the 
two upper monitoring depths (30 and 60 cm) were impor-
tant to define θ and h variation related to the water entry 
as precipitation or water exit as evapotranspiration throu-
gh the upper boundary. Otherwise, the bottom monitoring 
depth was important to capture the capillarity fringe and 
processes like recharge or capillary rise. 

For the 4-MD strategy, the best performance was ac-
complished by suppressing data from 30 & 120 cm, 90 & 
120 cm, or 90 & 150 cm. In these scenarios, the statistical 
indexes variation was lower than 5%. When the observa-
tion points of 60 & 120 cm were simultaneously removed, 
the deterioration of the model was between 5% and 10%. 
In the rest of the scenarios, the model performance was 
poor and should not be considered as valid field monito-
ring strategies. 

A similar analysis was done for the soil water stora-
ge variable to accurately evaluate the optimal monitoring 
depths in the soil profile. A satisfactory performance of 
the inverse modeling should be determined for the SWS 

Inversely optimized SHP
Soil layer θr (-)1 θs (-)2 α (cm-1)3  n (-)4 Ks (cm d-1)5

1 0.098 0.460 0.0109 2.3774 32.5
2 0.028 0.300 0.0048 2.4052 20.0
3 0.023 0.362 0.0159 1.4654 3.4
4 0.027 0.407 0.0262 3.1999 136.8

Table 3. Inversely optimized soil hydraulic parameters (SHP) for the six-monitoring depth (6-
MD) scenario.  

1 θr: residual water content. 2 θs: saturated water content.3 α: inverse of the air-entry suction. 4 n: 
porosity distribution index. 5 Ks: saturated hydraulic conductivity.

θ and h
5-Monitoring depths (5-MD)

30 cm 60 cm 90 cm 120 cm 150 cm 180 cm
EF 0.691** 0.676 0.715* 0.715* 0.717* 0.687**

rRMSE 0.140** 0.138** 0.132* 0.132* 0.133* 0.141
4-Monitoring depths (4-MD)

30&60 cm 30&90 cm 30&120 cm 30&150 cm 30&180 cm 60&90 cm
EF 0.601 0.611 0.716* 0.544 0.583 0.639

rRMSE 0.159 0.159 0.133* 0.167 0.164 0.148
60&120 cm 60&150 cm 60&180 cm 90&120 cm 90&150 cm 90&180 cm

EF 0.683** 0.633 0.645 0.705** 0.707** 0.607
rRMSE 0.142 0.149 0.149 0.136** 0.135** 0.158

120&150 cm 120&180 cm 150&180 cm    
EF 0.561 0.635 0.650    

rRMSE 0.168 0.153 0.151    

Table 4. Goodness of fit (coefficient of efficiency, EF and relative root mean square error, rRMSE) for observed 
and simulated θ and h for the five-monitoring (5-MD) and four-monitoring (4-MD) depths strategies. Differences 
with the statistics for the 6-MD lower than 5% are 10% are marked as * and ** respectively.
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and both, θ and h. Table 5 summarizes the goodness of 
fit of the simulated soil water storages for all the 5-MD 
and 4-MD scenarios. In the case of 5-MD, the best model 
performance was achieved by removing the information 
from 60 cm, 90 cm, 120 cm, or 150 cm. However, when 
the data set of 60 cm was not considered, the general per-
formance of the model (both, θ and h) was poorer than 
cases when suppressed data corresponded to 90 cm, 120 
cm, or 150 cm. Thus, the observation point of 60 cm is 
necessary to predict h in the upper layers of the soil pro-
file. In the scenarios of 4-MD, the only combinations of 
suppressed data that had a satisfactory performance were 
the cases when data removal was from monitoring depth 
of 90 & 120 cm, or 60 & 150 cm. In these two scenarios, 

statistical indexes variation was lower than 5% in com-
parison with the 6-MD strategy. However, as explained 
above when the observation point of 60 cm was suppres-
sed the general model performance decreased, so this case 
is also discarded as a potential field monitoring strategy. 
Figure 5 shows the observed and predicted soil water sto-
rages for eighteen dates from the temporal series. For the 
4-MD scenarios, only the cases that had a satisfactory per-
formance (differences in the statistics < 5% in relation to 
6-MD) were illustrated. In the 5-MD cases, as shown pre-
viously the worst adjustment corresponds to the suppres-
sion of the upper and lower observation points. In the first 
case, the mean predicted SWS was 444 mm (3.5% lower 
than observed value) and for the second one, the mean 

SWS
5-Monitoring depths (5-MD)

30 cm 60 cm 90 cm 120 cm 150 cm 180 cm
EF 0.771 0.866* 0.843* 0.845* 0.833* 0.780

rRMSE 0.140 0.107* 0.116* 0.115* 0.119* 0.137
4-Monitoring depths (4-MD)

30&60 cm 30&90 cm 30&120 cm 30&150 cm 30&180 cm 60&90 cm
EF 0.688 0.608 0.803** 0.716 0.645 0.816**

rRMSE 0.163 0.183 0.130** 0.156 0.174 0.125*
60&120 cm 60&150 cm 60&180 cm 90&120 cm 90&150 cm 90&180 cm

EF 0.809** 0.824* 0.785** 0.826* 0.813** 0.638
rRMSE 0.128* 0.123* 0.136 0.122* 0.141 0.176

120&150 cm 120&180 cm 150&180 cm    
EF 0.677 0.702 0.711    

rRMSE 0.166 0.160 0.157    

Table 5. Goodness of fit (coefficient of efficiency, EF and relative root mean square error, rRMSE) for observed 
and simulated soil water storages (SWS) for the five-monitoring (5-MD) and four-monitoring (4-MD) depths 
strategies. Differences with the statistics for the 6-MD lower than 5% are 10% are marked as * and ** respectively.

Figure 5. Observed (Obs) and predicted soil water storage for the soil profile (0-200 cm) for each inverse modeling monitoring scheme: 
with all 6 sampling depths (6-MD), all the scenario with five sampling depths (5-MD) and the best fit scenarios with four (4-MD) sam-
pling depths. The numbers in parentheses indicate the sampling depth excluded in each scheme.
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predicted SWS was 427 mm (7.2% lower than observed 
value). The rest of the illustrated cases in Fig. 5 shows 
good agreement with field measurements.

Soil hydraulic properties estimation uncertanties

Figure 6 shows predicted SWRC and hydraulic con-
ductivity curve for the four layers of the soil profile. 
SWRC are compared with measured field retention data, 
18 θ(h) measurements at each observation depth. Only the 
monitoring strategies that had a satisfactory model per-
formance are presented. The field estimates of the SHP 
predicted by Rosetta were also included for comparative 
reasons. The observation points that had less weight in 
parameter prediction and could be potentially suppressed 
from the inverse objective function were 90 cm, 120 cm, 
150 cm for 5-MD strategy and the combination of 90 cm 
and 120 cm for 4-MD strategy. Generally, the inversely 
predicted SHP could represent the variability of field re-
tention data points by visual inspection. Agreement be-
tween measured and predicted θ by the SWRCs at spe-
cific h was quantified by the rRMSE (Table 6). All the 
proposed strategies presented a rRMSE lower than 0.30 
in each soil layer. Thus, SHP estimation can be assumed 
acceptable. The global rRMSE for all layers together was 
0.18 for the 6-MD and 5-MD cases and 0.20 for the 4-MD 
strategy. The field measured SWRCs had worse perfor-
mance than SWRCs estimated by inverse modeling.

In layer 1, all the predicted SWRC showed similar pa-
tterns and the major difference between curves is the pre-
diction of the parameter θr. Since retention data acquired 
in field by tensiometers are in the range of pressure heads 
from 0 to -1000 cm, this effect is not surprising and could 
explain that difference. The pressure heads needed to me-
asure θr accurately are far beyond the measurement range 
of the equipment; even more, the proximity of the water 
table prevents the existence of very low values of h. Simi-
lar conditions are present in the rest of the layers. In layer 
2, a discrepancy between curves is seen for the case of 
5-MD when data from 90 cm were not considered. In this 
case, θs was greater (0.337 cm3 cm-3) than the other cases 
(0.3 cm3 cm-3). However, the variability of the predicted θ 
in the range of h measured in field is minimum. 

As the observation points that could be removed corres-
ponded to the layers 3 and 4, some uncertainties in SWRC 
prediction for each layer could be expected. Nevertheless, 
only in the 4-MD strategy the predicted curve differs sli-
ghtly more in relation to the 6-MD scenario. For the layer 
3 and 4, the values of θs and θr were underestimated and 
overestimated, respectively. In any manner, simulation of 
θ and h still represented reasonable the real data when the 
information of 90 and 120 cm was suppressed. As these 
observation points corresponded to the intermediate zone 
of the soil profile, they have a minor importance in the pre-
diction of water fluxes. If data from the extreme layers are 
available, both upper and lower boundaries, θ and h from 
the middle section of the profile could be predicted anyway.

Figure 6. Soil water retention and hydraulic conductivity curves predicted by Rosetta (initial estimate) and each inverse modeling mo-
nitoring scheme: with all 6 sampling depths (6-MD) and the best fit scenarios with five (5-MD) and four (4-MD) sampling depths. The 
numbers in parentheses indicate the sampling depth excluded in each scheme. Field retention data, θ(h) is shown as red dots for each 
sampling depth and corresponding soil layer. 
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Discussion
According to Ket et al. (2018), SHP can be correctly 

and rapidly estimated by inverse modeling using only soil 
water states (i.e., θ and h) without the requirement of ex-
pensive laboratory data. In such a case, the definition of 
the monitoring strategy to best capture the hydrodynamic 
of soil water becomes essential. However, results showed 
that SHP optimized by inverse modelling varied accor-
ding to the available data from different depths in the 
soil profile. Predicted water fluxes are uncertain to some 
degree, due to parameterization problems during calibra-
tion. Abbaspour et al. (1999) explained that parameters 
obtained by an inverse analysis are always statistically 
conditioned by factors such as the type and quality of the 
variables used in the objective function and the mathema-
tical formulation of this objective function. Thus, monito-
ring strategies and experimental setup plays an important 
role in SHP optimization by inverse modeling. According 
to Valdes-Abellan et al. (2019) the combinations of SHP 
that better reproduce the observed data (even if those pa-
rameters do not fit accurately the experimental value) are 
preferable than combinations of SHP that better fit the real 
soil parameter value but do not reproduce the observed 
data. The selection of the monitoring strategy should be 
based on the research objective and the resources availa-
ble to acquire the information, assessing both the time and 
economical cost related to the task (Valdes-Abellan et al., 
2015). Musters & Bouten (2000) probed numerical simu-
lations offer quantitative means to distinguish efficiencies 
of different measurement strategies for model calibration. 
In calibration of a root uptake model, authors state that 
the installation depths of sensors are critical when fewer 
probes are used, and well-chosen depths are preferable to 
random or interval sampling schemes.

For the case study, the best fit between observed and 
predicted θ and h was achieved when field measurements 
were available for the greatest number of observation 
points. Nevertheless, the model performance was still 
very satisfactory for some monitoring strategies when one 
or two depths were suppressed from the inverse objective 

function. Compared to the best 6-MD scheme, deteriora-
tion of statistics EF and rRMSE for the 5-MD or 4-MD 
strategies was lesser than 10% and even lesser than 5% 
in some strategies. Also, visual inspection and the rRM-
SE asseverate that SWRC inversely predicted with less 
information still represents well the field retention data, 
θ (h). θ and h variables should be measured over time 
and in several depths to identify more precisely the SHP. 
However, due to diverse reasons, data acquisition is often 
limited, and it might be important to know which vertical 
depth should be unavoidably monitored to obtain correct 
estimates. 

The observation points that had less weight in pa-
rameter prediction corresponded to the intermediate 
vadose zone. Additionally, if the removed data corres-
pond to a layer with another observation point such as 
the case of the removal of 120 and 150 cm, the deterio-
ration becomes smaller. When θ and h measurements 
from the upper and lower layers of the soil are availa-
ble, θ and h from the middle section could be reasona-
bly predicted by the model. This is valid, as the shallow 
water table directly influenced the water fluxes in the 
soil profile. The water table position is significant for 
the vertical distribution of θ and h (Tan et al., 2014). 
The data from the two upper monitoring depths were 
important to define the variation in θ and h related the 
atmospheric condition. However, the monitoring depth 
closest to the phreatic aquifer was important to define 
the capillary fringe and its effects over soil water hy-
drodynamics. For future studies it is necessary to probe 
that this fact is valid for deeper vadose zones. In such 
cases by flowing deeper into the soil, the role of capi-
llary force might be reduced and the main force for wa-
ter movements are the atmospheric conditions (Altafi 
Dadgar et al., 2020). It could be hypothesized in such 
a case, that the importance of deep sensors would be 
small and that they could be removed from the monito-
ring strategy without the loss of important information. 
In any case, the distribution of vertical sensors in the 
field must be modified according to the boundary con-
ditions of the profile. 

Layer
rRMSE 

Rosetta 6-MD 5-MD (-90 cm) 5-MD (-120 cm) 5-MD (-150 cm) 4-MD (-90&120 cm)
1 0.204 0.183 0.177 0.174 0.182 0.193
2 0.229 0.187 0.205 0.194 0.190 0.188
3 0.251 0.248 0.251 0.251 0.255 0.294
4 0.126 0.108 0.108 0.110 0.104 0.118

All 0.202 0.182 0.185 0.182 0.183 0.198

Table 6. Goodness of fit (relative root mean square error, rRMSE) for measured and predicted water content (by use of the soil water 
retention curves, SWRCs) at specific pressure heads predicted by Rosetta (initial estimate) and each inverse modeling monitoring sche-
me: with all 6 sampling depths (6-MD) and the best fit scenarios with five (5-MD) and four (4-MD) sampling depths. The numbers in 
parentheses indicate the sampling depth excluded in each scheme.
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In the inverse modeling procedure, prior information 
of textural fractions and bulk density of soil layers were 
used to estimate the initial SHP. Scharnagl et al. (2011) 
demonstrated that prior information significantly impro-
ved parameter identifiability in inverse modeling and that 
in-situ θ measurements did not contain by themselves su-
fficient information to ensure a precise estimation of SHP. 
Therefore, is advisable to characterize the physical pro-
perties of the soil in detail, even if θ and h are not being 
monitored at a particular depth. Another option to reduce 
the uncertainties in SHP estimation is to set some parame-
ters to some a priori defined values (Ritter et al., 2003). 
The inverse modeling could be combined with other la-
boratory parameter determination techniques (e.g., pres-
sure plate extractor, hanging water column method, etc.). 
Thus, reducing the number of parameters optimized by 
the objective function and model uncertainties. Groh et al. 
(2018) estimated θs by other means to reduce the number 
of optimization parameters. Same, Thomas et al. (2017) 
fixed θr as it deemed insensitive to water content calibra-
tion. Also, Ks can be easily determined by direct field me-
asurements (e.g., permeameter, double-ring infiltrometer, 
minidisk infiltrometer, etc.). As shown previously, the in-
verse estimation of Ks for the upper soil layers predicted 
lower values than those measured in the field. Macropo-
res may have influenced field measurement of Ks, mostly 
in the topsoil layers. As water movement was simulated 
for the single-porosity van Genuchten-Mualem hydraulic 
model discrepancies could appear in the estimation of Ks. 
Da Silva et al. (2020) indicate that the conventional way 
of parameterizing SHP comprises pressure plate appara-
tus for θ(h) and K(h), permeameter for Ks and l = 0.5. 
However, sometimes direct measurements poorly defined 
SHP and should be inevitably considered as fitting para-
meters (Scharnagl et al., 2011). The monitoring strategy 
must be design based on the objectives of the research, 
considering both, the prior information of the profile and 
the resources available to acquire new data.

According to our results, inverse modeling allowed to 
identify the best monitoring strategies to obtain an accu-
rate hydraulic model with a limited number of observa-
tions depths. Although, the best fit between observed and 
predicted θ and h was achieved for the scenario with the 
greatest number of observation points (6-MD), the mo-
del performance was still very satisfactory when one or 
two depths were suppressed from the dataset. Deteriora-
tion of statistics EF and RMSE in the proposed 5-MD or 
4-MD strategies was lesser than 10% in comparison with 
the 6-MD scheme. The observation points that had less 
importance in parameter prediction corresponded to the 
intermediate vadose zone and to the layers with more ob-
servation depths. If data from the upper and lower boun-
daries of the soil profile are available, θ and h from the 
middle section could be predicted reasonably well. The 
inversely model SHP from the 5-MD and 4-MD strate-

gies correctly represent field retention data points, θ (h). 
The monitoring schemes proposed in this work could be 
used in soil profile with similar conditions, and specially 
in experimental sites with a shallow water table. By re-
ducing the number of vertical observations in the profile 
without harming the final estimates of the inverse mode-
ling, the efficiency of field monitoring tasks can be greatly  
enhanced.
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