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ON THE STRUCTURE GROUP OF AN INFINITE DIMENSIONAL

JB-ALGEBRA

GABRIEL LAROTONDA AND JOSÉ LUNA

Abstract. We extend several results for the structure group of a real Jordan alge-

bra V, to the setting of infinite dimensional JB-algebras. We prove that the structure

group Str(V), the cone preserving group G(Ω) and the automorphism group Aut(V)

of the algebra V are embedded Banach-Lie groups of GL(V), and that each of the in-

clusions Aut(V) ⊂ G(Ω) ⊂ Str(V) are of embedded Banach-Lie subgroups. We give

a full description of the components of Str(V) via cones, isotopes and central pro-

jections. We apply these results to V = B(H)
sa

the special JB-algebra of self-adjoint

operators on an infinite dimensional complex Hilbert space, describing the groups

Str(V),G(Ω), Aut(V), their Banach-Lie algebras and their connected components.

We show that the action of the unitary group of H on Aut(V) has smooth local cross

sections, thus Aut(V) is a smooth principal bundle over the unitary group, with

structure group S1.
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1. Introduction

The theory of real Jordan algebras V was introduced as a means to deal systematically

with the observables in quantum mechanics by Jordan, Wigner and von Neumann

[12], but from the very begininning there were difficulties in the setting of infinite

dimensional algebras, and several well-known results for finite dimensional algebras

2020 Mathematics Subject Classification. Primary 22E65; 17C10; Secondary 58B25.
Key words and phrases. automorphism group; Banach-Lie group; JB-algebra; Jordan algebra;

quadratic representation; structure group.
1

http://arxiv.org/abs/2206.05320v2


2 GABRIEL LAROTONDA AND JOSÉ LUNA

are still lacking in the infinite dimensional setting. Most recently, the celebrated the-

orem of Koecher and Vinberg was extended to the setting of Banach Jordan algebras

(JB-algebras for short) by Chu (see [7] and the references therein), completing the

characterization of the positive cone Ω of V obtained by Kaup and Upmeier in [11].

The purpose of this paper is to extend well-known results of the structure group

Str(V) of a real Jordan algebra V, to the setting of infinite dimensional JB-algebras:

we prove that the structure group, the cone preserving group G(Ω) and the automor-

phism group Aut(V) of the algebra V are embedded Banach-Lie groups of GL(V), and

that each of the inclusions Aut(V) ⊂ G(Ω) ⊂ Str(V) are of embedded Banach-Lie sub-

groups. We give a full description of the components of Str(V) via cones and central

projections, a result which generalizes naturally the presentation of Str(V) for Eu-

clidean (semi-simple, finite dimensional) Jordan algebras. In particular, this describes

the isomorphic isotopes of the algebra V. We apply these results to V = B(H)sa the

special JB-algebra of self-adjoint operators on an infinite dimensional complex Hilbert

space, describing the groups Str(V),G(Ω), Aut(V), their Lie algebras and their con-

nected components. With these results at hand, the Banach-Finsler geometry of these

groups is studied in an accompanying paper [14].

This paper is organized as follows: in Section 2 we go through the necessary definitions

and properties of JB-algebras, presenting some infinite dimensional examples along

the way, and finishing with a theorem characterizing the elements x ∈ V such that

the spectrum of Ux is positive. Section 3 contains the bulk of new results of the

paper. We begin by reviewing the definition of the structure group Str(V) of a JB-

algebra V, and rephrasing it in a way that allows us to present Str(V) as an algebraic

subgroup of GL(V). Thus Str(V) is an embedded Banach-Lie subgroup with the norm

topology of B(V). Then we move on to the group G(Ω) preserving the cone, and again

we show that it is a Banach-Lie subgroup of Str(V), being its identity component.

Further we show that the group Aut(V) of automorphisms of the cone is an embedded

Banach-Lie subgroup of G(Ω). Since the former is a strong deformation retract of

the later, they have the same homotopy and in particular Aut(V) and G(Ω) have the

same number of connected components. We finish this section with a theorem that

characterizes the components of Str(V), which are copies of G(Ω), and each copy is

uniquely determined by a central projection p2 = p ∈ V. As an illustration of these

results, in Section 4 we give a complete description of Str(V),G(Ω), Aut(V) for the

special JB-algebra V of self-adjoint operators acting on a complex infinite dimensional

Hilbert space H. Further, we show that the smooth action u 7→ Adu k of the unitary

group U(H) on Aut(V) has smooth local cross sections, inducing a principal S1-fiber

bundle π : Aut(V) → U(H).

2. Jordan algebras, cones and the spectrum

In this section we survey the main objects and tools of theory of Jordan Banach

algebras, we present some relevant examples, and we finish the section with a char-

acterization of the positive cone Ω of a Jordan Banach algebra V, in terms of the
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quadratic representation (this is Theorem 2.33, which is a well-known result for finite

dimensional algebras). Throughout, if V denotes a real Banach space, we will denote

with V ∗ the topological dual of V, with B(V ) the algebra of bounded linear operators

in V , and with GL(V ) the group of invertible operators in V .

2.1. Cones in Banach Spaces.

Definition 2.1 (Cones). A nonempty set Ω ⊂ V is a convex cone if it satisfies that

Ω + Ω ⊂ Ω and λΩ ⊂ Ω for all positive λ. The cone is proper if Ω ∩ −Ω = {0}. The
cone is reproducing if V = Ω− Ω. Every cone is a convex set, and every proper cone

induces a partial order: x ≤ y if y− x ∈ Ω. If Ω is a cone, then its closure Ω is also a

cone. If Ω is an open cone then Ω
◦
= Ω (see [6, Lemma 2.2] for the proof). Then it

is plain that Ω = {v ∈ V : v ≥ 0}, so we can recover the cone from the partial order.

Definition 2.2 (Order units). Let V be a real Banach space, and Ω ⊂ V a cone. An

element e is called an order unit if for every x in V there exists a positive λ ∈ R such

that −λe ≤ x ≤ λe. An order unit e is called archimedean if all x in V satisfy that if

λx ≤ e for every positive λ, then x ≤ 0. An archimedean order unit e induces a norm

|| · || on V, by means of ‖x‖e = inf{λ > 0 : −λe ≤ x ≤ λe}.
The space (V, e) is a complete archimedean order unit space if the order unit norm

|| · || is complete. If V has a order unit then V it is reproducing: take x in V, then there

exists positive λ such that −λe ≤ x ≤ λe. From this it follows that both x1 = λe+x
2

and x2 =
λe−x

2
are positive, and x = x1 − x2.

Definition 2.3 (Positive maps). A linear map T : (V, e) → (W,u) is positive if it

maps the cone on V into the cone on W . It is called a positive linear functional

if (W,u) is the real numbers with archimedean order unit 1. The set of positive

functionals will be denoted by Ω∗.

Definition 2.4 (Normal cone). A cone Ω is normal if there exists δ > 0 such that

for every u, v in Ω with ||u|| = ||v|| = 1, ||u + v|| ≥ δ. Every closed normal cone is

proper.

Lemma 2.5. Let V be a real Banach space with a cone Ω. The following are equiv-

alent:

(1) Ω is a normal cone

(2) ||x|| ≤M ||e|| ||x||e for some constant M independent of x, e

(3) the norm is semi-monotone: ∃K > 0 s.t. 0 ≤ x ≤ y implies ‖x‖ ≤ K‖y‖
(4) Ω∗ is a reproducing cone.

Proof. See [13, Theorems 1.1 and 1.2] for the equivalence or normality with the second

and third assertions, and [21, Chapter 5, Section 3] for the equivalence with the

fourth. �

Definition 2.6 (Symmetric cone). Let V be a real Banach space. We say that a

proper open cone Ω ⊂ V is symmetric if it is

(1) (self dual) Ω = {x ∈ V : ϕ(x) > 0 for every ϕ ∈ Ω∗} and
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(2) (homogeneous) for every x, y in Ω there exists an isomorphism g : V → V such

that g(x) = y.

Remark 2.7. Note that a symmetric cone is also symmetric in the following sense:

if Ω is a symmetric cone in a Banach space V, then

Ω = {x ∈ V : ϕ(x) ≥ 0 for every ϕ ∈ Ω∗}.
This is because if we take x in V such that ϕ(x) ≥ 0 for every ϕ ∈ Ω∗, let e ∈ Ω.

Then for every n we have ϕ(x+ 1/n e) = ϕ(x) + 1/nϕ(e) > 0, hence x ∈ Ω.

Order units are key in ordered spaces, as they provide a norm. It is possible to

characterize cones with order units, and compare the order unit norm with the original

norm. We state the precise result below, see [6, Lemma 2.5] for a proof:

Lemma 2.8. Let V be a real vector space with norm || · || and let Ω ⊂ V be an open

proper cone. Give V the order induced by Ω. Then every element e in Ω is an order

unit, and if e is archimedean then || · ||e ≤ c|| · || for some positive c.

This tells us that in a symmetric cone we have order units. We will now discuss a

couple of examples, which shows the interplay of these properties and their limitations:

Example 2.9 (A self-dual reproducing cone with empty interior, which is not con-

tained in any proper subsapce). Let V = ℓ2(N), let C = {x ∈ V : xn > 0}. Then

it is plain that C is a self-dual cone, in particular convex. We claim that Co = ∅,
that C is reproducing and that C is not contained in a proper subspace. For the first

claim, let x ∈ C, let r > 0 and take n such that xn < r/2 and let y be obtained

from x by replacing the n-th entry of x by yn = xn − r/2 < 0. Then y ∈ Br(x)

but y /∈ C, thus C has empty interior. Now let z ∈ V, decompose z = z+ − z−

where z+ consists of the positive entries of z (zero elsewhere) and z− the negative

entries of z. Now, z+ and z− do not belong in C, as some of their entries can be

null. But consider z̃+ = z+ + ( 1
n
)n∈N and z̃− = z− + ( 1

n
)n∈N; both these elements

belong in C and it is plain that z = z̃+ − z̃− thus V = C − C. Finally, assumme

that C is contained in an affine subspace C ⊂ x0 + W ; then, C − x0 ⊂ W . But

V = C − C = (C − x0)− (C − x0) ⊂ W −W , which shows that W = V.

Example 2.10 (A self-dual open cone that is not normal). Let V = C1[0, 1] with

the usual norm ||f ||C1 = ||f ||∞ + ||f ′||∞, let C = {f ∈ V : f(x) > 0 for all x}. It

is plain that C is open, as || · ||∞ ≤ || · ||C1. But C is not normal: it is obvious that

0 ≤ xn ≤ x for all n, but ||xn|| = n + 1 and ||x|| = 2. On the other hand, C is

self-dual: if L ∈ (C1[0, 1])∗, then L(f) =
∫ 1

0
fdµ1 +

∫ 1

0
f ′dµ2 for µ1, µ2 signed borel

measures on [0, 1]. We claim that C∗ = {L : L(f) =
∫ 1

0
fdµ for positive measure µ}.

One inclusion is obvious. Now, let L ∈ C∗. L(f) =
∫ 1

0
fdµ1 +

∫ 1

0
f ′dµ2 for µ1, µ2

signed borel measures. Let P1, N1, P2 and N2 be the positive and negative sets of µ1

and µ2 respectively. Suppose N1 is not empty. Take f positive differentiable function

such that is null in P1, increasing in N1∩N2 and decreasing in N1∩P2. Then L(f) ≤ 0,

which is absurd. Then N1 is empty and µ1 is positive. Analogously, P2 and N2 are
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empty and µ2 is the null measure. Now, C is self-dual as if
∫ 1

0
fdµ > 0 for every

positive measure µ, then f is a positive function. Lets compute the order norm of C.

We have

||f ||e = inf{λ > 0 : −λ < f(x) < λ for all x} = sup |f(x)| = ||f ||∞.

With this norm, C1[0, 1] is not a Banach space, but its closure C[0, 1] is.

In many cones, the original norm is actually equivalent to the order unit norm:

Lemma 2.11. Let V be a real Banach space with a symmetric cone Ω ⊂ V . Give V

the partial order induced by Ω, and let e be an element in Ω. Then e is an archimedean

order unit, and the unit norm || · ||e is equivalent to the original norm || · || if and only

if the cone Ω is normal.

Proof. Take x in V such that λx ≤ e for every positive λ. Then, as e− λx is positive,

we have that ϕ(e− λx) ≥ 0 for every positive functional ϕ. Then, ϕ(e) ≥ λϕ(x). As

ϕ(e) > 0, we have that it is an order unit of the real numbers, which is archimidean.

Then ϕ(x) ≤ 0. As this is true for every positive functional, we have that x is negative;

thus e is archimedean. By the Lemma 2.8, || · ||e ≤ c|| · || for some positive c. From

Lemma 2.5 we see that we have a reversed inequality if and only if Ω is normal. �

2.2. Jordan Algebras and the spectrum. Let V be a real vector space with prod-

uct ◦, possibly infinite dimensional. Then (V, ◦) is a Jordan algebra if ◦ is commutative

and

(1) x2 ◦ (x ◦ y) = x ◦ (x2 ◦ y).

Every associative algebra can be made into a Jordan algebra with the Jordan product

x◦y = xy+yx
2

. These algebras are the special Jordan algebras. A fundamental theorem

in the theory follows (see [10, pag. 41]):

Theorem 2.12 (McDonald’s Theorem). Every polynomial Jordan identity in three

variables and 1, which is of degree at most 1 in one of these variables and holds for

all special Jordan algebras, is valid for all Jordan algebras.

Definition 2.13 (Quadratic representation). For fixed x ∈ V, define the operator Lx :

V → V by means of Lxy = x◦y, and consider the linear operator Ux = 2L2
x−Lx2 . This

is a representation of V in B(V) which is quadratic in x, the quadratic representation

of V. If we compute the quadratic representation in an associative algebra with the

Jordan product a ◦ b = 1/2(ab+ ba), we obtain Ux y = xyx.

The quadratic representation gives us a bilinear representation:

(2) Ux,y =
1

2
(Ux+y −Ux −Uy) =

1

2
Dy U(x) = LxLy + LyLx − Lx◦y.

where Dyf(x) denotes the differential of the map f at the point y, in the direction of

x. In an associative algebra with the Jordan product a ◦ b = 1/2(ab+ ba), we obtain

Ux,y z =
1
2
(xzy + yzx).
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It is possible to build the Jordan structure around the quadratic representation, to

get an equivalent formulation. The most important property of this representation is

the fundamental formula:

(3) U Ux y = UxUy Ux = U Ux(Uy),

where the last U is the quadratic representation of the associative algebra of operators

B(V) with the Jordan product a ◦ b = 1/2(ab + ba). A proof for JB-algebras can be

derived using that it holds in a special JB algebra, and then using the theorem of

McDonald cited above.

Remark 2.14 (Invertible elements). An element x ∈ V is invertible if there exists

y ∈ V such that Ux y = x and Ux y
2 = 1. Note that althoug this definition implies

that x ◦ y = 1, it is not equivalent to it. However: an element x is invertible if and

only if Ux is an invertible operator (for a proof see [16, Part II, Criterion 6.1.2]).

Moreover, x, y are invertible if and only if Ux y is also invertible: this is plain from

UUx y = UxUy Ux (the fundamental formula) and the previous result.

Definition 2.15 (Spectrum). For x ∈ V, the spectrum of x is defined as

σ(x) = {λ ∈ R such that x− λ1 is not invertible}.
Being the same set as the spectrum of a as an element of the C∗-algebra generated by

1, a, the spectrum is a nonempty compact set with nice properties, see Remark 2.21

below, see [1, p. 18] and [5, § 10] for further details.

Definition 2.16 (Positive cone of a Jordan algebra). Given V a Jordan algebra an

element x ∈ V is positive if σ(x) is contained in the positive numbers. We denote by

Ω the set of positive elements in V. The set Ω is a convex cone and Ω ∩ (−Ω) = ∅,
hence Ω ⊂ V is an open proper cone. Thus we have partial order in V as in the

previous section: given x, y ∈ V, then x < y if y − x ∈ Ω. It is plain that Ω is the set

of elements with nonnegative spectrum, by the lower-semicontinuity of the spectrum

map.

2.2.1. JB-algebras. Our general reference for JB-algebras are the books [9] and [5].

Definition 2.17 (JB-algebras). Let V be a Jordan algebra with norm ‖ · ‖ such that

(V, ‖ · ‖) is a Banach space. The space V is a JB-algebra if

1) ‖x ◦ y‖ ≤ ‖x‖‖y‖ 2) ‖x2‖ = ‖x‖2 3) ‖x2‖ ≤ ‖x2 + y2‖.

Then every JB-algebra is formally real : if x2 + y2 = 0, then both x = y = 0. The

order norm in V is the norm induced by the partial order and the chosen unit order

e = 1 in the cone Ω ⊂ V (Definition 2.2):

‖x‖ = inf{λ > 0 : −λ1 < x < λ1}.

Remark 2.18. Every JB-algebra is archimedean: for every x in V there exists λ > 0

such that −λ1 < x < λ1 (see [9, Proposition 3.3.10] for a proof). Moreover, the order

norm coincides with the original norm of the space V [9, Proposition 3.3.10].
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As we said before, if x has inverse y it implies that x◦ y = 1 but this is not equivalent

to being invertible. In other words, Lx invertible implies that x is invertible, but not

the other way around. From this it is apparent that in general σ(x) ⊂ σ(Lx) without

equality.

Definition 2.19. A subalgebra A ⊂ V is called a strongly associative subalgebra if

[La, Lb] = 0 for all a, b ∈ A. For x ∈ V, we have [Lxn, Lxj ] = 0 for all n, j; thus

if we let C(x) denote the closed subalgebra generated by x, then C(x) is a strongly

associative subalgebra.

Thus there is an alternate characterization of invertibility, we include the proof to

illustrate the methods:

Lemma 2.20. An element x ∈ V is invertible if and only if there exists y ∈ C(x) such
that x ◦ y = 1.

Proof. If x is invertible, then Ux is an invertible operator and x−1 = U−1
x x. Since the

inverse of Ux can be approximated with polynomials in Ux = 2(Lx)
2−L2

x, and Lx, Lx2

commute and are self-maps of C(x), we see that x−1 = U−1
x x ∈ C(x). Conversely, if

there exists y ∈ C(x) such that x ◦ y = 1 then y also satisfies the condition Ux y
2 = 1,

as C(x) is associative. �

Remark 2.21 (Square roots and logarithms). The order norm on a JB-algebra allows

the continuous functional calculus on V. The associative commutative Banach algebra

C(x) is isometrically isomorphic to C(σ(x)); a proof can be found in [9, Theorem 3.2.4],

and it uses a complexification of C(x) and the known spectral theorem for complex

algebras. Then Ω can be characterized as the cone of squares of V: every positive

element has an square root, and as σ(x2) = {λ2, λ ∈ σ(x)}, every square is positive.

Likewise, we can also characterize Ω = eV: every positive element has a real logarithm,

and σ(ex) = {eλ, λ ∈ σ(x)}, so the exponential of every element is positive. Note that

the quadratic representation is injective in the cone Ω. Take x, y positive elements

such that Ux = Uy. Then x2 = Ux(1) = Uy(1) = y2. Since there exists an unique

positive square root, we have x = y.

The following formula relating the product and the quadratic representation is well-

known; it will be useful later and we include a proof to shows that is also works well

in the complexification of V (see the next section):

Lemma 2.22. Let v be an element in V. Then e2Lv = Uev .

Proof. Let F : R → B(V) be Ft = Uetv . As both e
t
2
v and esv belong to C(v), we have

that U
e
t
2 v e

sv = e(s+t)v. Then,

Fs+t = U(s+t)v = UU
exp( t2 v)

esv = U
e
t
2 v Uesv Ue

t
2 v = F 2

t
2
Fs.

Replacing with s = 0, we have that Ft = F 2
t/2. Then Fs+t = FsFt = FtFs thus F is a

one-parameter group. Now F ′(0) = D1(U−)e
0vv = 2Uv,1 = 2Lv, so it must be that

that F (t) = e2tLv . �
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Remark 2.23 (The positive cone of a JB-algebra is symmetric and normal). The

cone Ω is obviously proper and open, and it is homogeneous, as for every positive x

and y we have that y = Uy1/2 Ux−1/2 x. The cone is self dual: this follows from the

fact that x ≥ 0 if and only ϕ(x) ≥ 0 for any ϕ ∈ Ω∗, and the fact that for any x ∈ V

there exists ϕ ∈ Ω∗ such that ϕ(x) = ‖x‖ (see [9, Lemma 1.2.5] for a proof). Finally,

the cone Ω is also normal by Lemma 2.11 since in this case the original norm is the

order unit norm.

A Banach space with Jordan structure and symmetric cone of positives Ω cannot be

a JB-algebra if the cone Ω is not normal, by Lemma 2.11. Let us show an explicit

example of this situation:

Remark 2.24 (A Banach Jordan algebra whose norm is not equivalent to a JB-alge-

bra norm). As we have seen in Example 2.10, the cone Ω = {f : f(x) > 0 for all x} in

C1[0, 1] with the norm ||f ||C1 = ||f ||∞ + ||f ′||∞ is not normal. Note that (C1[0, 1], || ·
||C1) is a Banach space and that Ω is the cone of positive elements, as σ(f) = Im(f).

As the cone is not normal, || · ||C1 cannot be equivalent to a JB-algebra norm.

The following nice characterization was recently proved by Chu [7, Theorem 3.2],

and gives a good geometric picture of the correspondence among JB-algebras and

homogeneous normal cones:

Theorem 2.25. Let Ω be an homogeneous normal cone in a real Banach space V.

Then V is a unital JB-algebra (in an equivalent norm) with Ω as its positive cone, if

and only if there exists a symmetric Banach manifold structure in Ω in the sense of

Loos.

See [6, Example 1.6] for the axiomatic definition of a structure of symmetric Banach

manifold X , which essentially involves that each point of x ∈ X is the unique fixed

point of an involutive symmetry around x.

2.3. Spectrum of the representations and positivity. Functional calculus will

link the positivity of elements with the positivity of their quadratic operators.

Let V a JB-algebra, and consider VC = V⊕iV the Jordan algebra complexification of

V. We have that VC is a JB∗-algebra with a natural involuton (a+ ib)∗ = a− ib, and

V = {v ∈ V
C : v∗ = v}.

Definition 2.26 (Numerical ranges). Let x ∈ V
C. The numerical range of x is the

set

V (x) = {φ(x) : φ ∈ (VC)∗, φ(1) = ‖φ‖ = 1} ⊂ C.

An element x ∈ V
C is Hermitian if V (x) ⊂ R. We have that V = Herm(VC) by

Theorem 7 in [24]. The set V (x) is compact, convex and nonempty. If x ∈ V, we have

that V (x) = co(σ(x)), where co(Σ) is the convex hull of the set Σ ⊂ C (see [5, § 10]

for a proof of these facts).

Let X be a complex Banach space, let T ∈ B(X). The intrisic numerical range of T

is the set

V (T ) = {ψ(T ) : ψ ∈ B(X)∗, ‖ψ‖ = ψ(1) = 1},
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and the spatial numerical range of T is the set

W (T ) = {ψ(Tz) : ψ ∈ X∗, z ∈ X,ψ(z) = 1, ‖ψ‖ = ‖z‖ = 1}.
We have co(W (T )) = V (T ) and V (T ) is compact nonempty and convex (see [15]).

An operator T ∈ B(X) is Hermitian if W (T ) ⊂ R (equivalently, if V (T ) ⊂ R).

Lemma 2.27. For x ∈ V
C, consider the complexification Lx of Lx given by Lx(v +

iw) = Lxv + iLxw for v, w ∈ V. Then V (x) = W (Lx).

Proof. Suppose there is a value φ(x) in V (x) with φ(1) = ‖φ‖ = 1. Take z = 1 ∈ V,

take ψ = φ; then ψ(z) = φ(1) = 1 and ‖z‖ = ‖1‖ = 1, ‖ψ‖ = ‖φ‖ = 1, so ψ(Lxz)

belongs to W (Lx). But ψ(Lxz) = φ(x), so we have V (x) ⊂ W (Lx). Reciprocally,

suppose there is a value ψ(Lxz) in W (Lx) with ψ(z) = 1, ‖ψ‖ = ‖z‖ = 1. Define

φ(y) = ψ(Lyz) which is clearly linear and bounded. We have that φ(1) = ψ(z) = 1.

Moreover,

‖φ‖ = ‖ψ ◦ Lz‖ ≤ ‖ψ‖ ‖Lz‖ = ‖ψ‖ ‖z‖ = 1,

and as φ(1) = 1, ‖φ‖ = 1. Then φ(x) belongs to V (x). But φ(x) = ψ(Lxz), so we

have W (Lx) ⊂ V (x). �

Remark 2.28 (x versus Lx). If x ∈ V, we consider the complexification Lx ∈ B(VC)

and by the previous lemma and remarks we have

V (Lx) = co(W (Lx) = co(V (x)) = V (x) ⊂ R .

Thus Lx is Hermitian and V (Lx) = co(σ(Lx)) (see [5, § 10]). Hence for x ∈ V we have

co(σ(Lx)) = V (Lx) = co(W (Lx)) = co(V (x)) = V (x) = co(σ(x)) ⊂ R

(this is essentially Theorem 6 in [25]).

Definition 2.29. If we say that Lx is positive if σ(Lx) ⊂ (0,+∞), and that it

is negative if σ(Lx) ⊂ (−∞, 0), we see that x ∈ V is non-negative if and only if

Lx is non-negative; and x is non-positive if and only if Lx is non-positive. Now it

is not hard to see that σ(Lx) ∩ R = σ(Lx), where the latter is the set {t ∈ R :

Lx − t1 is not invertible in B(V)}. Thus we can conclude that Lx has non-negative

spectrum (resp. non-positive) if and only if x ∈ Ω (resp. x ∈ −Ω).

Recall that an element x ∈ V is central if Lx commutes with Lz for all z ∈ V.

Definition 2.30 (Central symmetries). Let p = p2 ∈ V be an idempotent. We say

that p is a central projection if p is a central idempotent of V. The element εp = 2p−1

is a central symmetry, that is εp is invertible and εp = ε−1
p . The elements 0, 1 ∈ V are

central projections with ε1 = 1, ε0 = −1. If ε is a central symmetry then Uε = 1,

inded:

Uε z = 2ε ◦ (ε ◦ z)− ε2 ◦ z = 2z ◦ ε2 − z = z.

Remark 2.31 (U is usually not Hermitian but has real spectrum). Unlike the L

operators, the quadratic operator Ux is Hermitian if and only if x is central (see [25,

Theorem 14]). Now, if Ux denotes the complexification of Ux to V
C, with the same
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proof than Lemma 2.22 we have that e2Lx = Ux for any x ∈ V
C. In particular this

shows that for Z = B(V), the inclusion exp(Herm(Z)) ⊂ Herm(Z) does not hold,

answering in the negative Problem 6.1(b) in [18]; if x ∈ V is not a central element,

then we have an Hermitian element a = Lx ∈ B(Z) such that a2 = 1/2(Ux + Lx2) is

not Hermitian.

Remark 2.32. If x ∈ Ω we can write x = ev for v ∈ V, and then σ(Ux) = σ(e2Lv) ⊂
(0,+∞), since σ(Lv) ⊂ R. Then σ(Ux) = σ(Ux) ∩ R ⊂ (0,+∞) also.

What follows is the main result of this section. For simple Euclidean Jordan algebras

(which are finite dimensional), one can use the Pierce decomposition relative to a

Jordan frame to obtain a very simple proof of this theorem (see [8, Lemma VIII.2.7]).

Theorem 2.33. Let x ∈ V a JB-algebra. Then σ(Ux) ⊂ (0,+∞) if and only if x = vε

where v is positive and ε is a central symmetry of V.

Proof. Assume that x = vε with positive v and central symmetry ε. We have that

Ux = Uvε = Uv Uε = Uv, as ε is central; so we can assume that x is positive.

But then σ(Ux) ⊂ (0,+∞) follows from the previous remark. To prove the converse

statement we will use the Pierce decomposition. Given two supplementary orthogonal

idempotents e and e′ = 1−e one can define three projections Ue, Ue′ and 2Ue,e′. They

form a supplementary family of projection operators on V, which breaks into the

direct sum of their ranges. For more details see [16, Part II, Chapter 8]. Let x ∈ V an

invertible element, let χ+ denote the characteristic function of the positive numbers,

and let χ− denote the characteristic function of the negative numbers (both continuous

functions on σ(x), as 0 does not belong to the spectrum of x). Let p+ = χ+(x) and

p− = χ−(x). Since χ++χ− = 1, χ+χ− = 0 and χ2
± = χ±, p+ and p− are supplementary

orthogonal idempotents, ie. p2± = p±, p+ + p− = 1 and p+ ◦ p− = 0. Note that x

is either positive or negative if and only if they are the unit and the null elements.

Consider the operators Up+ , Up− and 2Up+,p−. Since p+ and p− are idempotents

belonging to the strongly associative subalgebra C(x), by [10, Chapter 1, Section 8,

Lemma 8] we have that U2
p+ = Up2+

= Up+, and U2
p− = Up2−

= Up−. So Up+ and

Up− are projections; moreover by the same lemma, Up+Up− = Up+◦p− = U0 = 0,

thus they are orthogonal and their sum S = Up++Up− is also a projection. As

Up+ +Up− +2Up+,p− = Up++p− = U1 = Id, from 2Up+,p− = 1 − S we conclude that

2Up+,p− is also a projection. Let J0 be the range of 2Up+,p−, J+ the range of Up+ and

J− the range of Up−. Note that this decomposition is trivial if x is positive: in this

case J+ = V and the other two spaces are the null space. Similarly, if x is negative,

J− = V and the other two spaces are null. In general, J0 is trivial if and only if p+
is central. If p+ is central so is p− and Lp+Lp−y = p+ ◦ (p− ◦ y) = y ◦ (p+ ◦ p−) = 0,

then Up+,p− = 0 and J0 is trivial. If J0 is trivial, then Up+,p− = 0 and in particular

Lp+Lp− = 0. This implies that L2
p+

= Lp+ and that Up+ = Lp+ = Lp2+
, and by [25,

Theorem 5] p+ is central. Now, if J0 is trivial and p+ central define v = p+x − p−x,

which is positive as it is the sum of two positive elements, and εp = 2p+− 1, a central

symmetry as p+ is a central projection. An easy computation gives us x = vεp. If
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J0 is not trivial, we claim that Ji is an invariant space by Ux. To prove it, let y ∈ V

belong to J+, i.e. y = Up+ y. Since x and p+ belong to the strongly associative Jordan

subalgebra C(x),
Ux y = Ux Up+ y = Uxp+ y = Up+x y = Up+ Ux y,

thus Ux y belongs to J+ and J+ is invariant by Ux. An analogous computation tells

us that J− is also invariant. Now, let y belong to J0, y = 2Up+,p− y, then

Ux y = Ux 2Up+,p− y = Ux(Up++p− −Up+ −Up−)y = (Up++p− −Up+ −Up−) Ux y

= 2Up+,p− Ux y,

and it follows that Ux y belongs to J0 hence J0 is invariant by Ux. Since we have

Up+ +Up− +2Up+,p− = Id, then ⊕Ji = V, and as each Ji is invariant for Ux, we have

that

σ(Ux) = σ(Ux |J+) ∪ σ(Ux |J−) ∪ σ(Ux |J0).
We have to study the restriction of Ux to each subspace. Let us study first the

restriction of Ux to J+ and J−: if y belongs to J+, then Ux y = UxUp+ y = Uxp+ y

(again, the last equality holds by [10, Chapter 1, Section 8, Lemma 8], as x and

p+ belong to C(x)). Define x+ = xp+, then Ux |J+ = Ux+ . Analogously, define

x− = xp− and we have that Ux |J− = Ux−
. Note that the spectrum of x+ is the positive

component of the spectrum of x, and the spectrum of x− is the negative component

of the spectrum of x. As such, x+ is positive and x− is negative, and as we proved

before, Ux+ and Ux−
are positive operators. Then, σ(Ux |J+), σ(Ux |J−) ⊂ R>0. Since

x+ + x− = x, and as x, p+ and p− belong to an associative subalgebra of V, we have

that x+ ◦ x− = (xp+) ◦ (xp−) = x2 ◦ (p+ ◦ p−) = 0. Now let us study the restriction

of Ux to J0: if y belongs to J0, then

Ux y = Ux 2Up+,p− y = Ux(Id− Up+ −Up−)y = (Ux −UxUp+ −UxUp−)y

= (Ux++x−
−Ux+ −Ux−

)y = 2Ux+,x−
y.

Moreover, as x+, x− belong to the commutative associative subalgebra C(x), we have
that Lx+ and Lx−

commute, and since x+ ◦ x− = 0, then

2Ux+,x−
= 2(Lx+Lx−

+ Lx−
Lx+ − Lx+◦x−

) = 4Lx+Lx−
.

Suppose that σ(Ux) ⊂ (0,+∞), in particular Ux is invertible, thus x is invertible

(Remark 2.14). Assumming that the spectrum of x has a positive and a negative

value, we will arrive to a contradiction. We have to analyze the restriction of Ux to

J0, which is not null. Since Lx+ commutes with Lp+ and Lp−, it is plain that Lx+

commutes with Up+,p− thus J0 is invariant for Lx+ . Likewise, J0 is invariant for Lx−
.

Then

σ(Ux |J0) = σ(2Ux+,x− |J0) = 4σ(Lx+Lx−
|J0) ⊂ 4σ(Lx+Lx−

).

Now if A,B are commuting elements of a Banach algebra, then σ(AB) ⊂ σ(A)σ(B),

and since the spectrum of Lx+ is positive and the spectrum of Lx−
is negative by

Remark 2.28 and the fact they commute we have that

σ(Ux |J0) ⊂ 4σ(Lx+Lx−
) ⊂ 4σ(Lx+)σ(Lx−

) ⊂ (−∞, 0].
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As Ux is invertible and J0 is not null, σ(Ux |J0) ⊂ (−∞, 0) and this shows that Ux has

a negative number in its spectrum, a contradiction. �

Remark 2.34. For x ∈ V invertible, if χ± denotes the characteristic function of the

positive and negative parts of σ(x), we can write x = x+ + x− = p+x + p−x with

p± = χ±(x) ∈ C(x). Then the previous proof shows that

Ux = Ux+ +Ux−
+4Lx+Lx−

,

the sum of 3 mutually disjoint operators acting on the subspaces J+ = Ran(Up+),

J− = Ran(Up−) and J0 = Ran(Up+,p−) respectively, with V = J+ ⊕ J− ⊕ J0. Thus

σ(Ux) = σ(Ux+) ⊔ σ(Ux−
) ⊔ 4σ(Lx+Lx−

)

and moreover σ(Lx+Lx−
) ⊂ σ(Lx+)σ(Lx−

) since these commute.

3. The structure group and its Lie algebra

We will consider a group of automorphisms that will act on Ω; we want it to be a

Banach-Lie group. To give an appropiate Lie and manifold structure to the group of

transformations that fix the cone, we will study first a larger group and derive the

structure from there. If we look at the fundamental formula (3), all transformations

g ∈ B(V) in the image of the quadratic representation of V have the property that

Ugx = gUx g for all x ∈ V. In other words, for each g there exists another transforma-

tion (in this case the same g) such that the equality holds. There are other distinctive

transformations that share the same property:

Definition 3.1 (Structure Group). The structure group of V is the set of g ∈ GL(V)

such that there exists another g∗ ∈ GL(V) with

Ugx = gUx g
∗

for all x in V. We denote the structure group as Str(V), below we recall how is it

in fact a group, and present it in a fashion that will enable the construction of its

Banach manifold structure.

Remark 3.2 (The adjoint and group operations). Clearly Id belongs to Str(V),

as UIdx = Ux = IdUx Id. If g and h belong to Str(V), then Ughx = gUhx g
∗ =

ghUx h
∗g∗, so gh belongs to Str(V) and (gh)∗ = h∗g∗. Finally,

Ug−1x = g−1gUg−1x g
∗(g∗)−1 = g−1Ugg−1x(g

∗)−1 = g−1Ux(g
∗)−1,

so g−1 belongs to Str(V) and (g−1)∗ = (g∗)−1.

If g belongs to the structure group so does g∗, and (g∗)∗ = g. To prove it, note that

for x = 1, we have Ug1 = gU1 g
∗ = gg∗, thus

g∗ = g−1Ug1 ∀g ∈ Str(V) .

Ug1 also belongs to the structure group, hence g∗ = g−1Ug1 belongs to Str(V). More-

over,

(g∗)∗ = (g−1Ug1)
∗ = U∗

g1(g
−1)∗ = Ug1((g

∗)−1) = Ug1((g
−1Ug1)

−1) = Ug1U
−1
g1 g = g.
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Remark 3.3. Let y be an invertible element in V, then Uy belongs to the structure

group and U∗
y = Uy. This is a direct consequence of the fundamental formula and

from the fact that y is invertible if and only if Uy is invertible.

Remark 3.4. If g ∈ Str(V), then we know that for every x ∈ V we have Ugx = gUx g
∗.

Then, for every invertible x, we see that Ugx is invertible, and so is gx. As we discussed

before, g∗ = g−1Ug1 and then it is clear that g ∈ Str(V) if and only if g(1) is invertible

and

Ugx = gUx g
−1Ug1 ∀ x ∈ V .

Note also that since for g ∈ Str(V) we have Ug1 = gU1 g
∗ = gg∗, then by Theorem

2.33 σ(gg∗) ⊂ (0,+∞) if and only if g(1) = vεp for v ∈ Ω and εp central symmetry.

Lemma 3.5. Let g ∈ GL(V). Then g ∈ Str(V) if and only if

Ugx = gUx g
−1Ug1 and Ug−1x = g−1Ux gUg−1(1) ∀ x ∈ V .

Proof. As we discussed above, when g ∈ Str(V), then g(1) is invertible and we have

g∗ = g−1Ug1; moreover g−1 ∈ Str(V) thus g obeys both equations of the lemma. Now

assumme that g ∈ GL(V) obeys both equations. In particular replacing x = g−1(1) in

the first equation and x = g(1) in the second we have

1 = U1 = gUg−1(1) g
−1Ug1 and 1 = U1 = g−1Ug1 gUg−1(1) .

This tells us g−1Ug1 is invertible (with inverse gUg−1(1)), thus Ug1 is invertible, hence

g(1) is invertible. Now if we define g∗ = g−1Ug1 it is clear that g∗ ∈ GL(V), and on

the other hand because of the first equation Ugx = gUx g
∗, thus g ∈ Str(V). �

Remark 3.6 (Complexification of operators in the Structure Group). Let g ∈ Str(V),

let gC(a+ ib) = ga+ igb be its complexification to V
C, then g ∈ GL(V) and, denoting

gC = g for short, we have

Ug(a+ib) = Uga+igb = Uga+Uigb +2Uga,igb = Uga−Ugb +2iUga,gb

= Uga−Ugb +i(Uga+gb −Uga−Ugb)

= gUa g
∗ − gUb g

∗ + i(gUa+b g
∗ − gUa g

∗ − gUb g
∗)

= gUa g
∗ − gUb g

∗ + i(gUa g
∗ + gUb g

∗ + 2gUa,b g
∗ − gUa g

∗ − gUb g
∗)

= gUa g
∗ − gUb g

∗ + 2igUa,b g
∗ = g(Ua−Ub +2iUa,b)g

∗

= gUa+ib g
∗.

Thus gC belongs to Str(VC)

Definition 3.7. An element k ∈ GL(V) is a multiplicative automorphism of V (or an

automorphism of V for short) if k(a ◦ b) = k(a) ◦ k(b) for all a, b ∈ V. We will denote

this set with Aut(V).

Note that k(Lxy) = k(x ◦ y) = (kx) ◦ (ky) = Lkxky, then

kLvk
−1 = Lkv and Ukv = kUv k

−1 ∀ v ∈ V .
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In particular Aut(V) preserves the invertibles and k(v)−1 = k(v−1). Moreover Aut(V)

preserves the cone Ω, since k(v2) = (kv)2 and the cone can be characterized as the

set of invertible squares in V (Remark 2.21).

Remark 3.8 (Aut(V) is a subgroup of Str(V) and if k ∈ Aut(V), then k∗ = k−1).

This can be seen as follows: k is a multiplicative automorphism, then

kUx(b) = k(2x ◦ (x ◦ b)− x2 ◦ b) = 2k(x) ◦ (k(x) ◦ k(b))− k(x)2 ◦ k(b) = Uk(x)(k(b))

thus kUx = Ukx k, and if we set k∗ = k−1 we clearly have Ukx = kUx k
−1 = kUx k

∗

which proves the assertions.

The following well-known characterization will be used repeatedly. Since we are in-

terested in both the real and complex cases, we include a proof:

Lemma 3.9. Let k ∈ Str(V), then k ∈ Aut(V) if and only if k1 = 1. Likewise, if

k ∈ Str(V C), then k ∈ Aut(V C) if and only if k1 = 1.

Proof. Suppose k ∈ Aut(V), then k ∈ Str(V) by the previous remark. From Uk1 =

kU1 k
−1 = Id we see that Uk1 is invertible thus k(1) is invertible (Remark 2.14). Now

k(1) = k(12) = k(1)2, thust k(1) = 1.

Now, suppose k ∈ Str(V), k(1) = 1. We have that k∗ = k−1Uk1 = k−1. Then,

Ukx = kUx k
−1. Note that as k(1) = 1, k−1(1) = 1. Then

k(x)2 = Ukx(1) = kUx k
−1(1) = k(x2).

Linearizing, we have that k(x ◦ y) = k(x) ◦ k(y), and k belongs to the automorphism

group. The proof for the complex case is identical. �

The following theorem will be proven later. The “only if” part is nontrivial in infinite

dimension and it follows from the caracterization of positive Ux obtained in Theorem

2.33:

Theorem 3.10. Let g ∈ Str(V). Then g∗ = g−1 if and only if g = Lεk, where

k ∈ Aut(V) and ε is a central symmetry of V.

Definition 3.11 (Inner Structure group). The Inner Structure Group of V is the set

InnStr(V) = 〈Ux〉x∈V invertible.

InnStr(V) is obviously a subgroup of Str(V). If g ∈ Str(V) and x ∈ V invertible, we

have that Ugx = gUx g
∗ = gUx g

−1Ug1. Then gUx g
−1 = UgxU

−1
g1 , which belongs to

InnStr(V), thus InnStr(V) is a normal subgroup.

3.1. The Banach-Lie group Str(V) and its Banach-Lie algebra. We will now

establish a differentiable structure for Str(V). As V is a Banach space, we can give the

operator space the supremum norm, wich makes it also a Banach space. This way, the

invertible operators form a Lie group with Lie algebra gl(V) = B(V). Moreover, in this

norm the quadratic representation is continuous, so the condition for the structure

group is a closed one. Then, the structure group is a closed subgroup of GL(V).

We will see that Str(V) is a Lie subgroup (i.e. and embedded closed submanifold
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of GL(V) with its Lie group structure). This is non-trivial if the dimension of V is

infinite, since Lie’s closed subgroup theorem does not hold for infinite dimensional

Banach-Lie groups.

Remark 3.12. The following facts will be useful soon:

(1) if gt is a smooth path in GL(V), then from (gt)
−1gt = Id, differentiating with

respect to t it is plain that d
dt
(gt)

−1 = −(gt)
−1g′t(gt)

−1. In particular if g0 = Id

and g′0 = H ∈ B(V), then (g−1)′t=0 = −H .

(2) If G is a Banach-Lie group, then the exponential map of G is a local diffeo-

morphism around 0 ∈ Lie(G), the Banach-Lie algebra of G, and moreover

D0(exp) = IdLie(G).

(3) If H ⊂ G is a Banach-Lie subgroup of G, we define Lie(H) = T1H ⊂ T1G =

Lie(G). Then Lie(H) is a Banach-Lie subalgebra of Lie(G) and

Lie(H) = {v ∈ Lie(G) : exp(tv) ⊂ H ∀ t ∈ R}.

The inclusion ⊃ is clear. On the other hand if v = g′0 with gt ⊂ H and g0 = 1,

then since the exponential map of G is a local diffeomorphism around 1 ∈ G,

we can lift it to a smooth path Γ ⊂ Lie(G) with Γ0 = 0, hence γt = eΓt (note

that v = γ′0 = D(exp)0Γ
′
0 = Γ′

0). Then

etv = etΓ
′
0 = lim

n
enΓ(t/n) = lim

n
γ(t/n)n ∈ H

since γ(t/n) ∈ H for each t, n, and H is a closed subgroup.

Definition 3.13. A subgroup H ⊂ GL(V) is an algebraic subgroup if there exists a

family of polynomials in two variables Pi = Pi(A,B) with Pi : B(V) × B(V) → B(V)

such that Pi(h, h
−1) = 0 for each of the polynomials Pi and every h ∈ H . The

algebraic subgroup Theorem [4, Theorem 4.13] states that any algebraic subgroup of

GL(V) is in fact a Banach-Lie subgroup (closed, embedded and with complemented

Lie algebra).

Theorem 3.14. Str(V) is an algebraic subgroup of GL(V). Then Str(V) is an em-

bedded Lie group, and if U = {X ∈ B(V) : ‖X‖ < π
3
}, then

exp(U∩Lie(Str(V))) = exp(U) ∩ Str(V) .

Moreover Lie(Str(V)) = str(V), with

str(V) = {H ∈ B(V) such that ∃H ∈ B(V) : 2 Ux,Hx = H Ux−UxH ∀ x ∈ V}.

Proof. Define for each x ∈ V and A,B ∈ B(V) the polynomials

Px(A,B) = UAx−AUxB UA1 Qx(A,B) = UBx −B UxAUB1 .

By Lemma 3.5 we know that g ∈ GL(V) belongs to the structure group if and only if

Px(g, g
−1) = 0 = Qx(g, g

−1) for all x ∈ V, so Str(V) is an algebraic sugroup of GL(V).

Then, it is an embedded Lie group and the assertion on the neighbourhoods follows

from the fact that the degree of the polynomials is 3 (see [4, Theorem 4.13]). Let gt
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be a smooth path in the structure group Str(V), with g0 = Id, g′0 = H ∈ Lie(Str(V)).

Let’s compute the differential of g∗. As g∗ = g−1Ug1,

(g∗)′0 = (g−1)′0Ug01+g
−1
0 (Ug1)

′
0 = −H +Dg01(U−)g

′
01

= −H + 2U−,g01H1 = −H + 2UH1,1

by equation (2). As gt is in the structure group for every t, we have that Ugtx =

gtUx g
∗
t . Differentiating this equality, we obtain

d

dt
(Ugtx)|t=0 = Dg0x(U−)g

′
0x = 2Ux,Hx

on the left side and g′0Ux g
∗
0 + g0Ux(g

∗)′0 = H Ux +Ux(−H + 2UH1,1) on the right

side. Then if we take H = H − 2UH1,1 it follows that 2Ux,Hx = H Ux−UxH, which

shows the inclusion ⊂. Now, assume that H ∈ B(V) is in the right-hand set, by the

previous remark it suffices to show that etH belongs to the structure group for all

t ∈ R. Consider ft = UetHx and gt = etH Ux(e
tH)∗ = etH Ux e

−tH UetH1. We want to

see that both functions are equal. First, notice that f0 = Ux = g0. Moreover, we have

f ′
t = DetHx(U−)e

tHHx = 2UetH ,etHHx = 2UetH ,HetHx = H UetHx −UetHxH

= Hft − ftH,

and

g′t = etHH Ux e
−tH UetH1−etH Ux e

−tHH UetH1+e
tH Ux e

−tHDetH1(U−)e
tHH1

= etHH Ux e
−tH UetH1−etH Ux e

−tHH UetH1+2etH Ux e
−tH UetH1,HetH1

= etHH Ux e
−tH UetH1−etH Ux e

−tHH UetH1+e
tH Ux e

−tH(H UetH1−UetH1H)

= HetH Ux e
−tH UetH1−etH Ux e

−tH UetH1H

= Hgt − gtH.

Then, by the uniqueness of solutions of ordinary differential equations in the Banach

space B(V), ft = gt for all t ∈ R. �

From the previous proof we know that if H ∈ str(V) then H = H − 2UH1,1. We will

now recall how str(V) is the direct sum of two distinct subspaces.

Remark 3.15 (L operators). By Lemma 2.22, the exponential of the left-multiplication

operators are U-operators. Moreover, as for every t and every v ∈ V we have that

etLv ∈ Str(V), the left-multiplication operators Lv belong to str(V). The latter is a

Banach subspace of B(V), which we denote L = {Lv, v ∈ V} ⊂ str(V).

Remark 3.16 (Derivations). Let Der (V) be the subspace of derivations i.e. D ∈ B(V)

such that D(x ◦ y) = Dx ◦ y + x ◦Dy for all x, y ∈ V. It is plain that Der (V) ⊂ B(V)

is a Banach-Lie subalgebra.

Theorem 3.17. Aut(V) ⊂ Str(V) is an algebraic subgroup of GL(V), in particular it

is an embedded Banach-Lie subgroup, and if U = {X ∈ B(V) : ‖X‖ < π
2
}, then

exp(U∩Lie(Aut(V))) = exp(U) ∩ Aut(V) .
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Moreover for its Banach-Lie algebra aut(V) = Lie(Aut(V)) ⊂ str(V) we have aut(V) =

Der (V).

Proof. Define for each x, y ∈ V the polynomial Px,y(A) = A(x ◦ y)−A(x) ◦A(y). The
group of automorphisms is the intersecction of the zeros of every Px,y. Then, it is an

algebraic group and therefore an embedded Lie group: this fact and the assertion of

the neighbourhoods follows from the algebraic subgroup theorem [4, Theorem 4.13]),

noting that the polynomials have degree 2. Since Aut(V) ⊂ Str(V) it is plain that

aut(V) = Lie(Aut(V)) is a Banach-Lie subalgebra of str(V). Now let γ be a path of

automorphisms, γ0 = Id, γ′0 = D. As γt is an automorphism for every t, we have that

γt(x ◦ y) = γtx ◦ γty. Differentiating this, we obtain

γ′t(x ◦ y) = γ′tx ◦ γty + γtx ◦ γ′ty,
and for t = 0 we have D(x ◦ y) = Dx ◦ y + x ◦Dy. So, D is a derivation and we have

aut(V) ⊂ Der (V). Now take D a derivation and define ft = (etDx) ◦ (etDy). We have

that f0 = x ◦ y. Moreover,

f ′
t = etDDx ◦ etDy + etDx ◦ etDDy = (DetDx) ◦ etDy + etDx ◦ (DetDy) = Dft.

Then ft = etD(x ◦ y) by the uniqueness of solutions of ordinary differential equations,

and etD is an automorphism for every t. Then by Remark 3.12, D belongs to the Lie

algebra aut(V). This proves that aut(V) = Der (V). �

Remark 3.18. If we let Aut(V)0 be the component of the identity, we have that

Aut(V)0 ⊂ Aut(V) is open and it is generated by exponentials of derivations, Aut(V)0 =

〈eD〉D∈Der (V). With the previous theorem it is possible to give a different charac-

terization of the derivations in str(V): as the group of automorphisms is a Lie

subgroup of the structure group, Der (V) is a Lie subalgebra of str(V). Moreover,

D(1) = D(1 ◦ 1) = 2D(1), so D(1) = 0. Now, if D belongs to str(V) and D1 = 0,

etD1 = 1 + tD1 +
t2

2
D21 + · · · = 1.

Then, for every t, etD is a transformation in the structure group that sends 1 to 1, so

it is an automorphism. This, by Remark 3.12, implies that D is a derivation, thus

Der (V) = {D ∈ str(V) : D1 = 0}.
We have seen that Der (V) and L are contained in str(V), then their sum is as well.

Take X in str(V) and u = X1. Consider Y = X − Lu, then Y belongs to str(V)

and Y 1 = X1 − u = 0, so Y is a derivation. Now suppose X belongs to L and is a

derivation. Then, X1 = Lu1 = u for some u, but as X is a derivation, X1 = 0. Then

u = 0 and this shows that str(V) = Der (V)⊕L.

3.2. The group G(Ω) preserving the cone Ω. One can make Str(V) act on the

cone of squares Ω. But if x ∈ Ω and g belongs to Str(V), although g(x) is invertible,

it is not necessarily true that g(x) belongs to Ω, in fact

Lemma 3.19. Let g ∈ Str(V). Then g(Ω) and Ω are equal or do not intersect.
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Proof. Define the set Ag = {x ∈ Ω : g(x) ∈ Ω}. As Ag = g−1(Ω) ∩ Ω, we have that

Ag is an open set in Ω. Moreover, it is also closed in Ω: let {xn} ⊂ Ag such that xn
converges to x in Ω. Then, g(xn) converges to g(x), and as g(xn) belongs to Ω for all

n, we have that g(x) belongs to Ω. But as g belongs to the structure group, g(x) is

invertible, so g(x) belongs to Ω thus x ∈ Ag. As Ag is open and closed in the convex

set Ω, it is either empty or Ω, which proves the lemma. �

We now recall that G(Ω) is defined as the subgroup of all invertible transformations

of V preserving the cone; we will see later that it is a subgroup of Str(V).

Definition 3.20. Let G(Ω) be the set of isomorphisms of V that preserve the cone:

G(Ω) = {g ∈ GL(V) : g(Ω) = Ω}.
Remark 3.21 (InnStr(V) and Aut(V) are subgroups of G(Ω)). If x ∈ V and y ∈
Ω, then Ux(y) ∈ Ω, a proof can be found in [9, Proposition 3.3.6]. But as x and

y invertible implies Ux y invertible (Remark 2.14) we have that Ux y ∈ Ω. Thus

InnStr(V) ⊂ G(Ω). Moreover, we have that if g ∈ Aut(V), then g(x2) = g(x)2,

so g belongs to G(Ω) because Ω = {v2 : v ∈ V invertible} (Remark 2.21), thus

Aut(V) ⊂ G(Ω) also.

It follows from the characterization of isometries that every automorphism is an isom-

etry, we recall these well-known facts here:

Proposition 3.22. Let Ω ⊂ V be its positive cone. Then

(1) Every linear transformation T that maps Ω to itself is continuous and ‖T‖ =

‖T (1)‖.
(2) If g belongs to G(Ω), then g is an isometry if and only if g(1) = 1.

(3) Every automorphism is an isometry, and every isometry in G(Ω) is an auto-

morphism.

Proof. The first two assertions are proved in [6] (Lemma 2.2 and Proposition 2.3

respectively). For every g ∈ Aut(V) we have that g ∈ G(Ω) and g(1) = 1, so g is an

isometry. On the other hand every surjective linear isometry between two JB-algebras

that maps the identity to the identity is an automorphism by [19, Theorem 4], so every

isometry in G(Ω) is an automorphism. �

Combining these results, there is a useful characterization of G(Ω) following from [8,

Theorem III.5.1], we include a proof for completeness:

Proposition 3.23. Every g in G(Ω) can be written as g = Uy k, where y belongs to

Ω and k is an automorphism, and G(Ω) ⊂ Str(V).

Proof. As g belongs to G(Ω) and 1 belongs to Ω, g(1) is positive, so g(1) = y2, with

y positive. Let k = U−1
y g. We want to see that k is an isometry. But

k(1) = U−1
y g(1) = U−1

y (y2) = 1.

As Uy and g belong to G(Ω), so does k, and as k(1) = 1, k is an isometry. From

the last proposition, k is an automorphism. For the assertion on the inclusion, note
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that since InnStr(V) and Aut(V) are subgroups of Str(V), the previous results tells

as that G(Ω) is a subgroup of Str(V). �

Remark 3.24 (G(Ω) is a closed subgroup of Str(V)). If x ∈ Ω then there exists

(xn)n∈N ∈ Ω such that xn converges to x. Then g(xn) converges to g(x), who then

belongs to Ω. Conversely, as for every g ∈ Str(V) and invertible x we have that g(x)

is invertible, then if g(Ω) = Ω then g ∈ G(Ω). In summary, if g ∈ Str(V), g ∈ G(Ω) if

and only if g(Ω) = Ω. Thus G(Ω) is a closed subgroup of Str(V).

For x ∈ Ω we let ln(x) ∈ V be the unique logarithm of x, this is a diffeomorphism

ln : Ω → V by Remark 2.21.

Theorem 3.25. Let F : G(Ω)×[0, 1] → G(Ω) be F (g, t) = Ue−t ln(g1)/2 ·g. Then Aut(V)

is a strong deformation retract of G(Ω) by means of F . In particular G(Ω) and Aut(V)

have the same number of connected components.

Proof. It is plain that F is continuous since evaluation, the logarithm, and the map

x → Ux are continuous. Clearly F (g, 0) = g, and

F (g, 1)(1) = (U√
g(1)

)−1g(1) = 1

thus F (g, 1) ∈ Aut(V) for each g ∈ G(Ω). Finally if k ∈ Aut(V) then F (k, t) = k since

k(1) = 1. �

3.2.1. The inclusion G(Ω) ⊂ GL(V) is of embedded Banach-Lie groups. Although G(Ω)

is a closed subgroup of the structure group, it does not automatically inherit a differen-

tiable structure for infinite dimensional V. To prove that G(Ω) is a submanifold, we will

see that it is an open subgroup of Str(V). To this end, we will study Str(V)0, the con-

nected component of the identity of Str(V) (which is open since Str(V) is a Lie group)

and we will see that Str(V)0 is contained in G(Ω). Thus Str(V)0 ⊂ G(Ω) ⊂ Str(V)

and each inclusion is open (moreover each inclusion is closed since open subgroups of

topological groups are closed).

Proposition 3.26. Every element g ∈ Str(V)0 can be written as g = U k, where U

belongs to the inner structure group and k ∈ Aut(V)0.

Proof. Define ϕ : str(V) = L ⊕ Der (V) → Str(V) by ϕ(Lx + D) = eLxeD. It is

obviously a smooth map. Now, let L(t) + D(t) be such that L(0) = D(0) = 0,

L′(0) = Lx, D
′(0) = D. Then,

D0ϕ(L+D) = (ϕ(L(t) +D(t)))′(0) = eL(0)LeD(0) + eL(0)eD(0)D = L+D.

Then, D0ϕ = Id, and ϕ is a local difeomorphism around (0, 0). This tells us that in

a neighbourhood of the identity in Str(V), every element can be written as eLxeD.

We have seen before that the exponential of a left multiplication gives us a quadratic

operator, and the exponencial of a derivation gives us an automorphism. Then, in a

neighbourhood of the identity every element g can be written as g = Ux k, with k an

automorphism. In a topological group, a neighbourhood of the identity generates the

connected component of the identity. Then, every g in this connected component can
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be written as a multiplication of elements Ux k. As k is an automorphism, we have

that Ux k1Uy k2 = UxUk1y k1k2, which proves the claim. �

Corollary 3.27. The identity component Str(V)0 is contained in G(Ω).

Proof. As the inner structure group and the automorphisms group are subgroups of

G(Ω), if g ∈ Str(V)0 then by the previous theorem g = U k ∈ InnStr(V) · Aut(V) ⊂
G(Ω). �

Then by Proposition 3.23, and with a similar proof than Theorem 3.25, we have that

in fact

Corollary 3.28. Every element g ∈ Str(V)0 can be written as g = Ux k, where x ∈ Ω

and k = eD1eD1 . . . eDn ∈ Aut(V)0 with Di ∈ Der (V).

Theorem 3.29. G(Ω) is an embedded Lie subgroup of GL(V) with Lie(G(Ω)) =

str(V). We have G(Ω) =
⊔

i Str(V)0 ·ki, where each ki belongs to a different con-

nected component of Aut(V).

Proof. As the connected component of the identity Str(V)0 is contained in G(Ω) and it

is open, we have that G(Ω) is the union of translations of this component, so it is also

open. Then, G(Ω) is an embedded Lie subgroup of Str(V) and therefore of GL(V),

and since G(Ω) is open in Str(V) we have Lie(G(Ω)) = str(V). Finally, we have

that G(Ω) =
⊔

i Str(V)0 ·gi with disjoint copies and gi ∈ G(Ω) in different connected

components of G(Ω); by Proposition 3.23, gi = Uxi
ki so we can assimmilate Uxi

to

the set Str(V)0 and this finishes the proof. �

Remark 3.30. It seemed unknown (see [6, pag. 363]) that G(Ω) as a Lie group has

the norm topology of B(V).

3.3. Jordan homotopes and the components of Str(V). We can write Str(V) =
⊔

j gj G(Ω) as a disjoint union of copies of G(Ω) (here each gj ∈ Str(V) does not belong

to G(Ω)). We want to know how many copies of G(Ω) there are in Str(V); we know

we have at least two, as −Id is an element of the structure group but does not belong

to G(Ω).

Let g be an element of the structure group, then it is easy to see that g(Ω) is a convex

cone, as Ω is one.

Lemma 3.31. Let g, h belong to Str(V). Then the convex cones g(Ω) and h(Ω) are

equal or do not intersect.

Proof. It is enough to see that if g belongs to Str(V), then g(Ω) is either Ω or does

not intersect Ω, as if g and h belong to the structure group, so does h−1 ◦ g, and
comparing h−1 ◦ g with the identity gives us the general result. But this was proved

in Lemma 3.19. �

Remark 3.32 (For g, h ∈ Str(V), we have g(Ω) = h(Ω) if and only if the coclass

g G(Ω) equals the coclass hG(Ω)). This can be seen as follows: if the coclasses are

equal, we have that h−1g belongs to G(Ω) and h−1g(Ω) = Ω. Then, g(Ω) = h(Ω).
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Conversely, if the cones g(Ω) and h(Ω) are equal, then h−1g(Ω) = Ω and h−1g belongs

to G(Ω). Then, the coclasses are equal.

Then, we have a family of cones {g(Ω) : g ∈ Str(V)} which are either equal or do not

intersect, and by the last observation we have as many copies of G(Ω) in the structure

group as different cones in that family. The two obvious cones are Ω and −Ω. We

now give a characterization of these copies by means of central projections of V.

Lemma 3.33 (Central projections). Let p ∈ V be a central projection, then Lp =

(Lp)
2 = Up, Lpx = LpLx = LxLp and px2 = (px)2 = (px)x for any x ∈ V.

Proof. By [25, Theorem 5], we have Lp = Lp2 = Up, and from it follows that L2
p = U2

p =

Up2 = Up = Lp. Now Upx = ULpx = UUp x = UpUx Up = U2
pUx = UpUx = LpUx by

the fundamental formula and the fact that Lp commutes with Lx, Lx2. If we apply this

identity to v = 1, we get (px) ◦ (px) = p ◦ x2. Polarizing this identity, it follows that

(px)(py) = p(xy) for any x, y ∈ V. Note that this tells us Lp is a Jordan morphism.

Hence LpxLpy = LpLxy.

As q = 1−p is also a central projection, last equality also holds for q, LqxLqy = LqLxy.

Adding these two identities, we get

Lx = LpxLp + Lx − LxLp − Lpx + LpxLp,

which tells us that 2LpxLp = LpLx + Lpx. Hence 2LxLp = 2LpxLp = LpLx + Lpx, and

cancelling we conclude that LxLp = Lpx. Then, p(xy) = (px)y = x(py) = (px)(py).

Now (px)2 = px2 = LpLxx = Lpxx = (px)x and this finishes the proof. �

Remark 3.34. The assertions of the previous lemma are essentially in [9, Section

2.5]. Since x(py) = p(xy) for each x, y ∈ V, we have that Ip = pV = Up(V) is a

Jordan Ideal of V for each central projection p ∈ V. It is not hard to see that for any

idempotent p ∈ V, the space pV is an ideal if and only if p is central [9, 2.5.7]. For

JBW -algebras (JB-algebras with predual space), central projections are in one-to-one

correspondence with Jordan ideals of V, which are of the form pV for some central

projection p ∈ V (see [9, Proposition 4.3.6]).

Let p ∈ V be a central projection, let εp be the central symmetry 2p − 1. By the

previous lemma Lp is an idempotent of B(V). Let Sp = Lεp = 2Lp − 1, then Sp is a

symmetry of B(V), i.e. S2
p = 1.

Lemma 3.35. Let p ∈ V be a central projection, then Sp = 2Lp − 1 = Lεp ∈ Str(V).

Proof. We first compute (Spz)
2 = (2pz − z)(2pz − z) = 4(pz)2 − 4(pz)z + z2 = z2 by

the previous lemma. On the other hand

LzLεp = LεpLz = 2LpLz − Lz = L2pz − Lz = L2pz−z = Lεpz = LSpz.

Note now that Uεp = Lε2p = 1 again from [25, Theorem 5]. Thus

USpz = 2L2
εp(Lz)

2 − Lz2 = 2L1(Lz)
2 − Lz2 = Uz = SpS

−1
p Uz 1 = Sp Uz S

−1
p Uεp

since Uz commutes with Sp (which is its own inverse). �
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Remark 3.36 (Each central projection gives a different copy of the cone). For a

central projection p ∈ V, the set Sp(Ω) will then be a cone; for p = 1 we obtain

Sp = Id and the cone Ω while for p = 0 we obtain Sp = −Id and the cone −Ω. We

claim that different central projections give different cones : if Sp1 G(Ω) = Sp2 G(Ω),

then S−1
p1
Sp2 = Sp1Sp2 = Lεp1

Lεp2
∈ G(Ω). Let p = (εp1εp2 + 1)/2; from

(εp1εp2)
2 = ε2p1ε

2
p2 = 1 · 1 = 1

(since Lp1 commutes with Lp2), we see that p2 = p is a central projection. Then

Sp = Lεp = Lεp1
Lεp2

∈ G(Ω), and in particular 2p − 1 = Sp(1) > 0. Thus p > 1/2

and in particular p is invertible. Since p2 = p, it must be then that p = 1, thus

Sp = Sp1Sp2 = Id. We conclude that Sp1 = Sp2 or equivalently that p1 = p2.

Remark 3.37. Let p ∈ V be an idempotent, p2 = p, let p′ = 1 − p. Then Uεp is an

involutive automorphism, and the following identities are elementary:

a) Uεp = 8L2
p − 8Lp + 1 = 1− 4Up,p′ b) Up−Up′ = 2Lp − 1 = Lεp

c) 2Up,p′ = 4Lp(1− Lp) d) LεpLp(1− Lp) = 0

e) LεpUp,p′ = 0 f) L2
εp = 1− 2Up,p′ .

The last identity follows from the fact that σ(Lp) ⊂ {0, 1
2
, 1}.

Remark 3.38. As we have discussed before in Theorem 2.33, the space V can be

decomposed into three summands J0, J1 and J2 by means of the Pierce decompos-

tion, where each of these spaces is the range of the projections Up, Up′ and 2Up,p′

respectively. But these spaces are also the eigenspaces of the operator Lp, associated

to the eigenvalues 0, 1/2 and 1. In this section we will rename these J spaces as Vp
1,

V
p
0 and V

p
1/2. For more details and proof of the assertions used see [16, Theorems 8.1.4

and 8.2.1]. Let’s regroup the summands of the Pierce decomposition by means of the

involutive automorphism Uεp as follows:

V
p = V

p
0⊕V

p
1 = {v ∈ V : Uεp v = v}, V

p
1/2 = {v ∈ V : Uεp v = −v} = ker(Lεp).

Then V = V
p⊕V

p
1/2; the fact that the sum is direct is reflected in the fact that

Lεp Up,p′ = 0. We have that Vp = ker(Up,p′) = ker(L2
p − Lp) is a JB-subalgebra of V.

Moreover, since L2
p = Lp in V

p, then p is a central projection in Vp and thus L2
εp is

the projection onto V
p and it is the identity there (Remarks 2.28 and 2.31).

On the other hand V
p
1/2 = ker(2Lp−1) is a subspace, and 2Up,p′ is an idempotent onto

it, but it is not a subalgebra: it contains no squares. However if z ∈ V
p or z ∈ V

p
1/2

it is plain that Uz(V
p
1/2) ⊂ V

p
1/2 and V

p
1/2 is a Jordan triple system. Let x ∈ V

p and

y ∈ V
p
1/2 and it can be checked by hand that

Up x = px, Up y = 0, L2
εpx = x, Lεpy = 0.

We now give a full characterization of the elements in Str(V):

Theorem 3.39. Let g ∈ Str(V), then there exist v ∈ Ω, a central projection p ∈ V

and an automorphism k ∈ Aut(V) such that

g = Uv Spk = SpUv k.
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Proof. Let z = g(1), from Remark 3.4 we know that z is invertible, and by Remark

2.34 we can write z = z+ − z− with z± ≥ 0. Let p, p′ be range projections for z±
respectively; since z is invertible it must be p′ = 1− p. Let εp = 2p− 1, and consider

|z| = z+ + z− = εpz, then |z| ∈ Ω. Let v =
√

|z| ∈ Ω, and let h = U−1
v g ∈ Str(V).

Now it only suffices to show that h = Spk, as g = Uvh. We note that

h(1) = U−1
v z = U−1

v εpv
2 = εp

since v, εp ∈ C(z). Moreover, if we consider h−1(1), then Id = Uh−1h1 = h−1Uεp hUh−11

and therefore Uh−11 = h−1Uεp h. Hence U(h−1(1))2 = U2
h−1(1) = h−1U2

εp h = Id.

Thus, by Theorem 2.33 as (h−1(1))2 is positive it must be (h−1(1))2 = 1, and then

h−1(1) = εq for some idempotent q ∈ V. Let VC = V⊕iV be the complexification of

V making it a JB∗-algebra; since h ∈ Str(V), by Remark 3.6 we know that hC (the

complexification of h) belongs to Str(V C). We will call this complexification h, for

short. It is plain that p+ ip′ ∈ V
C, is an element in (the complexification of) C(p), and

it is a square root of the symmetry εp, as (p+ ip
′)2 = p−p′+0 = εp. Let k = Up+ip′ h,

then k ∈ Str(V C) and

k(1) = Up+ip′ εp = (p + ip′)2εp = ε2p = 1,

where this is valid as the operations happen inside C(p). Thus it must be that k ∈
Aut(V C) (see Lemma 3.9). Since (p + ip′)−1 = p − ip′, we have h = Up−ip′ k. Note

that

k(εq) = Up+ip′h(εq) = Up+ip′(1) = (p+ ip′)2 = εp,

hence k(q) = p and therefore k(q′) = p′ and h = kUq−iq′ = Up−ip′ k as k is an

automorphism. We claim that hLq = Lph in V
C: from hUq+iq′ = k = Up+ip′ h and

the fact that Up+ip′ = Up − Up′ + 2iUp,p′ = Lεp + 2iUp,p′ (and likewise for q), we get

hLεq + 2ihUq,q′ = k = Lεph+ 2iUp,p′ h,

and evaluating in x ∈ V it must be that hLεq(x) = Lεph(x), since h maps V into itself.

Thus hLq = Lph in V, but passing to the complexification it is plain that hLq = Lqh

holds also in V
C. It is obvious that the same applies to k, kLq = Lpk, as k is an

automorphism. Now we write k(v) = α(v) + iβ(v), with R−linear α, β : VC → V, the

real and imaginary parts of k given by

α(v) = 1/2(k(v) + k(v)∗), β(v) = 1/2i(k(v)− k(v)∗).

We compute

h = Up−ip′ k = (Lεp − 2iUp,p′)(α + iβ) = Lεpα + 2Up,p′ β + i[Lεpβ − 2Up,p′ α].

Since h maps V into V, for x ∈ V it must be

Lεpβ(x)− 2Up,p′ α(x) = 0.

Applying Lεp, we see that L2
εpβ(x) = 0, thus β(x) = 2Up,p′ β(x) = 4Lp(1 − Lp)β(x)

by Remark 3.37. Appling Lεp again, we see that Lεpβ(x) = 0, or equivalently, that
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β(x) ∈ V
p
1/2 when x ∈ V. Then it must also be that 2Up,p′ α(x) = 0, and this in turn

implies that α(x) ∈ V
p when x ∈ V. Hence, for x ∈ V we have

h(x) = Lεpα(x) + 2Up,p′ β(x) = Lεpα(x) + β(x).

We claim that Lpα = αLq. To prove it, first we right-multiply Lεq in the previous

identity, and by Remarks 3.37 and 3.38 we have

(4) Lεpα(Lεqx) + β(Lεqx) = h(Lεqx) = Lεph(x) = L2
εpα(x) + 0 = α(x).

Applying again Lεp we see that αLεq = Lεpα. On the other hand, from this, the fact

that L2
εpα(x) = α(x) for x ∈ V and equation (4) we see that

α(x) = Lεpα(Lεqx) + β(Lεqx) = α(x) + β(Lεqx),

hence it must be βLεq = 0. From Lεpβ = 0 it follows that 2Lpβ = β and analogously

that 2βLq = β, then we have βLq = β/2 = Lpβ also. Let us now show that ker(α|V) =
V
q
1/2 and that ker(β|V) = V

q. We will call these restrictions α and β for short. First

we write

kLεq(y) = Lεpk(y) = Lεpα(y) + iLεpβ(y) = Lεpα(y).

Then if α(y) = 0, it must be that Lεqy = 0 thus y ∈ V q
1/2. Reciprocally, if y ∈ V q

1/2

then Lεqy = 0, which in turn implies Lεpα(y) = 0, and applying Lεp we see that

y ∈ ker(α). Now for the kernel of β, we write

k(2Uq,q′ x) = 2Up,p′ k(x) = 2Up,p′ α(x) + 2iUp,p′ β(x) = i2Up,p′ β(x) = iβ(x).

If x ∈ ker β, then Uq,q′x = 0 thus x ∈ V
q. Reciprocally, if x ∈ V

q then Uq,q′ x = 0

thus k(2Uq,q′ x) = iβ(x) = 0, thus x ∈ ker β. Assumme that there exist y 6= 0 in V
q
1/2.

Then y2 > 0 and moreover it is plain that y2 ∈ V
q by Remark 3.38. Thus there exists

0 6= x ∈ V
q such that x2 = y2. Since k(x) = α(x) + iβ(x) = α(x), and α is nonzero in

V
q \{0}, we get

k(x2) = k(x)2 = α(x)2 > 0.

On the other hand, since α(y) = 0 and β is nonzero in V
q
1/2 \{0}, we have

k(x2) = k(y2) = k(y)2 = (iβ(y))2 = −β(y)2 < 0,

a contradiction. Thus it must be V
q
1/2 = {0} and V = V

q, so β is null in V. Then

k|V = α|V thus k maps V into V. Moreover, since Uεq ≡ 1 in V, it follows that q is a

central projection. Then for all z

LpLzk = kLqLk−1(z) = kLk−1(z)Lq = LzLpk,

and thus p is also central. Then,

h = Up−ip′k = (Up − Up′ + 2iUp,p′)k = Lεpk

and thus g = Uvh = UvLεpk. �

Corollary 3.40. There exist one different copy of G(Ω) in Str(V) for each central

projection p ∈ V (given by Sp G(Ω)), and all copies are obtained in such fashion.

We can now prove Theorem 3.10:
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Theorem 3.41. Let g ∈ Str(V). Then g∗ = g−1 if and only if g = Spk = Lεpk, where

k is a multiplicative automorphism of V and εp is a central symmetry.

Proof. If g = Spk then by Remark 3.8 we have k∗ = k−1 and S∗
p = S−1

p USp1 =

S−1
p Uεp = S−1

p , so g∗ = g−1. Now assumme g∗ = g−1, we know by Theorem 3.39 that

g = Ux Spk with positive x; replacing this in the equality we obtain that

k−1S−1
p Ux = k−1S−1

p U−1
x

and therefore U2
x = Ux2 = Id. Then x4 = 1, but as both x2 and x are positive and

there is an unique positive square root we have that x = 1. This gives us g = Spk. �

There is a better description of g(Ω): it is the cone of positive elements for a different

product in V.

Definition 3.42 (Jordan homotopes and isotopes). Let u be an element of V. Define

a new product in V as x·uy = Ux,y(u). This new product induces a new Jordan algebra

Vu, not necessarily isomorphic to the original, called a Jordan homotope. Moreover,

Vu will be unital if and only if u is an invertible element, and 1u = u−1. In this case,

Vu is called an Jordan isotope.

We will asume that u is invertible, so Vu is an unital algebra. We will denote x2
u
=

x ·u x; x−1u the inverse for the u-product; and Uu
x and Uu

x,y the quadratic and bilinear

operators for the u-product.

Remark 3.43. With this new product we can define the usual elements and opera-

tions of a Jordan algebra. For example,

x2
u

= Ux u, Uu
x = UxUu, Uu

x,y = Ux,y Uu .

An element x is invertible with the new product if and only if it is invertible with the

original product, and x−1u = U−1
u x−1.

One can see that for every g ∈ Str(V), the map g is a Jordan (i.e. multiplicative)

isomorphism between V and Vg(1)−1 . Moreover, this property characterizes the struc-

ture group. To expand on these topics, see the exercises at the end of [16, Part II,

Chapter 7].

Proposition 3.44. Let g ∈ Str(V). Then g(Ω) is Ωg(1)−1
, the cone of positive ele-

ments of Vg(1)−1 .

Proof. Let z be an element in V. We want to see that z belongs to Ω if and only if

g(z) is positive in Vg(1)−1 . Let λ be a real number, then g(z)− λg(1) = g(z− λ1). As

g belongs to Str(V), g(z − λ1) is invertible if and only if z − λ1 is invertible. This

tells us that the spectrum of z in V is the same as the spectrum of g(z) in Vg(1)−1 , as

1g(1)−1 = g(1). Then, z is positive in V if and only if g(z) is positive in Vg(1)−1 . �

As we have seen before, two elements g and h in the same coclass give us the same

cone g(Ω) = h(Ω). Together with the last result, this tells us that the notion of

positivity in different g(1)−1-products for each g in the structure group does not vary

inside the coclass. Then
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Corollary 3.45. There exist as many copies of G(Ω) in Str(V), as distinctive cones

of positive elements Ωg(1)−1
= g(Ω) for different g(1)−1-products.

Moreover, we have that

Corollary 3.46. The isotope Vu is Jordan isomorphic to V if and only if there exist

v ∈ Ω and a central symmetry εp such that u = Uv εp = v2εp.

Proof. Let g : V → Vu be the isomorphism. As we said before, if we consider g : V → V

then g belongs to Str(V), so by Theorem 3.39 there exist v ∈ Ω, a central symmetry

εp and an automorphism k such that g = Uv Spk, and g(1) = v2εp. As g is also a

Jordan isomorphism between V and Vg(1)−1 , we have that Id : Vu → Vg(1)−1 must also

be a multiplicative isomorphism, and the unit must be the same. So u−1 = g(1), and

u = (v−1)2εp. Now, let u = v2εp for a positive v and central symmetry εp. We know

by Lemma 3.35 that Lεp belongs to Str(V) and so does g = Uv−1 Lεp with g(1)−1 = u.

Then g : V → Vu is a multiplicative isomorphism. �

We can give another characterization of the isotopes of V by the U operators.

Corollary 3.47. The isotope Vx is Jordan isomorphic to V if and only if Ux is a

positive operator.

Proof. We have seen in 2.33 that Ux is positive if and only if x = vεp with v positive

and εp a central symmetry, this together with the last corollary gives us the result. �

We have given a characterization of the isomorphic isotopes of V: there is one isomor-

phic isotope for each element inside one of the cones of the family {g(Ω) : g ∈ Str(V)}.
Then for associative algebras endowed with the Jordan product this gives an indica-

tion of the number of cones in V:

Corollary 3.48. Let V be an associative algebra endowed with the Jordan product.

Then

GL(V) = ∪g∈Str(V)g(Ω) = {g(1) : g ∈ Str(V)}.
Proof. By [16, Theorem II.7.5.1], we have that for every u invertible Vu is isomorphic

to V. Then every invertible element is in one of the cones g(Ω) for g ∈ Str(V). �

Note that this result is not valid for every special Jordan algebra: if we have a Jordan

subalgebra that is not a subalgebra in the original product, it does not apply.

4. The special Jordan algebra of Hilbert space operators

Consider V = B(H)sa, the self-adjoint operators of a complex separable Hilbert space

H with the Jordan product A ◦ B = 1/2(AB + BA), and the spectral norm as JB-

algebra norm. Then Ω ⊂ V is the set of positive invertible operators, and we use

A > 0 to denote A ∈ Ω.

We will characterize G(Ω), Aut(V) and Str(V). In order to achieve this, we need to

introduce a few notions related to antilinear operators. We will reserve the star ∗ for

the adjoint in the structure group, and we will use a dagger † to indicate the usual

Hilbert space adjoint.
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Definition 4.1. A map f : H → H is called antilinear if f(x+ y) = f(x) + f(y) and

f(λx) = λf(x) for every x, y in H and complex number λ. Let 〈·, ·〉 denote the Hilbert
space inner product, which we assumme is conjugate linear in the second variable. We

can define another † operation (called the conjugate adjoint): given f , and by means

of the Riesz representation theorem for H, we let f † be the unique antilinear operator

such that 〈fx, y〉 = 〈x, f †y〉 for every x, y ∈ H. From the context it will be apparent

if the † denotes the usual adjoint or the conjugate adjoint. It is easy to check that

the composition of two antilinear operators is linear. An antiunitary operator is an

antilinear operator U : H → H such that

〈Ux, Uy〉 = 〈x, y〉
for every x, y ∈ H, or, equivalently, such that U−1 = U †. The product of two an-

tiunitary operators is unitary, and U is antiunitary if and only if U is antilinear and

‖U ξ‖ = ‖ξ‖ for all ξ ∈ H.

It is also easy to check that, as linear operators, antilinear operators on a Hilbert

space have a (right) polar decomposition: every antilinear map f can be written as

f = |f †|U , where |f †| =
√

ff †, and U is a partial antilinear isometry. |f | is a positive

linear operator and in case that f is invertible, U is antiunitary. A good reference on

the subject of antilinear and antiunitary operators is the paper by Routsalainen [20].

An antiunitary operator J is a conjugation if J2 = 1. The typical example is given

by fixing an orthonormal basis {ei}i∈N of H, and defining J(
∑

αiei) =
∑

αiei, we call

this conjugation in a basis. The following characterizations that can be found in [20,

pag. 194] will be useful

Proposition 4.2. Let J : H → H be antilinear and consider the conditions J = J†,

J† = J−1, J2 = 1. Then any two conditions imply the third, and J is a conjugation.

For any conjugation J there exists a basis such that J is conjugation in that basis.

4.1. The group G(Ω) and its components. Now we can charaterize the group

preserving the positive cone:

Theorem 4.3. Take V = B(H)sa as a JB-algebra. Then

(1) g ∈ G(Ω) if and only if there exists f : H → H invertible linear (or antilinear)

such that g(A) = fAf †, where the dagger † denotes the usual adjoint (resp.

the conjugate adjoint).

(2) If g(A) = fAf †, then g∗(A) = f †Af .

(3) Assumme g = f · f † = h · h†. Then both f, h are linear or both are antilinear,

and there exists λ ∈ S1 such that f = λh.

(4) The decomposition g = Ux k with x ∈ Ω and k ∈ Aut(V) is given by x = |f †|
and k(A) = UAU † for some unitary or antiunitary operaror U in H, i.e. if

f = |f †|U is the polar decomposition of f , then g(A) = |f †|UAU †|f †|.
(5) g = f · f † ∈ Aut(V) if and only if f is unitary or antiunatary.

(6) The set of linear and the set of antilinear maps induce the two connected

components of G(Ω), and the set of unitary and antiunitary maps induce the

two connected components of Aut(V).
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Proof. Clearly each such map A 7→ fAf † is bounded and real linear, and preserves Ω:

if A > 0 then fAf † > 0. This is trivial if f is linear but also true if f is antilinear,

since

〈fAf †ξ, ξ〉 = 〈A1/2f †ξ, A1/2f †ξ〉 = ‖A1/2f †ξ‖2 > 0.

Now assumme that g ∈ G(Ω), then g = UX k for some X > 0 and k an automorphism

of V. Then kUA k
−1 = UkA for any A ∈ V, thus

k(ABA) = k(A)k(B)k(A) ∀A,B ∈ V .

It is well-known that then there exists a unitary or antiunitary operator U such that

k(A) = UAU † for any A ∈ V (see for instance [2, Theorem 3.2] for a proof), where †
is the usual adjoint or the conjugate adjoint. Thus g(A) = XUAU †X = fAf † if we

let f = XU . This proves the first assertion. Now recall that g∗ = g−1Ug1 thus in this

case we have g(1) = ff † = |f †|2 and then

g∗(A) = g−1(ff †Aff †) = f−1ff †Aff †(f−1)† = f †Af.

Assumme now that fAf † = hAh† for every A ∈ B(H), taking A = 1 we see that

|f †| = |h†|, then by polar decomposition we have |f †|UAU †|f †| = |f †|WAW †|f †| thus
UAU † = WAW † for any A ∈ B(H)sa, equivalently W

−1UA = AW−1U . If f is linear

and h is antilinear (or viceversa) then T = W−1U is antiunitary, and TA = AT for

all A ∈ B(H)sa. In particular for any ξ ∈ H we have

(5) ‖ξ‖2Tξ = T 〈ξ, ξ〉ξ = T (ξ ⊗ ξ)ξ = (ξ ⊗ ξ)Tξ = 〈Tξ, ξ〉ξ,
and since T is an isometry, ‖ξ‖2‖ξ‖ = |〈Tξ, ξ〉|‖ξ‖, that is |〈Tξ, ξ〉| = ‖ξ‖2 for all

ξ ∈ H. If we apply T on both sides of (5) and then multiply by ‖ξ‖2, we obtain

‖ξ‖2‖ξ‖2T 2ξ = 〈Tξ, ξ〉‖ξ‖2Tξ = |〈Tξ, ξ〉|2ξ = ‖ξ‖4ξ.
Hence T 2 = 1 and by the previous proposition, T is a conjugation, in particular a

conjugation in a basis {ei}i. Let A = ie1 ⊗ e2 − ie2 ⊗ e1 ∈ V, then ATe1 = Ae1 = ie2
and on the other hand TAe1 = T (−ie2) = −e1 6= ATe1, a contradition. Thus it must

be that both f, h are linear or both are antilinear, then U,W are both unitary or both

antiunitary, thus W−1U is unitary. We see that W−1U is in the center of B(H), which

is C1, hence W = eiθU , thus f = eiθh.

The fourth and fifth assertions are apparent from the previous discussions. Now note

that if k = U · U † with U a unitary operator in B(H), then there exists skew-adjoint

Z ∈ B(H) such that U = eZ . Let kt = etZ · e−tZ . Then kt ⊂ Aut(V), k0 = id and

k1 = k, thus k ∈ Aut(V)0 (all unitaries belong to the same component). Assumme

that kn = Un · U∗
n →n k = U · U∗. In particular Un(ξ ⊗ ξ)U †

n → U(ξ ⊗ ξ)U † for each

ξ ∈ H, thus (Unξ) ⊗ (Unξ) → (Uξ) ⊗ (Uξ) and this is only possible (since Un, U are

isometries) if there exists θ(n, ξ) ∈ [0, 2π] such that eiθ(n,ξ)Unξ → Uξ. In particular, if

all the Un are linear, then U must be linear, and if all the Un are antilinear, U must

be antilinear.

Now let kt : [0, 1] → Aut(V) be a continuous path joining Id with g = U · U † for an

antiunitary operator U . Take t0 = inf{t : Ut is antilinear}, note that t0 > 0. Let Un =

Ut0−1/n, then from the continuity of kt and the previous discussion, we see that Ut0 is
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linear, thus unitary. But if we take Un = Ut0+1/n we see that Ut0 is also antiunitary,

and this is impossible. Thus there is no such path and the antiunitaries belong to a

different component than the unitaries. On the other hand if U is antiunitary and J

is complex conjugation in a fixed orthonormal basis, then JU is unitary thus JU = eZ

for some linear Z† = −Z, and we can join k = U ·U † with j = J ·J with a continuous

path. In particular all antiunitaries belong to the same component, showing that

the sets of unitaries and antiunitaries induce the two components of Aut(V). The

assertion for G(Ω) is now apparent from Theorem 3.25, previous remarks and the

polar decomposition. �

Remark 4.4. The main tool used in the previous characterization is the theorem

stating that a map preserving the triple product, must be of the prescribed form.

However, it is not clear how does U varies as k = U ·U † varies, for instance if t 7→ kt is

a continuous (or smooth) map into Aut(V), and we represent kt = Ut ·U †
t , is the map

t 7→ Ut continuous (or smooth)? Since there is some ambiguity (the factor λ ∈ S1),

can we pick U adequately so that it is well-behaved? Next we show that it is possible,

using a well-known trick that exhibits the unitary.

First we need a quick remark: note that if p2 = p = p† ∈ B(H) then εp = 2p− 1 is a

symmetry, i.e. εp = ε−1
p = ε†p; in particular εp is unitary and if q is another projection

with ‖q − p‖∞ < 1 then

‖εpεq − 1‖∞ = ‖εp − εq‖∞ = 2‖p− q‖ < 2

thus εpεq has an analytic logarithm Z in B(H), which is skew-adjoint and depends

smoothly on q; moreover it in not hard to see that εpe
Z = e−Zεp since Z is p-

codiagonal. Recall also that the unitary group U(H) is a Banach-Lie embedded sub-

group of B(H) with the uniform norm.

Theorem 4.5. Let k ∈ Aut(V). Fix a unit norm ξ ∈ H, let p = ξ ⊗ ξ be its one-

dimensional projection.

(1) Assumme that ‖k−1‖ < 1. Let Z be the linear skew-adjoint operator given by

Z(k) = 1/2 ln(εk(p)εp) = 1/2 ln((2k(p)− 1)(2p− 1)).

Then k = eZ(k)W (k) · W (k)†e−Z(k) with unitary W (k), where for each η ∈ H

W (k)η = e− adZ(k)kC(η ⊗ ξ)ξ = e−Z(k)kC(η ⊗ ξ)eZ(k)ξ

(here kC is the complexification k(A+ iB) = kA+ ikB for A,B ∈ V).

(2) Let J be a conjugation and j = J · J such that ‖k − j‖ < 1, then k =

JeZ(k)W (k) ·W (k)†e−Z(k)J for the same maps Z,W as above.

(3) The map s : {k ∈ Aut(V) : ‖k − 1‖ < 1} → U(H) given by s : k 7→ eZ(k)W (k)

is smooth, moreover it is real analytic.

Proof. Since k(p2) = k(p)2 we see that k(p) is an orthogonal projection. Now ‖k(p)−
p‖∞ ≤ ‖k − 1‖ ‖p‖∞ < 1, thus taking Z as described gives a linear skew-adjoint
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operator depending smoothly on k such that eZ(k)pe−Z(k) = k(p) (see for instance [3,

Proposition 3.1]). Let

λk = e− adZ(k)kC,

then λk(p) = p, and since kC = Uk · U †
k for some unitary operator by the previous

theorem, we see that λk(AB) = λk(A)λk(B) for any A,B ∈ B(H). Let W (k) be as in

the formula above, then it is clear that it is bounded linear. Let’s see that W (k) is

unitary: first note that if we put

V (k)η = λ−1
k (η ⊗ ξ)ξ

it is easy to check that V (k) is the left and right inverse ofW (k), soW (k) is invertible.

Now note that (ξ ⊗ η)(η ⊗ ξ) = ‖η‖2ξ ⊗ ξ = ‖η‖2p, thus
‖W (k)η‖2 = 〈(λk(η ⊗ ξ))†λk(η ⊗ ξ)ξ, ξ〉 = 〈λk((η ⊗ ξ)(ξ ⊗ η))ξ, ξ〉

= ‖η‖2〈λ(k)(p)ξ, ξ〉 = ‖η‖2〈pξ, ξ〉 = ‖η‖2〈ξ, ξ〉 = ‖η‖2,
showing that W (k) is an isometry, thus it must be unitary. We now claim that λ is

implemented by W : to prove it we compute

(6) W (k)Xη = λk((Xη)⊗ ξ)ξ = λk(X · η ⊗ ξ)ξ = λk(X)λk(η ⊗ ξ)ξ = λk(X)W (k)η,

thusW (k)X = λk(X)W (k) and λk = W (k)·W (k)† as claimed. Then kC = eadZ(k)λk =

eadZ(k)W (k) ·W (k)†, and we have proved the first assertion. Now note that if ‖k−j‖ <
1 then ‖jk− 1‖ < 1 and jk can be represented as above, an the second claim follows.

For the third claim, consider the map k 7→ k(•⊗ξ). We claim that it is real analytic as

a map form the Lie group Aut(V) into the Banach space B(H,B(H)). Let k ∈ Aut(V)

with ‖k − 1‖ < 1; since Aut(V) is a Banach-Lie subgroup of GL(V), with Banach-Lie

algebra Der (V) (Theorem 3.17), we can use H 7→ keH as a chart of Aut(V) around k,

for sufficiently small H ∈ Der (V). We have

‖keH(• ⊗ ξ)−
N
∑

n=0

k
Hn

n!
(• ⊗ ξ)‖ = sup

‖η‖=1

‖eH(η ⊗ ξ)−
N
∑

n=0

Hn

n!
(η ⊗ ξ)‖

≤ ‖eH −
N
∑

n=0

Hn

n!
‖ sup

‖η‖=1

‖η ⊗ ξ‖ ≤ ‖eH −
N
∑

n=0

Hn

n!
‖.

Now the last term converges to 0 as N → ∞, and this computation shows that
∑N

n=0 k
Hn

n!
(• ⊗ ξ) is the Taylor polynomial of our map, and it converges uniformly to

it, so our map is real analytic. Now k 7→ Z(k) is real analytic, so is eZ(k) and the

product in the Banach-Lie group U(H), we have that k 7→ F (k) = eZ(k)k(•⊗ξ)e−Z(k) is

real analytic. It is then apparent thatW (k) = evξ(F (k)) = F (k)ξ is real analytic. �

Remark 4.6. If we modify W above with U(k) = λ(k)W (k) with a non-continuous

function λ : Aut(V) → S1, we see that it is possible that t 7→ kt = Ut · U †
t is a smooth

path while t 7→ Ut is not even continuous.

Remark 4.7 (Aut(V) as an homogeneous manifold of the unitary group U(H)). Con-
sider the action A : U(H) × Aut(V) → Aut(V) given by U ·k = A(U, k) = UkU † =

AdU k. This action is smooth and transitive by Theorem 4.3. Moreover by the same
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theorem if we fix an orthonormal basis of H, and let J be the antilinear conjugation

in that basis, we see that Aut(V) is the disjoint union of the two open-closed orbits

O(Id) = U(H) · Id = Aut(V)0 and O(j) = U(H) · j = AdJ Aut(V)0,

where j = AdJ = J · J ∈ Aut(V). That is Aut(V) = O(Id) ⊔ O(AdJ). Note that the

isotropy group for both orbits is K = S11 by Theorem 4.3. It is also apparent from

Theorem 4.5 that if we let s(k) = eZ(k)W (k) for an automorphism close to 1, then

Theorem 4.8. The action U(H) y Aut(V) has smooth local cross-sections: for any

k ∈ Aut(V) there exists an open neighbouhood V of k and a smooth map s : V → U(H)
such that s(k) = 1, Ads(k) = idV .

Thus in particular the maps πId : U 7→ AdU and πj : U 7→ jAdU are smooth open

projections, and

1 → S1 → U(H) → Aut(V) → 1

is a smooth principal bundle with structure group S1 = U(1) (see [22, Chapter 3] for

applications to quantization).

4.2. Derivations, the structure group and its Lie algebra. From the fact that

UA(B) = ABA for all A,B ∈ B, we derive that UX,Y (A) = 1/2(XAY + Y AX),

therefore the condition for being in the Lie algebra of the structure group is: H ∈
B(B(H)) is in str(V) if and only if there exists H ∈ B(B(H)) such that

(7) XAH(X) +H(X)AX = H(XAX)−XH(A)X

for all A,X ∈ B(H)sa. On the other hand the condition for g ∈ Str(V) in this case

can be written as

g(X)Ag(X) = g(Xg−1(g(1)Ag(1))X),

therefore differentiating gt ⊂ Str(V) at t = 0, if g0 = Id and g′0 = H , we have that

H(X)AX +XAH(X) = H(XAX)−XH(A)X +XH(1)AX +XAH(1)X,

thus H(A) = H(A)−H(1)A−AH(1) = H − 2UH1,1 as we mentioned before.

Remark 4.9 (Derivations). If Z ∈ B(H) is skew-adjoint, let H = H = adZ, then H

maps V = B(H)sa into itself and it is bounded there. From

XA[Z,X ]+[Z,X ]AX = XAZX−XAXZ+ZXAZ−XZAX = [Z,XAX ]−X [Z,A]X

we have that H,H ∈ B(V) obey equation (7), thus H = adZ ∈ str(V) and H = H .

Since H(1) = [Z, 1] = 0, we conclude that H ∈ Der (V). On the other hand, it

was shown in [23] that any complex derivation δ in B(H) must be of the form X 7→
XT −TX for some bounded linear T , thus by complexiying a derivation D ∈ Der (V)

we see that

Der (V) = {adZ : Z ∈ B(H), Z† = −Z}.
Here is a different proof of this equality: take kt ⊂ Aut(V) such that k0 = Id and

k′0 = D ∈ Der (V). Abusing notation, let kt denote also the complexification of kt,
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then k′0 is the complexification of D. Now for each η ∈ H, by the previous theorem

we can write

(8) WtXη = λt((Xη)⊗ ξ)ξ = λt(X · η ⊗ ξ)ξ = λt(X)λt(η ⊗ ξ)ξ = λt(X)Wtη,

where λt = e− adZtkCt . Since Wtη is smooth, it defines a skew-adjoint operator W ′
0 by

means of W ′
0η = (Wtη)

′|t=0 for each η ∈ H. If we differentiate (8) at t = 0, and we get

W ′
0Xη = λ′0(X)W0η + λ0(X)W ′

0η = − adZ ′
0(X)(η ⊗ ξ)ξ + k′0(X)(η ⊗ ξ)ξ +XW ′

0η

= − adZ ′
0(X)η +DC(X)η +XW ′

0η.

Thus DC(X) = [Z ′
0, X ] + [W ′

0, X ], and if we define Z = Z ′
0 + W ′

0, we have that

Z† = −Z, that DC = adZ and then D = adZ also.

Remark 4.10 (One-parameter groups). If Ut = etZ ⊂ U(H) is a one-parameter

group, it is apparent that kt = Ut ·U†
t ⊂ Aut(V) is also a one-parameter group. The

converse holds for our local cross-section: if kt = etD is a one-parameter group of

automorphims of V, then we now know that D = adZ for some skew-adjoint Z, and

using the formulas we see that Zt = Z(kt) = tZ. From there the lift to U(H) of kt is

simply st = S(kt) = etZ . Rephrasing: if D = adZ ∈ Der (V) then the cross-section

gives s(eD) = eZ .

A characterization of the Lie algebra of the structure group is also at hand:

Definition 4.11. For T ∈ B(H) we denote ℓT (X) = TX and rT (X) = XT for

X ∈ B(H), that is ℓ and r are left and right multiplication in the associative algebra

B(H).

Corollary 4.12. If V = B(H)sa as a JB-algebra, then str(V) = {ℓT+rT † : T ∈ B(H)}.

Proof. Each of the morphisms H = ℓT + rT † is linear continuous and preserves V,

since TA + AT † is self-adjoint for self-adjoint A. It is easy to check that if we take

H = −(ℓT † + rT ) then (7) is verified, thus H ∈ str(V). Now recall that str(V) =

L⊕ Der (V), thus for g ∈ str(V) we have by the previous remark that g = LX +adZ

for some X ∈ V and Z ∈ B(H) with Z† = −Z. But then calling Y = X/2 ∈ V, we see

that

g(A) = 1/2(XA+AX) + ZA−AZ = (ℓY + rY + ℓZ − rZ)(A) = (ℓY+Z + rY †+Z†)(A)

Since T = Y + Z is a generic element of B(H), the proof is finished. �

Remark 4.13. In particular we obtain −Id ∈ str(V) taking T = −1/2; notice that

since ℓ, r commute, then

exp(ℓT + rT †) = eℓT erT† = ℓeT reT† ,

that is eℓT+r
T†A = eTAeT

†

= fAf † with linear f (this is apparent because everything

happens inside Str(V)0 ⊂ G(Ω) if we exponentiate str(V)).

From Theorem 3.39 of the previous section, and because p = 0, 1 are the only central

projections of B(H), we conclude this paper by noting that
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Theorem 4.14. If V = B(H)sa as a JB-algebra, then Str(V) = G(Ω)⊔ − G(Ω).

The characterization of the structure group of a product of copies of B(H)sa is also at

hand. Apparently also, the real part of a connected C∗-algebras, when viewed as a

JB-algebra, has a two-components structure group, as the same Theorem 3.39 shows.

On the other end of the zoo, a C∗-algebra with infinitely many central projections

shows us that Str(V) can have infinitely many components.
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