
METHODS
published: 19 November 2021
doi: 10.3389/fpls.2021.734512

Frontiers in Plant Science | www.frontiersin.org 1 November 2021 | Volume 12 | Article 734512

Edited by:

Fernando H. Toledo,

International Maize and Wheat

Improvement Center, Mexico

Reviewed by:

Michael Benjamin Kantar,

University of Hawaii, United States

Manish Kumar Pandey,

International Crops Research Institute

for the Semi-Arid Tropics (ICRISAT),

India

*Correspondence:

Matías F. Schrauf

matiasfschrauf@agro.uba.ar

Specialty section:

This article was submitted to

Plant Breeding,

a section of the journal

Frontiers in Plant Science

Received: 01 July 2021

Accepted: 26 October 2021

Published: 19 November 2021

Citation:

Schrauf MF, de los Campos G and

Munilla S (2021) Comparing Genomic

Prediction Models by Means of Cross

Validation.

Front. Plant Sci. 12:734512.

doi: 10.3389/fpls.2021.734512

Comparing Genomic Prediction
Models by Means of Cross Validation
Matías F. Schrauf 1,2*, Gustavo de los Campos 3 and Sebastián Munilla 1,4

1 Facultad de Agronomía, Universidad de Buenos Aires, Buenos Aires, Argentina, 2 Animal Breeding & Genomics,

Wageningen Livestock Research, Wageningen University & Research, Wageningen, Netherlands, 3Departments of

Epidemiology, Biostatistics, Statistics, and Probabilty, Institute for Quantitative Health Science and Engineering, Michigan

State University, East Lansing, MI, United States, 4 Instituto de Investigaciones en Producción Animal (INPA),

CONICET-Universidad de Buenos Aires, Buenos Aires, Argentina

In the two decades of continuous development of genomic selection, a great variety

of models have been proposed to make predictions from the information available in

dense marker panels. Besides deciding which particular model to use, practitioners

also need to make many minor choices for those parameters in the model which are

not typically estimated by the data (so called “hyper-parameters”). When the focus is

placed on predictions, most of these decisions are made in a direction sought to optimize

predictive accuracy. Here we discuss and illustrate using publicly available crop datasets

the use of cross validation to make many such decisions. In particular, we emphasize the

importance of paired comparisons to achieve high power in the comparison between

candidate models, as well as the need to define notions of relevance in the difference

between their performances. Regarding the latter, we borrow the idea of equivalence

margins from clinical research and introduce new statistical tests. We conclude that

most hyper-parameters can be learnt from the data by either minimizing REML or by

using weakly-informative priors, with good predictive results. In particular, the default

options in a popular software are generally competitive with the optimal values. With

regard to the performance assessments themselves, we conclude that the paired k-fold

cross validation is a generally applicable and statistically powerful methodology to assess

differences in model accuracies. Coupled with the definition of equivalence margins

based on expected genetic gain, it becomes a useful tool for breeders.

Keywords: genomic selection, cross validation, plant breeding, genomic models, model selection

1. INTRODUCTION

In essence, genomic models relate genotypic variation as present in dense marker panels to
phenotypic variation in a given population. These models were first introduced in breeding
(Meuwissen et al., 2001) as a change of paradigm with respect to traditional marker assisted
selection. They are currently used to accelerate genetic gain in many plant breeding programs with
the focus placed on improving predictive ability while remaining agnostic to the causative nature of
the genotype-phenotype relation. When fitting genomic models to data, practitioners need to make
multiple decisions, sometimes without a clear guide or approach on how to take them. Besides the
decision of choosing which model to use among the increasing number available (Whittaker et al.,
2000; Meuwissen et al., 2001; VanRaden, 2008; de Los Campos et al., 2010; Habier et al., 2011; Ober
et al., 2015), the practitioners also need to make many minor choices for those parameters which

https://www.frontiersin.org/journals/plant-science
https://www.frontiersin.org/journals/plant-science#editorial-board
https://www.frontiersin.org/journals/plant-science#editorial-board
https://www.frontiersin.org/journals/plant-science#editorial-board
https://www.frontiersin.org/journals/plant-science#editorial-board
https://doi.org/10.3389/fpls.2021.734512
http://crossmark.crossref.org/dialog/?doi=10.3389/fpls.2021.734512&domain=pdf&date_stamp=2021-11-19
https://www.frontiersin.org/journals/plant-science
https://www.frontiersin.org
https://www.frontiersin.org/journals/plant-science#articles
https://creativecommons.org/licenses/by/4.0/
mailto:matiasfschrauf@agro.uba.ar
https://doi.org/10.3389/fpls.2021.734512
https://www.frontiersin.org/articles/10.3389/fpls.2021.734512/full


Schrauf et al. Comparing Genomic Models

are not directly estimated by the data (so called “hyper-
parameters”). When the focus is placed on predictions, as it is
usual with genomic models, most of these decisions are made in
a direction sought to optimize predictive accuracy. This accuracy
is usually estimated in practice by means of cross validations.

Because of the impact of the prediction accuracy on genetic
gain, many benchmarks have been done seeking to compare
such accuracies among competing models. Most conclude that
there is no better model in general (Heslot et al., 2012), with
the recommendation that practitioners evaluate the entertained
models with their own data and for the specific prediction tasks
at hand (Azodi et al., 2019). The present work illustrates how the
different performance assessments and comparisons can bemade
with cross validations, with a focus placed on both identifying
differences of practical relevance and the decision making
required for model selection and hyper-parameter tuning. We
emphasize the importance of conducting paired cross validations
to achieve higher statistical power, and propose the use of
equivalence margins to identify the differences in accuracy which
are relevant in practice.

With these goals in mind, the present work is organized
as follows: we first assess the predictive ability of G-BLUP
(VanRaden, 2008), probably themost known genomicmodel, in a
well studied dataset, where we discuss the general aspects of cross
validation. We then move on to the comparison of predictive
abilities, which we first use to select the model complexity of
BayesA by tuning the prior average variance of marker effects.
We then consider general hyper-parameter tuning and evaluate
the impact each hyper-parameter has on the accuracy for a variety
of models. We explore general model comparisons, and describe
tools to identify relevant differences in accuracy. To show an
assessment of accuracy differences across multiple datasets we
explore whether a pattern observed in the previous section can
be generally extrapolated. We close with some final remarks.

2. MATERIALS AND METHODS

2.1. The Datasets
In the present work we used public datasets from three main
crops: wheat, rice and maize. The first dataset consists of 599
CIMMYT wheat lines, genotyped with 1,279 DArT markers.
The wheat lines were grown in four different environments and
grain yield was recorded for each line and each environment
(Crossa et al., 2010). This dataset is easily accessed from the R
package BGLR (Perez and de los Campos, 2014) and its relatively
small size allowed us to assess a greater number of models and
parameter combinations.

The remaining two datasets include both more lines and
genotyping by sequencing. They were included in the last section
‘Comparison across datasets’. The rice dataset consists of 1,946
lines, which were genotyped by the 3,000 Rice Genomes Project
(Wang et al., 2018). We used four quantitative traits available on
a high number of lines: grain weight, width and length and the
date on which 80% of the plants are heading. Finally, the maize
dataset consists of lines from the “282” Association Panel and
the NAM population. These lines were genotyped by the project
“Biology of Rare Alleles inMaize and itsWild Relatives” (Glaubitz

et al., 2014). For these lines we used four contrasting traits: the
germination count, the number of leaves, the days to tassel, and
plant height.

2.2. The Genomic Models
In the current work we assessed the performance of a variety
of statistical models coming from two families of common use
in genomic selection. The first family of models we considered
is the so-called “Bayesian alphabet” (Gianola et al., 2009)
and consists of regressions of phenotypes on markers. The
second family comprises models that use the markers to build
genomic relationship matrices (GRM), used in turn to model
the covariance among genetic effects. These latter models stem
from the linear mixed models tradition in breeding, which can be
traced back to Henderson (cf. Henderson, 1984).

Models of the first family, the Bayesian alphabet, are usually
formulated in a hierarchical structure of the form:

y = µ + Xβ + ε

β ∼ F(2)

where y is an n-length vector of trait phenotypes, µ is the vector
of means (possibly dependent on fixed-effect predictors), X is
an incidence matrix of the marker effects in the p-length vector
β , and ε is an n-length vector of normally distributed errors
(with environmental and unmodelled effects confounded). As the
number of markers (p) typically exceeds the number of different
genotypes (n), the regression equation is over-parameterized.
Bayesian alphabet models deal with this “n ≪ p” situation by
assuming a prior distribution F(2) for the marker effects. Each
model is distinguished by the distribution of such priors, which
we briefly describe in Box 1.

Note that, after Gianola et al. (2009), it is usual to marginalize
the marker effect distribution over all other marker-specific

BOX 1 | Priors of marker effects in models of the “Bayesian alphabet” used

in this work.

rrBLUP: βj ∼ normal distribution

βj ∼ N (0, σ 2
β )

see Whittaker et al. (2000),

BayesA: βj ∼ scaled t-student distribution

βj |σ
2
βj
∼ N (0, σ 2

βj
)

σ 2
βj
∼ Scaled-inv-χ2 (ν,S)

see Meuwissen et al. (2001),

BayesB: βj ∼ spike-slab with scaled t-student distribution

βj |σ
2
βj
∼ N (0, σ 2

βj
)

σ 2
βj
= 0, with probability π

σ 2
βj
∼Scaled-inv-χ2 (ν,S), with probability (1− π )

see Meuwissen et al. (2001),

BayesC: βj ∼ spike-slab with normal distribution

βj = 0, with probability π

βj ∼ N (0, σ 2
β ), with probability (1− π )

see Habier et al. (2011).

Frontiers in Plant Science | www.frontiersin.org 2 November 2021 | Volume 12 | Article 734512

https://www.frontiersin.org/journals/plant-science
https://www.frontiersin.org
https://www.frontiersin.org/journals/plant-science#articles


Schrauf et al. Comparing Genomic Models

parameters in the prior. As an example, by marginalizing over the
marker-specific variance (σ 2

βj
), BayesA is usually characterized

as having a scaled t-student distribution for the markers effects
priors. Also in the literature, priors with amass probability at zero
are called spike-slab (like those used in BayesB and BayesC). In
this work we do not interpret these Bayesian priors as statements
of belief, but rather as regularization devices (Gelman and Shalizi,
2013). They stabilize estimates and predictions by making fitted
models less sensitive to certain details of the data, and thus
alleviate the over-parameterization problem in genomic models.

The second family of models considered consists of mixed
linear models, where marker information is used to build-
up relationship matrices. All these models may be specified
as follows:

y = Xβ +
∑

i

Z(i)u(i) + ε

u(i) ∼ N (0,G(i)σ 2
u(i)

)

ε ∼ N (0, Iσ 2
e )

where y is an n-length vector of trait phenotypes, X is an
incidence matrix of the fixed effects in β , each Z(i) is an
incidence matrix of the individual genetic values in the n-
length vector u(i), and ε is an n-length vector of errors (with
environmental and unmodelled effects confounded). Each model
is distinguished by different (often one, possibly many) genomic
relationship matrices [G(i)] described in Box 2. These genomic
relationship matrices (GRMs) specify the covariance structure of
the genetic values.

BOX 2 | Genomic relationship matrices and the mixed models which use

them.

G-BLUP:

G ∝ (M− 2 · 1P)(M− 2 · 1P)′

see VanRaden (2008),

EG-BLUP:

H ∝ G⊙G, (where ⊙ is the hadamard product)

see Ober et al. (2015), Martini et al. (2016),

Categorical Epistasis:

Cmij ∝
1
p
·
∑

k [Mik = Mjk ], (where [proposition] : = 1 if true, else 0)

Ce ∝ 1
2 (Cm⊙ Cm+ Cm)

see Martini et al. (2017),

Gaussian Kernel:

Dij =
1
p
·
∑

k |Mik −M+ jk|2 (alternatively, Dij = Gii +Gjj − 2Gij )

Kij ∝ exp(Dij/h), (elementwise exponentiation)

see de Los Campos et al. (2010) and Alves et al. (2019),

Symbols:

Mik : allele incidence matrix

P: allele frequencies

GRMs are defined up to a multiplicative constant, which can be absorbed

into the corresponding variance parameter (σ 2
g ) in the mixed model.

2.3. Cross Validations for Model
Assessment
In this work we used k-fold cross validation in order to assess
each model’s predictive performance (cf. Friedman et al., 2001).
This procedure consists of dividing a dataset with n cases
(including both phenotypes and genotypic information) into a
number of folds (k) of approximately equal size. Data in k-1
folds are used for training the model to predict phenotypes in
the remaining fold (the testing fold), given the realized genotypes.
The prediction task is repeated using one fold at a time for testing,
and overall results are then combined. When the partitioning
into folds is repeated, say r times, the procedure is called an
r-replicated k-fold cross validation.

An important aspect in the design of a cross validation test
is to define an appropriate error measure to be minimized.
In this regard, a reasonable choice would be the mean square
error (MSE), which penalizes every departure in predictions
from the observed values. However, in the context of breeding
this measure can be too strict, as any constant or scaling
factor afflicting all predictions will inflate the MSE but will not
change the ranking. Instead, breeders have focused on estimating
the predictive accuracy (accuracy, for short), measured as the
correlation between predictions and observations.

In practice, genetic values are usually the ultimate prediction
targets rather than phenotypes. To account for this, the accuracy
can be re-scaled dividing by the square root of a heritability
estimate (notice it is important to use the same heritability
estimate for all accuracies compared to each other). It is possible,
though, to go one step further and directly focus on estimating
the expected genetic gain, which is easily obtained if we assume
truncation selection. We used this new re-scaling into expected
genetic gain in the section “Comparison across datasets” (in
results and discussion). The scaling factor can be easily derived
from the standard genetic gain formula (cf. Falconer andMackay,
1996, in “Response to selection”):

1G = iq · rg · σG

1G = iq · (rph/h) · σG

1G = iq · rph · (σP/σG) · σG

1G = iq · rph · σP

1G/σP = iq · rph

where rg is the predictive accuracy with respect to the
(unobserved) true genetic values, rph is the predictive accuracy
with respect to phenotypes, iq is the selection intensity (i.e., the
mean of a standardized Normal distribution truncated at the q
selection quantile), and 1G/σP is the estimate of genetic gain
(in phenotypic standard deviations). This genetic gain measure
is quite simplistic (as it assumes selection by truncation and
randommating), but on the other hand is easily interpretable and
of practical relevance.

There are two further important issues with regard to cross
validations. One concerns the partitioning between training and
testing sets. While here we always used random partitions, in
specific cases it can be more appropriate to use other schemes
such as splitting the dataset in generations, half-sib families
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FIGURE 1 | Power curve for paired and unpaired cross validations as a function of fold correlation between compared models.

or sub-populations. Also, in the context of multi-trait models,
available information about the different traits can vary between
selection candidates at the time of prediction; thus blurring the
distinction between training and testing sets (Runcie and Cheng,
2019).

The second issue concerns whether we are interested in
estimating the accuracy conditional on the available training
set or as a marginal expectation; i.e., averaged over different
possible training sets. In the context of a breeding plan, where
the genomic model gets updated with new data, the marginal
predictive accuracy might be the more appropriate. Fortunately,
this is the version of the accuracy which is thought to be better
estimated by a k-fold cross validation, while a leave-one-out cross
validation might be better tailored to estimate the conditional
predictive accuracy (cf. Friedman et al., 2001, section 7.12). In
summary, the cross validation should be designed to accurately
simulate the real-world usage of the genomic model.

2.4. Paired Cross Validations for Model
Comparison
The problem of identifying a superior model is different from the
performance assessment task such as discussed in the previous
section. While one could conduct model selection simply by
choosing the model with the highest estimated performance,
it is important to take the variability of those estimates into
account, as well as to provide some control for error probabilities
according to statistical established practice. When applying an
r-replicated k-fold cross validation procedure, variability in the
performance estimates arises from the r replicates and the k

folds. However, using the variability estimate of each assessment
independently (surprisingly an extended practice) ignores that
most variability is shared among models.

A much more reasonable approach when comparing
predictive accuracies between models is to perform paired
comparisons within the same partitioning of folds (Hothorn
et al., 2005). That is, for each fold one summarizes the difference
in accuracies between the compared models rather than the
individual accuracies. This often results in a huge reduction
in the variance of the performance estimates, because most of
the variability is usually shared across the different models. For
example, if the correlation across folds of the accuracy scores
for two models is over 0.8, then the variance of the estimate
of the accuracy difference can be reduced five times by taking
this approach, with a corresponding increase in statistical
power (see Figure 1). We employed this approach in all our
model comparisons.

2.5. Equivalence, Non-inferiority and
Superiority Tests
The comparison of model accuracies using paired differences
of cross validation can have high statistical power. This
allows detecting with high confidence very small differences in
performance. Such statistically significant differences of small
magnitude can be uninteresting because they are superseded by
considerations other than accuracy, or they might not be robust
to any changes in the application of the models. As the saying
goes, “With great power there must also come great responsibility”.
Here it is the responsibility of practitioners to evaluate the
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differences, not only by the statistical ability to detect them, but
also by their assessed practical relevance.

To help with this task, we propose defining an “equivalence
margin” [-1, 1] within which model performances are deemed
equivalent in practice. These kinds of equivalence margins are
standard used in clinical studies (e.g., Da Silva et al., 2009) but,
to the best of our knowledge, their use is not widespread in
plant breeding or the agricultural and environmental sciences in
general. Then, in addition to the conventional test for statistical
differences (sd)

• H0 : d = 0,

we use the machinery of statistical tests to provide
assertions on the practical relevance of these differences

BOX 3 | Representation of the null (H0) and alternative (H1) hypothesis for

speci�c tests:

sd: ++<-------)[](--------->

eq: ++<----](-----)[------->

noi: +<----](-------------->

sup: +<------------](------>

++++++<----|---+---|------->

++++++++++-1 ++0 ++1

Null hypotheses represented in gray, alternative hypotheses in black.

with some degree of error control. Specifically, by conducting
tests of

• Equivalence (eq), H0 : |d| > 1

• Non-inferiority (noi), H0 : d < −1

• Superiority (sup), H0 : d < 1

The hypothesis for these tests are illustrated in
Box 3.

We can use these tests to assess the practical relevance of
differences in predictive accuracy.With the result of these tests we
can produce labels similar to the “significance letters”, which we
argue have some advantages with regard to their interpretation:

• Equivalence letters: models sharing the same letter
have an accuracy difference confidently within the
equivalence margin (and thus are deemed equivalent for
practical purposes).

• Non-inferiority ranking: models with the same or higher
ordinal are confidently non-inferior (the accuracy difference
is within or above the equivalence margin).

• Superiority ranking: models with higher ordinal are
confidently superior (the accuracy difference is above
the equivalence margin).

To build these labels we use directed graphs where the
nodes are the models compared and they are connected
by an edge if the null hypothesis for the comparison
is rejected.

FIGURE 2 | Model performance estimation for the wheat dataset with varying number of cross-validation folds.
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• Equivalence letters: One letter is assigned to each clique of
the graph (which is effectively an undirected graph due to the
reflexivity of the equivalence test).

• Non-inferiority and Superiority rankings: The rankings are
built from the consensus ordering of all possible topological
orders for their respective directed graphs.

These algorithms are similar in nature to those used by statistical
software to compute the traditional significance letters. We
note, though, that traditional significance letters should not be
interpreted as meaning that elements with the same letter are
equivalent which, instead, is the correct interpretation for the
equivalence letters built with the construction above. Finally, we
would like to mention that the hypothesis tests covered in this
section have a general scope of application and are not restricted
to the comparisons of model performance.

2.6. Software
The GRMswere built with custom code in the Julia programming
language (Bezanson et al., 2017), available upon request from the
corresponding author. The remaining analyses were done in the
R programming language (R Core Team, 2021). In particular, the
“Bayesian alphabet” models were fitted with the BGLR package
(Perez and de los Campos, 2014) and the mixed models were
fitted with the EMMREML package (Akdemir and Godfrey,
2015). We used the bootstrap utilities from the package “boot”

(Davison and Hinkley, 1997; Canty and Ripley, 2021). Finally,
the functions for the analysis of cross validation results and
equivalence margin testing were organized into the R package
“AccuracyComparer” (available at https://github.com/schrauf/
AccuracyComparer).

3. RESULTS AND DISCUSSION

3.1. Model Predictive Ability Assessment
As a starting point and to illustrate the use of the cross validation
technique we estimate the ability of a G-BLUP model to predict
CIMMYT wheat yield across four environments. Figure 2 shows
the accuracies estimated by the K-fold cross validation when
using different numbers of folds (K = 3, 5 and 10). The means
bias downward for a smaller number of folds (panel b) but
the effect is small. For the variance of the estimate there is
no clear tendency (panel c). This is because of two competing
effects that balanced out. For one, as the size of the testing set
increases (less folds), this reduces the variance of the estimate
at each fold (panel a). In the opposite direction, as the number
of folds increases, the variance of the whole cross validation
estimate reduces. To estimate the marginal predictive error, both
5-fold and 10-fold seem reasonable choices, with smaller bias
than 3-fold cross validation and similar variances. As briefly
mentioned in materials and methods, a greater number of folds
should not be used unless the goal is to estimate the conditional

FIGURE 3 | BayesA predictive accuracy as function of prior mean of R2
geno for trait 1 of the wheat dataset. Average predictive accuracy of the default model in BGLR

(a weakly-informative prior for R2
geno) in dashed blue for the left panel. All accuracy differences in the right panel are taken with respect to the default model.
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predictive accuracy. In all the following sections we used 10-fold
cross validations.

3.2. Model Selection
3.2.1. Model Complexity and Penalization Parameter
Most genomic models have some penalization parameters which
regulate how flexibly the model adjusts to sample observations.
Finding an optimal value for these parameters is a typical task
for cross validation. Alternatively, these penalization parameters
can be learnt from the data by either minimizing the REML
criterion inmixedmodels (where the penalization parameters are
variance components, see Bates et al., 2014) or by using non or
weakly-informative priors in Bayesian alphabet models.

As an example, take the case of BayesA, where model
penalization is mainly controlled by the scale parameter of the
chi-squared distribution (S, in Box 1), which in turn determines
the a priori average variance of the marker effects (E[σ 2

βj
]). With

BGLR we can choose the value of this parameter by specifying
the proportion of phenotypic variance a-priori expected to
be explained by the marker effects (in the following “R2geno,”
see Perez and de los Campos, 2014), which allows for an
easier interpretation.

To illustrate the usefulness of cross validation to elicit these
parameters, we conducted a 10-fold cross validation for BayesA
with a grid of values for R2geno when fitting wheat yield data. From
this we can observe a textbook accuracy curve which results from

the classical bias-variance tradeoff (cf. Friedman et al., 2001).
Starting with low values of R2geno we have rigid models, whose

accuracies improve with increasing R2geno, until the models begin
to overfit and the accuracy rapidly deteriorates (Figure 3, left
panel). This resulted in an intermediate optimal value.

In addition, we compared the difference in accuracies of
the specific variance proportions in a model with a weakly-
informative prior which is the default in BGLR (Figure 2, right
panel). We can see that the model which learns the variance
proportion from the data performs competitively with the best
pre-specified values of R2geno. We know that REML is a sound
criterion for learning variance components (Thompson, 2019)
and known theoretical results match REML estimates to the
mode of the posterior distribution of the parameter when a non-
informative prior is set in a Bayesian model (cf. Sorensen and
Gianola, 2002, chapter 9). It is possible then, that the soundness of
REML applies not only to Bayesianmixedmodels but also, at least
approximately, to other Bayesian regressions when using weakly
informative priors.

3.2.2. Hyper-Parameter Tuning
Beside penalization parameters, there are many hyper-
parameters without a clear impact on accuracy in the priors of
Bayesian regressions. On the other hand, mixed linear models
have fewer ones, a notable exception being the bandwidth of
the Gaussian kernel. Here we have summarized the impact of

FIGURE 4 | Accuracy sensitivity of multiple models to changes in the values of their hyper-parameters (alternative values compared with respect to defaults in BGLR

software).
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many of those hyper-parameters affecting the models when
fitting the wheat yield data. For each parameter we show the
change in accuracy with respect to the default value in BGLR
(Figure 4). We can see that, of these parameters, only changes in
the kernel’s bandwidth impact the accuracy with a statistically
significant change. An alternative to arbitrary choices is to use
multiple kernels in the same model, each kernel with a different
bandwidth (Alves et al., 2019). These multi-kernel models have
the ability to weight the contribution of each kernel, with results
close to optimal.

3.2.3. General Model Comparison
Beyond setting hyper-parameters, which in our exploration
resulted in minor changes in accuracy, the practitioners may
want to compare between distinctly different models. Here we
see how one may proceed to compare between more than
two models, when they are not necessarily organized by a
specific parameter. We used clustering to help interpretation,
and we chose the G-BLUP as a reference model to compare
accuracy differences (Figure 5). Still referring to wheat yield,
BayesB performed the worst and the Gaussian kernel methods

FIGURE 5 | Comparison of predictive accuracies across models for the trait 1 of the wheat dataset. Colors show a 3-group clustering of the models based on the

accuracy with a hierarchical clustering on the right side.

TABLE 1 | General model comparison for the wheat dataset.

Accuracy difference Hypothesis tests

Model Mean Lower Upper sd eq Sup

BayesB –0.006 –0.009 –0.004 a A 1

BayesC –0.002 -0.003 0.000 b A 1

BayesA –0.003 -0.004 –0.002 b A 1

GBLUP 0.000 - - c A 1

BRR 0.000 –0.001 0.001 c A 1

Catepi 0.025 0.022 0.027 d B 2

EGBLUP 0.033 0.030 0.037 e B 2

Gaussian-multi 0.062 0.056 0.069 f C 3

Gaussian-2 0.067 0.059 0.074 f C 3

Accuracy differences measured with respect to the G-BLUP model. Hypothesis tests (sd, statistical differences; eq, equivalence; sup, superiority). Meaning of letters and rankings in

section 2.5.
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FIGURE 6 | Difference in expected genetic gain from using a Gaussian kernel with respect to a GBLUP prediction model, for low and high panel densities, across

multiple crops and traits (color coded for legibility).

the best. Because of high power, we defined an “equivalence
margin” to identify the relevant differences. This allowed us
to identify easily interpreted groups of statistically equivalent
models (Table 1). Concretely, the 3 equivalent groups were the
additive models (A), models with only pairwise interactions
between markers (B), and finally the models with higher
order interactions (C). We explore further this relation
between marker interactions and predictive performance in the
following section.

3.2.4. Comparison Across Datasets
Sometimes we need to compare models across different datasets
or prediction tasks. For instance, we would like to see here if
the difference between additive and epistatic models observed in
the previous section is particular to the wheat dataset. Schrauf
et al. (2020) showed that marker density could be a relevant
factor for the advantage of models with marker interactions.
Recall that wheat lines were genotyped at low density with DaRTs,
whereas rice and maize lines were sequenced. So we compared
the models performance across datasets with both low and high
density marker panels from these latter species. Also, to assess
the relevance of the differences in accuracy, we converted them
to differences in expected genetic gain (assuming truncating
selection of the highest 10% genetic values). This scale could help
practitioners in deciding on relevant equivalence margins for
the equivalence, non-inferiority and superiority hypothesis tests.

We can see that the advantage for the Gaussian kernel over the
GBLUPmodel observed for wheat in the previous section ismuch
less clear for the maize and rice datasets (Figure 6). Further, the
improvements that can be observed are reduced when going from
a low density marker panel to a high density one. In particular,
the traits where the models were statistically equivalent rose from
under 10% with low density panels to half at high density panels
(Table 2). These results are in accordance with the phenomena of
phantom epistasis (Schrauf et al., 2020).

3.3. Final Remarks
In the present work we explored a variety of aspects related
to the performance assessment of genomic models via cross
validations. We identified several strategies which can help
practitioners avoid arbitrary decisions when implementing a
particular genomic prediction model. For instance, many hyper-
parameters can be effectively learnt from the data by either
minimizing REML or by using weakly-informative priors. In
particular, the default values of those hyper-parameters in
the software used (BGLR) are generally competitive with the
optimal values. An exception is the choice of bandwidth in
a gaussian kernel, for which different values can result in
qualitatively different predictive performances of the model.
For this particular case we recommended the use of multi-
kernel models.
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TABLE 2 | Difference in expected genetic gain from using a Gaussian kernel with respect to a GBLUP prediction model, for low and high panel densities.

Genetic gain difference Hypothesis tests

Markers Species Trait Mean Lower Upper sd eq noi Sup

High Maize Days to tassel 0.017 0.013 0.021 * * *

Germination count 0.001 –0.003 0.005 * *

Number of leaves 0.005 0.000 0.011 * *

Plant height 0.018 0.013 0.022 * * *

Rice Grain length 0.002 –0.003 0.008 * *

Grain width –0.005 –0.008 –0.003 * * *

Grain weight 0.010 0.006 0.013 * *

Days to heading 0.002 0.000 0.004 * *

0.63 0.5 1 0.25

Low Maize Days to tassel 0.037 0.032 0.041 * * *

Germination count 0.004 –0.001 0.008 * *

Number of Leaves 0.015 0.009 0.021 * *

Plant height 0.018 0.014 0.022 * * *

Rice Grain length 0.019 0.012 0.025 * * *

Grain width 0.007 0.004 0.010 * *

Grain weight 0.019 0.015 0.023 * * *

Days to heading 0.009 0.006 0.012 * *

Wheat Yield 1 0.100 0.084 0.116 * * *

Yield 2 0.105 0.087 0.123 * * *

Yield 3 0.079 0.064 0.094 * * *

Yield 4 0.008 -0.010 0.024 *

0.83 0.08 1 0.58

Hypothesis tests (sd, statistical differences; eq, equivalence; noi, non-inferiority; sup, superiority), and proportion of models with rejected nulls for high and low panel densities. Asterisks

indicate rejected nulls for the corresponding test (see Box 3).

Throughout the work we used paired cross validations to
compare methods. This was motivated by the fact that cross
validation estimates are greatly correlated betweenmodels.While
the cross validation estimate of the performance of a model
can have a high variability, the estimate of the difference in
performance between two models is usually much more precise
and allows for their comparison with higher statistical power.
We concluded that paired k-fold cross validations result in a
generally applicable and statistically powerful methodology to
assess differences in model accuracies.

Finally, we introduced the idea of equivalence margins as
a means to identify when those significant differences have
practical relevance for decisionmaking andmodel selection. This
is important because with high statistical power small differences
become detectable, which might not be of interest, or might
not be robust to even small changes between the validation
and the application of the models. We suggest to couple the
tool of equivalence margins, and the associated hypothesis tests,
with informative performance scales for the tasks at hand. In a
breeding context, such scale could be the potential genetic gain
from truncation selection.
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