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Collective effects and quantum coherence in dissipative charging of quantum batteries

Franco Mayo * and Augusto J. Roncaglia †

Departamento de Física, FCEyN, UBA, Pabellón 1, Ciudad Universitaria, 1428 Buenos Aires, Argentina
and Instituto de Física de Buenos Aires, UBA CONICET, Pabellón 1, Ciudad Universitaria, 1428 Buenos Aires, Argentina

(Received 30 December 2021; revised 17 May 2022; accepted 23 May 2022; published 6 June 2022)

We consider the dissipative charging process of quantum batteries in terms of a collisional model, where
the batteries are coupled to a heat bath using nonenergy preserving interactions. First, we show that for low
temperatures, the collective process can attain a charging power that increases polynomially with the number of
batteries. The scaling we find is N3 which, while being greater than the bound obtained for unitary processes,
has a lower efficiency. Then, we study the dissipative charging process of a single battery using a time-dependent
Hamiltonian that generates coherences in the energy basis. In this case, we find that the presence of coherence
could enhance the charging power and also its efficiency. Finally, we show how this process can be used in a
quantum heat engine that contains the charging process as one of its open strokes.
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I. INTRODUCTION

Quantum batteries are devices that allow one to temporar-
ily store energy. This concept was coined by Alicki and
Fannes [1] when considering whether quantum effects could
be used to improve the amount of work that can be extracted
from a quantum system using unitary operations. Remarkably,
it was soon realized that collective operations allows one to
extract more work from these devices and they also allow a
speedup of their power without generating entanglement in
the evolution [2]. Since then, a great deal of work has been
devoted to understand the performance of these devices under
different scenarios. During recent years, general bounds for
the power of collective processes were obtained [3–5], and
physical systems that were able to reach them were also put
forward [6–8]. In fact, it was recently shown that the collective
advantage [3] for these batteries scales linearly with their
number in the best-case scenario [3,4] and linearly with the
order of the interaction in more realistic situations [5]. There
were also several proposals for practical implementations of
these devices using cavity QED systems [7,9,10], many-body
systems [6,11–14], and batteries that interact with the en-
vironment [15–17]. The presence of quantum coherences is
another feature whose role is expected to be important in the
behavior of quantum batteries as well in other thermodynamic
processes [18–20]. In fact, recent studies have shown that
quantum coherence may enhance the charging power of quan-
tum batteries [21–23] and the performance of some thermal
machines [24–36].

More recently, batteries described by open quantum
systems, the so-called dissipative quantum batteries, were
introduced [37]. In this framework, the charging process is
developed while the battery is coupled to a heat bath, and the
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dynamics is engineered in such a way that the steady state cor-
responds to a charged battery. In this context, collective effects
have also been addressed showing that the deterioration in
the charging process due to dissipation could be mitigated by
increasing the number of batteries [38]. This type of evolution
has some advantages and drawbacks over the unitary one.
On one hand, since it is a process that is designed so that
the battery reaches an equilibrium state, one is not concerned
about its initial state and can always apply the same evolution.
Moreover, since the steady state is of equilibrium [37,39],
keeping the charging process running while the battery is fully
charged protects its state against perturbations at no energy
cost. The main drawback of this process, on the other hand, is
that it dissipates some of the external work as heat, and thus it
has a lower efficiency.

In this paper, we consider different dissipative charging
processes [37] and study how collective effects and the pres-
ence of quantum coherences affect their performance. The
dissipative quantum batteries we consider are based on col-
lisional models [40–52], where the interaction between the
battery and the bath is modeled in terms of a repeated inter-
actions scheme [37,41], where many identical noninteracting
systems in thermal equilibrium interact sequentially with the
battery. This leads to a Markovian evolution that can be de-
scribed in terms of a Lindblad equation [53]. In this way, the
process can be engineered in order to lead the battery towards
nonequilibrium steady states that are not passive, i.e., work
can be extracted from them. Here we show that within this
framework, the charging power of the collective process for
N batteries can scale as N3 in the low-temperature regime.
Then, we show that the presence of quantum coherences can
also enhance the charging power of a single battery; finally,
we show how this process can be included in a finite-time
thermodynamic cycle.

The present work is structured as follows. In Sec. II, we
study a collective dissipative battery charging process, focus-
ing first on the relation between correlations and charging
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FIG. 1. Dissipative charging process of two batteries, S1 and S2,
for (a) parallel and (b) collective schemes. The open dynamics is
described in terms of a collision model. In this way, the batteries
interact sequentially with auxiliary systems R1 and R2, which are
prepared in thermal Gibbs states at the temperature of the heat bath
R, and discarded after the interaction. (a) In the parallel scheme,
each battery interacts with a single auxiliary system at each time step.
(b) In the collective scheme, we allow the batteries to interact with
both auxiliary systems and with each other.

power. Then, we consider the power scaling law in terms of
the number of subsystems conforming the battery. In Sec. III,
we study a charging process in which coherences in the en-
ergy eigenbasis are generated by driving the battery with a
Hamiltonian that does not commute with itself at all times.
We find that coherence generation not only enhances the
charging power, but also the efficiency of the process, that is,
the ergotropy over the external work. Then, we extend these
results to a heat engine by introducing a cycle that includes
the coherent dissipative charging process as one of its strokes.
Finally, in Sec. IV, we exhibit the summary and conclusions.

II. COLLECTIVE DISSIPATIVE CHARGING

Collective processes can enhance the charging power of
quantum batteries [2,3,7]. For classical batteries, power scales
linearly with the number of batteries; however, for quantum
batteries, this scaling can be superlinear. In fact, it has been
shown that for unitary charging, the best possible scenario
achieves a scaling that is quadratic [3]. In this work, we will
be interested in the characterization of collective effects for
dissipative charging processes [37].

We will consider the battery as a finite-dimensional quan-
tum system S with Hamiltonian HS that is coupled to a heat
bath R. The open dynamics for the battery will be described
in terms of a collision model [40,45]. Within this approach,
the heat bath is composed of an ensemble of identical auxil-
iary systems, each with Hamiltonian HR, that are prepared
in the same thermal Gibbs state at inverse temperature β.
In this way, the evolution is such that each of these auxil-
iary systems interacts sequentially with the battery through a
time-independent potential V during a short time �t . Thus, at
each time step, the battery interacts with a different auxiliary
system, as schematically described in Fig. 1. Notably, this
model leads to a Markovian evolution for the battery whose
steady state is of the form [37]

ρ = e−βH0

Z0
, (1)

where, in this case, H0 is an operator that satisfies

[HS , H0] = 0 and [V, H0 + HR] = 0, (2)

and Z0 = tr[e−βH0 ] (h̄ = kB = 1 throughout the entire work).
In general, HR and V do not determine uniquely H0 [39],
meaning that the process may have more than one steady state.
However, by a proper choice of V and HR, it is possible to
find a unique H0 that satisfies the above commutation relation.
Thus, in this case, the battery has a unique steady state that
is independent of its initial state. Therefore, the process can
be engineered, by a proper choice of these operators, so that
asymptotically one ends up with a charged battery. Interest-
ingly, in such a case, if H0 = −HS , the steady state of the
process is thermal but with negative temperature. In addition,
if the Hamiltonian spectrum is symmetric, this process max-
imizes the ergotropy [54] since this state can be transformed
via unitary operations into a thermal state [1,37].

The type of processes we describe are such that the in-
teraction between the battery and the auxiliary systems does
not commute with the total Hamiltonian. Therefore, since the
energy of the joint system is not preserved, some finite work
is done to the system after each interaction. A fraction of this
work goes to the battery, while the rest goes to the bath as
dissipated heat. Thus, the efficiency of the process can be
defined as η = 1 − Q/W [37], where W is the external work
and Q the dissipated heat.

In order to address the collective effects in dissipative
charging processes, we will consider two different scenarios
(see Fig. 1): a parallel one, where the batteries do not interact
with each other, and a collective one, in which the batteries
interact with each other during the evolution. Each battery will
be represented by a two-level system with Hamiltonian

HS = ω

2
σz. (3)

We will also consider auxiliary systems with Hamiltonian
HR = HS and choose V in such a way that the steady state
has a negative temperature. In this case, the efficiency of the
charging process for a single battery is η = 1/2 [37] since
half of the work done on the joint system is dissipated to
the bath. Notice that if the auxiliary systems have a different
gap, that is, HR = α HS , the steady state of the battery has
a negative temperature −(βα)−1. Using the expressions of
work and heat for dissipative charging [37], this leads to
an efficiency η = 1/(1 + α). Therefore, there is a trade-off
between efficiency and ergotropy, meaning that when η → 1
(α → 0), the ergotropy is vanishingly small.

A. Collective charging of two batteries

Let us first consider the simplest scenario with two batter-
ies. As we said, we assume that all batteries have identical
time-independent Hamiltonians, and the choice of charging
interactions is what actually determines the nature of the
process. For the parallel process, we consider the following
time-independent potential [37]:

V|| = ε√
�t

(σ+
S1

σ+
R1

+ σ+
S2

σ+
R2

) + H.c., (4)

were ε is the coupling strength and �t is the time interval
in which the system interacts with the auxiliary systems. The
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collective process is designed in such way that the commuta-
tion relation of Eq. (2) is satisfied for H0 = −HS . Thus, in this
case, we consider the following interaction:

V# = 2ε√
�t

(σ+
S1

σ+
R1

σ+
S2

σ+
R2

+ σ+
S1

σ+
R1

σ−
S2

σ−
R2

) + H.c. (5)

It can be shown that for each of these processes, there is
unique steady state that is thermal with a negative temper-
ature whose magnitude equals the temperature of the bath.
This is due to the fact that both interactions satisfy the com-
mutation relations given by Eq. (2) with H0 = −HS as the
only solution, which can be easily verified by replacing both
interactions and the bath Hamiltonian [see Eq. (2)]. The factor
2 that appears in Eq. (5) is included to ensure that ||V#||op =
||V||||op. This condition was also imposed in [3,4,6], in order
to make a fair comparison between parallel and collective
unitary processes. In this way, an optimal power scaling that
is quadratic with the number of batteries was derived. When
another condition is imposed, such as keeping constant the
time-averaged energy for both processes, the same power scal-
ing is obtained [3]. However, this last condition is meaningless
in our case since we can make the collective process arbitrarily
fast while keeping constant the time-averaged energy.

The process starts with empty batteries, which means that
their initial state is thermal, and it ends when the batteries
reach the asymptotic state. In order to determine the equilibra-
tion timescale for these processes, first we should notice that
these collision models lead to Lindblad master equations in
the limit of �t → 0 [40,41]. A detailed derivation of the
master equation in this limit can be found in Ref. [41]. After
solving these master equations, one finds that the batteries ap-
proach the steady state exponentially fast, with a characteristic
timescale τ that depends on the type of process,

ρ(t ) = [ ρempty − ρfull ]e−t/τ + ρfull, (6)

where ρempty is the initial thermal state, ρfull = eβHS1 /Z1 ⊗
eβHS2 /Z1 is the steady state, and the two batteries are in a
negative-temperature thermal state with Z1 the partition func-
tion of a single battery. Although for the collective process
this time is temperature dependent, it is always less than half
the time of the parallel process,

τ|| = 1

ε2
,

τ# = 1

2ε2[1 + tanh2(βω/2)]
, (7)

and is faster for lower temperatures. Thus, the collective pro-
cess has a greater power than the parallel one.

Given that the mean power of a given process is

P = Eδ − Eempty

T
,

where T is the time it takes to charge the battery with energy
Eδ = Efull (1 − δ), δ is a small number, and Efull is the energy
of the fully charged battery, we can now introduce the collec-
tive advantage [3]:

� = P#

P||
, (8)

where P# (P||) is the mean power of the collective (parallel)
process.

For two batteries, from Eq. (6), we find that

T = τ ln

[
Efull − Eempty

δ Efull

]
.

As it can be seen, the only dependence on the type of process
appears in τ . Since both processes charge the battery to the
same energy, the collective advantage � only depends on the
duration of each process. Thus, the collective advantage is

� = τ||
τ#

= 2 [1 + tanh2(βω/2)]. (9)

Thus, for two batteries, 2 � � � 4. In this simple example, it
is shown that the advantage could be greater than linear in the
number of batteries, while previous works showed that � � N
for unitary quantum batteries [3,4].

Here we can also evaluate the relation between the col-
lective advantage and the amount of correlations that are
generated in the process. So we consider the mutual infor-
mation [55] between the two batteries as a measure of total
correlations. In particular, we compute the maximum mutual
information along the process. Using the fact that the evo-
lution of the joint system is such that only the populations
of the lowest and highest level are changed, and that the
density matrix remains diagonal during the whole process, we
can maximize the mutual information with respect to these
two populations. In this way, we find that this maximum is
reached when the populations of these two levels are equal.
We can also notice that the populations of the intermediate
levels correspond to a thermal state of the joint system, and
the mutual information can be expressed as

Imax = 2 ln 2 +
(

Z − 2

Z

)
ln

(
Z − 2

2Z

)
− 2

Z
ln Z,

where Z = Z2
1 . Now, using the temperature dependence of the

collective advantage [Eq. (9)], the mutual information can also
be written as

Imax = 2 ln 2 + �

4
ln

�

8
+

(
1 − �

4

)
ln

(
1

2
− �

8

)
.

Since 2 � � � 4, we can see that the collective advantage
grows monotonically with the maximal amount of correlations
generated during the process. Thus, for two batteries, we show
that there is an advantage in considering the collective pro-
cess, and there is a direct relation between this advantage and
the amount of correlations that are generated in the process.
Finally, it is interesting to notice that the correlations gener-
ated in the process are classical. We calculate the quantum
discord [56,57] and it turns out to be zero for this interaction.
So this enhancement in power does not rely on the generation
of quantum correlations. In the following, we will generalize
these ideas to an arbitrary number of batteries.

B. Scaling of the charging power

We are interested in evaluate the scaling of the charg-
ing power with the number of batteries, N . Thus, in order
to include more batteries, we have to design the interaction
that leads the system to the proper steady state. This implies
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that the interaction should satisfy [V (N )
# ,−H (N )

S + H (N )
A ] = 0,

where H (N ) is the sum Hamiltonian of the N systems.
We find that the interaction that generates the desired pro-

cess is the one that exchanges the populations between the
energy levels, Ek ←→ EN−k . Thus, the operator that performs
this action over the energy levels j and l of the batteries
and the bath is V̂j,l ≡ ∑

μ j ,μl
|Ejμ j , E (R)

jμ j
〉〈Elμl , E (R)

lμl
|, where

μ j = 1, . . . , g j and g j = (N
j

)
is the degeneracy of the jth en-

ergy level. In this way, the collective potential can be written
as

V (N )
# =

N∑
k=1

Nε√
�t

V̂k,N−k .

It is important to remark here that since we require that the
parallel and collective interactions have the same operator
norm, the coupling constant must scale as ε → Nε. This
scaling is what leads to a speed-up of the process. Using this
interaction, and following the same steps as in Ref. [41], we
can obtain the following master equation:

ρ̇S = −i
[
H (N )
S , ρS

] + D(ρS ),

where

D(ρS ) = −1

2
trR

[
V (N )

# ,

[
V (N )

# , ρS ⊗ e−β H (N )
R

ZN
1

]]
.

From these equations, it can be shown that the system has
a negative-temperature thermal state as the only steady state.
Then, by solving the master equation, we find that for an
initial thermal state, the energy populations approach the
steady values exponentially in time. However, the characteris-
tic timescale is different for each energy level. In fact, for N
batteries, the mean value of the energy evolves as

E (t ) =
∑

k

gk

[
(e−βEk − eβEk )

ZN
1

e−t/τk + eβEk

ZN
1

]
Ek,

where

τk = ZN
1

2 cosh (βEk )N2ε2
(10)

is the characteristic timescale for the transition Ek ←→ EN−k .
It is interesting to notice that these characteristic timescales
are, in general, greater than the ones obtained in the par-
allel process, except for the transition between the highest
and lowest levels. This means that in general, the collective
process is slower than the parallel one. However, in the low-
temperature regime kBT 	 h̄ω, the only relevant transitions
are those that exchange the populations between the lowest-
and the highest-energy levels. Therefore, in this regime, we
find that the collective process is faster than the parallel one.
More importantly, when studying the scaling of the collective
advantage, we find that

� � N2, (11)

where the upper bound is attained at zero temperature. No-
tably, this upper bound is N times greater than the one
obtained for unitary batteries [3,4]. This is due to the fact that
in our case, the quantum advantage (in the low-temperature

FIG. 2. Collective advantage vs the number of batteries, N , in
logarithmic scale for two different temperatures. ln(N2) is plotted
to show that it fits the scaling of the collective advantage for the
lower temperature (gray line). At low temperatures (blue dots), the
collective advantage is quadratic, while at higher temperatures (black
squares), the collective process we designed has less power than
the parallel one. The simulations were done using the following
parameters: ε = √

10, ω = 1.5, δ = 0.01.

regime) scales quadratically with the coupling constant, while,
for instance, in [4] it does linearly.

We have performed numerical simulations to verify this
scaling; see Fig. 2. There we can see that for low temperatures,
� is quadratic with the number of batteries, while for high
temperatures, this interaction leads to a process with worse
power than the parallel one. In Fig. 3, we show the collective
advantage in terms of βω for up to five batteries. There we
can see that in all the cases, � → N2 when βω 
 1, and
this regime is achieved for temperatures of the order of βω ≈
10. It is important to remark that even though this process

FIG. 3. Collective advantage vs inverse temperature for N bat-
teries. � reaches the quadratic regime at low temperatures. As N
increases, this is achieved at a higher value of βω. Parameters:
δ = 0.01
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allows for a greater collective advantage, when compared to
the closed-system scenario, it is less efficient in the sense
that some of the external work done to charge the batteries
is dissipated as heat.

We showed that when dealing with dissipative batteries, the
power scaling is not upper bounded by N2. We have obtained
this behavior for a specific choice of the interaction V# that
includes N-body interactions. However, one can also notice
that if one allows only k-body interactions, one can charge the
batteries in partitions of k batteries. In this case, each set has
a collective advantage of ∼k2 in the low-temperature regime,
and thus the collective advantage of the N batteries is at least
also � ∼ k2, while for unitary batteries, � ∼ k [5].

III. DISSIPATIVE CHARGING PROCESS WITH
COHERENCE GENERATION

In this section, we will study another feature that may affect
the charging process: the generation of coherences during the
dynamics. The dissipative charging process we considered in
the previous section was unable to generate coherences in the
energy basis. This is due to the fact that the dissipator does not
couple the off-diagonal and diagonal terms of the battery’s
density matrix, so it commutes with the Hamiltonian at all
times. In order to generate coherences in the dynamics, we
will introduce a time-dependent Hamiltonian that does not
commute with itself at all times,

HS (t ) = ω

2
{α(t ) σx + [1 − α(t )] σz}, α(t ) ∈ [0, 1], (12)

where α(t ) is a real time-dependent parameter, and for α(t ) =
0 is equivalent to the previous process. However, the interac-
tion that couples the battery to the bath is the same as we used

for single batteries in the previous section,

V = ε√
�t

(σ+
S σ+

R + σ−
S σ−

R). (13)

The other condition we require is that α(t ) returns to zero at
some point so as to reach the desired steady state; otherwise,
the commutation relation that defines H0 would not be satis-
fied.

A. Charging power of a single dissipative battery

In particular, we will analyze the process that maxi-
mizes power subjected to the time-dependent Hamiltonian of
Eq. (12). To this end, we use quantum control techniques
[58–60] to optimize power over α(t ).

The procedure that carries out this optimization goes as
follows. First, we perform a time discretization by transform-
ing the continuous parameter α(t ) into a vector of parameters
{αk}. This discretization simplifies the dynamics since, in
this way, it can be implemented in terms of a concatenation
of short evolutions within time intervals �tk = tk+1 − tk and
constant Hamiltonians {H (αk )}:

ρN = 
N
k=1 exp{M(αk )} ρ0, (14)

where M(αk ) is the propagator given by the master equation.
Now, if we write ρ as a column vector,

ρ =

⎛
⎜⎝

ρ00

ρ01

ρ10

ρ11

⎞
⎟⎠,

then

M(αk )=

⎛
⎜⎜⎜⎝

− γ +
2

iωαk
2 − iωαk

2
γ −
2

iωαk
2 − ε2

4 − iω(1 − αk ) 0 − iωαk
2

− iωαk
2 0 − ε2

4 + iω(1 − αk ) iωαk
2

γ +
2 − iωαk

2
iωαk

2 − γ −
2 .

⎞
⎟⎟⎟⎠,

where γ ± = ε2 exp(±βω/2)/Z1 are the dissipation rates of
the master equation.

For a two-level battery, the energy maximization is carried
out through a maximization of the excited-state population.
Then, by using gradient ascent method, the parameters αk can
be updated from an arbitrary initial choice so as to maximize
this population at any time tN . This is done using the following
procedure: First, we set αk as a vector of random components;
then, αk is updated with the following formula:

α
(i+1)
k = α

(i)
k + ζ

∂ρe(tN )

∂αk
,

where ρe are the populations of the excited state and ζ is
a parameter that determines the size of variation of αk on
each step. Using this procedure, αk is updated until it reaches
the optimal parameters for which the gradients become small
enough to make the variations in αk negligible.

Using this algorithm for different times tN , we found that
the process that maximizes power consists of two sudden

quenches: one at the beginning of the process switching α

from 0 to 1, and the other after some time td (which results
from the optimization and depends on ε and ω) that returns
α to 0. We have also found that the process with minimum
power is the one that takes place at a constant Hamiltonian
proportional to σz. Notably, this is the only process of the
family defined in Eq. (12) that does not generate quantum
coherence in the energy basis.

In Fig. 4(a), we show the optimal process along with the
standard dissipative process that does not generate coher-
ences. It can be seen that the charging process is faster when
using the double quench protocol. The plot is shown using
instantaneous quenches, which is why we have infinite instant
power for some times; however, this enhancement due to the
presence of coherences remains even for finite-time quenches.
In Fig. 4(b), we show the efficiency of the process η, i.e., the
ergotropy over external work [37], and the power as a function
of the coupling strength between the system and the reser-
voir. We find that in the weak-coupling regime, the double
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FIG. 4. (a) Fraction of energy stored in the battery as a function
of the duration of the charging process. (b) Efficiency (Power) of the
coherent process normalized by the efficiency (power) of the constant
Hamiltonian process, η0 (P0), plotted against the coupling strength.
Parameters: ε = √

0.25, ω = 1.5, td = 2, β = 1.

quench process is also more efficient than the process with a
constant Hamiltonian. This is due to the fact that for strong
couplings, the dissipative term dominates the dynamics. In
fact, the advantage appears only when the system is initially
in a passive state. On the other hand, when the system starts
in an active state, the driving slows down the charging process
and produces more dissipation. For strong couplings, the state
remains passive just for a short time, and that is why we
observe a reduction in efficiency and power as the coupling
is increased.

In order to relate the enhancement in power and efficiency
with the presence of coherences, we modify the process by
introducing a dephasing noise that is turned on during the
whole evolution. This noise removes coherences in the energy
eigenbasis with probability p,

E (ρ) =
(

1 − p

2

)
ρ + p

2

∑
i


Ei ρ 
Ei , (15)

where 
Ei are projectors onto the instantaneous energy eigen-
states. Thus, this noise does not change the energy of the
system. In Fig. 5, we show both power and efficiency in terms

FIG. 5. Power and efficiency of the coherent charging process
plotted against the dephasing parameter p. Power (Efficiency) is
normalized by the power (efficiency) of the constant process. Param-
eters: ε = √

0.25, ω = 1.5, td = 2, β = 1.

of the probability p. It can be seen that both magnitudes are
quickly deteriorated as coherences are removed, so in this way
the best performance of the process can be connected with the
generation of quantum coherence in the energy eigenbasis.

We should also notice that when coherences are completely
removed, the process is still more efficient than the one with
a constant Hamiltonian. This happens because, in a charging
process with a time-dependent Hamiltonian, the state of the
battery does not commute with the Hamiltonian at all times,
and therefore part of the work done on the battery comes from
this time dependence and it does not dissipate heat to the bath.
On the other hand, when the Hamiltonian is constant, all the
work comes from the interaction with the bath and more heat
is dissipated to the environment.

B. Heat engine with coherence generation

In the last section, we showed that the best performance
of our charging process was associated with the presence of
coherences. Thus, one might wonder whether this behavior
could also be observed in a thermodynamic cycle. In fact, one
of the most interesting questions in quantum thermodynamics
is whether or not quantum coherence can enhance the perfor-
mance of heat engines. Recent works [24,25] show that under
certain conditions, the generation of quantum coherence in the
energy basis can enhance the efficiency and power of heat en-
gines. Thus, in this section, we study a thermodynamic cycle
that includes the dissipative charging process we introduced
as one of its strokes.

The cycle we design is similar to the Otto cycle [61]; see
Fig. 6. However, since we want to include the battery charging
scheme in one of the strokes, we considered an Otto cycle
in which the interaction between the system and baths is the
same as in Eq. (13). In this way, the steady state of the open
strokes will be at negative temperature,

ρ−βi (Hi ) = eβiHi

Zi
, i = c, h,
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FIG. 6. Schematic representation of the thermodynamic cycle.
The y axis displays the energy of the system at each stroke, and the x
axis its energy gap.

where the index i refers to the cold (c) and hot (h) baths.
In addition, since we found that the generation of coherence
improves the charging process only when the system starts
in a passive state, we include in one of the closed strokes
a unitary transformation that inverts the populations of the
system, leaving it in a thermal state. In this way, there is an
open stroke where the system starts in a passive state and
we can use the generation of coherences to improve their
performance. Below, we describe the thermodynamic cycle:

(1) The system with Hamiltonian Hh = ωh
2 σz starts in

a negative-temperature state at the temperature of the hot
bath, ρ1 = ρ−βh (Hh). A unitary transformation that inverts the
qubit’s populations is performed and the system ends up in
the thermal state ρ2 = ρβh (Hh). During this stroke, the work
extracted from the system is

W1 = tr[Hh (ρ2 − ρ1)].

(2) The system is isolated from the baths and undergoes an
adiabatic compression by changing its gap from ωh to ωc. Its
state does not change, but it performs negative work (external
work is required),

W2 = tr[(Hc − Hh) ρ2].

(3) This stroke consists of the dissipative charging of a
quantum battery (the system) studied in the previous section.
Thus, it is coupled to the cold reservoir and the double quench
Hamiltonian is used to inject work generating coherences in
the energy basis. In this case, the system starts in the state
ρ3 = ρ2 and ends in a negative-temperature thermal state at
the temperature of the cold reservoir, ρ4 = ρ−βc (Hc). During
this stroke, some external work needs to be done and some
heat is dissipated to the bath. Analytical expressions for the
heat and work are rather complicated and therefore omitted in
the main text (see the Appendix).

(4) The system is separated from the bath and the gap is
changed to its initial value, ωc → ωh. During this stroke, the
state remains constant ρ5 = ρ4 and again some external work
needs to be done,

W4 = tr[(Hh − Hc) ρ4].

(5) Finally, to close the cycle, the system is coupled to the
hot bath and it reaches the nonequilibrium steady state ρ1.

FIG. 7. (a) Efficiency and (b) power of the coherent (solid lines)
and dephased (dashed lines) cycles for different temperatures of the
hot bath in terms of the systems’ gap, ωh. The black dashed line
in (a) shows the equivalent Otto efficiency. Parameters: ε = √

0.25,
ωc = 1, td = 2, βc = 10, tcycle = 20.

During this process, the state absorbs heat,

Qh = tr[Hh (ρ5 − ρ1)],

and performs some work,

W5 = 2 tr[Hh (ρ5 − ρ1)].

The efficiency of the process can be computed analytically
and is included in the Appendix. We performed numerical
simulations to study the efficiency and power of this cycle op-
erating at finite time for different parameters. The simulations
were done both for a coherent cycle and an incoherent one,
in which coherences are eliminated using dephasing noise
given by Eq. (15) with p = 1. In this case, we consider cycles
whose duration is larger than the relaxation time of the open
strokes (tcycle 
 ε−2). The results for efficiency at different
temperatures βh and gaps hh are shown in Fig. 7(a). There we
can see that the coherent cycle has a greater efficiency for all
the parameters we considered. The same happens with power,
as is shown in Fig. 7(b). Here we show an example where
the generation of coherence in the energy basis results in
an enhancement of the cycle performance. Usually, quantum
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FIG. 8. Difference in power between the coherent and dephased
cycle in terms of the relative entropy of coherence. The enhancement
in power grows monotonically with the maximum amount of coher-
ence generated during the cycle. The parameters are the same as in
Fig. 7.

coherence reduces the efficiency of thermodynamic cycles
due to an increased dissipation, which is called quantum
friction [62–65], but in this case we find a process in which
coherence has the effect of quantum lubrication [24,27]. How-
ever, both power and efficiency are always lower than those of
an equivalent Otto engine operating between the same tem-
peratures and gaps. We also evaluate the difference in power
between the coherent and the dephased cycle as a function of
the amount of coherence generated in the process. This was
done using the relative entropy of coherence as a figure of
merit,

C = max
ρ

{S(ρdeph ) − S(ρ)}, (16)

where S(·) is the von Neumann entropy and ρdeph =∑
i 
Eiρ
Ei is the dephased state. This quantity measures the

maximum amount of coherence generated along the process.
In Fig. 8, we show that, as we expect, this power difference
increases with the amount of coherence.

In previous works [24,25], short-time thermodynamic cy-
cles were also studied, showing that coherence generation can
improve their performance even when the duration of the open
strokes is much shorter than the equilibration time. Here we
find the same behavior for this sort of cycles where tcycle 	
ε−2. In Fig. 9(a), we show the efficiency of the cycle as a func-
tion of its duration. There we can see that the coherent cycle
has a greater efficiency for all times and it remains positive for
short times, where the incoherent cycle cannot produce work.
A similar behavior is observed in the power [Fig. 9(b)]. Thus,
the generation of coherences not only improves the efficiency
and power of stationary long-time cycles, but also allows to
extract work in short-time cycles.

IV. SUMMARY AND CONCLUSIONS

In this work, we have studied two important features of dis-
sipative quantum batteries: their performance under collective
charging and quantum coherences. To this end, we designed a
collective charging process that involves interactions between

FIG. 9. (a) Efficiency and (b) power for the coherent (blue [light
gray]) and dephased (black) cycles in terms of the duration of the cy-
cle. In (a), the gray dashed line shows the equivalent Otto efficiency.
The red area in the bottom of both figures highlights the region
for which the cycles do not produce work. The light blue, vertical,
shadowed areas show the range of cycle durations for which the cycle
works as an engine only if coherences are generated. Parameters:
ε = √

0.25, ω = 1.5, td = 2, βc = 10, βh = 0.1.

the batteries, and compared it with a parallel process. For two
batteries, we have found that the collective process is faster
than the parallel one. Both power and the amount of correla-
tions depend on the temperature of the reservoir, and there is
a direct relation between the amount of correlations and the
power of the process. Then, we investigate how this collective
enhancement in power scales with the number of batteries,
N . We showed that in the low-temperature regime, the collec-
tive advantage scales as � ∝ N2 in our scheme. Notably, this
scaling is greater than the one obtained for unitary charging
processes; however, it has lower efficiency. On the other hand,
if one considers 2k-body interaction in the Hamiltonian, we
showed that the collective advantage turns to be � = k2.

When the charging process generates coherence in the en-
ergy basis, we have found that there is an improvement both
in power and efficiency. We also showed that this advantage is
quickly deteriorated when a dephasing noise that eliminates
coherences is added. Finally, we studied a thermodynamic
cycle that contains this charging process as one of its strokes.
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This cycle operates between nonequilibrium steady states and
displays a better performance when quantum coherences are
developed in the evolution.
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APPENDIX: EFFICIENCY OF THE CYCLE
IN THE WEAK-COUPLING REGIME

In this Appendix, we derive the efficiency of the coherent
cycle in the weak-coupling regime and show that it is always
upper bounded by Otto efficiency.

The efficiency is defined as

η = W

|Qh| = |Qh| − |Qc|
|Qh| = 1 − |Qc|

|Qh| . (A1)

The heat exchanged during the hot isochore Qh is the same for
both the coherent and incoherent cycles,

Qh = ωh

2

[
tanh

(
βc ωc

2

)
− tanh

(
βh ωh

2

)]
. (A2)

On the other hand, the heat exchange along the cold iso-
chore Qc depends on the type of cycle and therefore is the
one that makes the efficiency different for coherent and in-
coherent cycles. In order to calculate Qc, we split the cold
isochore in two steps. First, we calculate the heat exchange
during the time that the Hamiltonian is proportional to σx, and
then we add the heat contribution when the Hamiltonian is
proportional to σz. The heat rate, defined as Q̇c = −〈HR〉, is
given by

Q̇ = ωc(γ + 〈σ+σ−〉 − γ − 〈σ−σ+〉), (A3)

where γ ± = ε2 e±βcωc/2

Zc
are the dissipation rates of the master

equation that govern the dynamics of the system, and the
average is taken with respect to the system’s state. Thus,

Q̇c = ωc[γ +ρ00(t ) − γ −ρ11(t )],

and using that ρ00 + ρ11 = 1, we have

Q̇c = ωc(γ + + γ −)ρ00(t ) − ωcγ
−.

Finally, the total amount of heat exchanged is

Qc = ωc(γ + + γ −)
∫ td

0
ρx

00(t ) dt

+ ωc(γ + + γ −)
∫ ∞

td

ρz
00 dt −

∫ ∞

0
ωcγ

− dt, (A4)

where ρx
00(t ) [ρz

00(t )] is the excited-state population during
the interval where the Hamiltonian is proportional to σx [σz].
Recall that the Hamiltonian is changed at time td . Now, we
can obtain the explicit evolution of each term from the master

equation

ρz
00(t ) =

[
ρx

00(td ) − eβc ωc/2

Zc

]
e−ε2 t + γ −

ε2
, (A5)

where ρx
00(td ) is the population of the excited state after the

first step finishes. Inserting this into Eq.(A4) gives

Qc = ωc ε2
∫ td

0
ρx

00(t ) dt

+ ωc

[
ρx

00(td ) − eβc ωc/2

Zc

]
e−ε2 td − ωc γ − td .

To perform the last integration, we need to know ρx
00(t ), which

is obtained by solving the master equation with the system’s
Hamiltonian proportional to σx,

ρx
00(t ) = B e− 3

8 ε2 t cos(� t ) + 4ω2
c − ε4 eβc ωc/2/Zc

8 ω2
c + e4

,

where

B = e−βh ωh/2

Zh
− 4h2 − ε4 eβc ωc/2/Zc

8h2 + ε4

and

� =
√

ω2
c − ε4

64
. (A6)

By using this expression and performing the integration, the
heat exchanged Qc is equal to

Qc = 8 ωc ε2Be−3/8 ε2td

(
8� sin �td − 3ε2 cos �td

9ε4 + 64�2

)

+ 24ε4ωcB

9ε4 + 64�2

+
(

4ω2
cε

2 − ε6eβcωc/2/Zc

8ω2
c + ε4

− eβcωc/2

Zc

)
ωctd

− h

(
eβcωc/2

Zc
−Be−3/8ε2td cos �td − 4h2 − ε4eβcωc/2/Zc

8h2 + ε4

)
.

Now we consider the weak-coupling limit ε2 << ωc,
which is the regime in which the coherent process shows the
better performance. So we expand the last equation to first
order in ε2/ωc. Under this approximation, we have � ≈ ωc,
td ≈ π/ωc and B ≈ e−βhωh/2

Zh
− 1

2 , and we get the following
expression for the heat:

Qc = ωc[tanh(βhωh/2) − tanh(βcωc/2)]

+ ωc

(
e−βhωh/2

Zh
− e−βcωc/2

Zc

)
+ 5

8
ε2π

(
1

2
− eβcωc/2

Zc

)
.

Therefore, recalling that Qh is given by Eq. (A2), we can
express the efficiency of the coherent cycle in the weak-
coupling limit as

η = ηOtto − ωc

(
e−βhωh/2

Zh
− e−βcωc/2

Zc

) − 5
8

ε2

ωc
π

(
eβcωc/2

Zc
− 1

2

)
|Qh| .

Since in this limit ε2

ωc
<< 1, the efficiency of the coherent

cycle is upper bounded by the Otto efficiency.
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