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ABSTRACT

We demonstrate a validation of two 3D MHD models of the corona by comparing density values from solar ro-
tational tomography (SRT) to densities and morphological properties of the two MHD solutions for CR 2029 (2005
April 21YMay 18). The two MHD models are given by the Stanford and Michigan models, and both use the same
synoptic magnetogram from MDI as a lower boundary condition. The SRT reconstructions are based on polarized
white-light images MLSO Mk IV data for the region between 1.1 and 1.5 R� (solar radii) and LASCO C2 for the
region between 2.3 and 6.0 R�. While the StanfordMHDmodel reasonably reproduces the tomographic density over
the south pole, it fares less well over the north pole, and the Michigan MHD model underestimates the density over
both poles. At lower latitudes, we find that while the MHD models have better agreement with the tomographic den-
sities in the region below 3.5 R�, at larger heights the agreement is more problematic. Our interpretation is that the
base densities and temperatures of the models need to be improved, as well as their radial density gradients.

Subject headinggs: methods: numerical — solar wind — Sun: corona — Sun: magnetic fields —
techniques: image processing

Online material: color figures

1. INTRODUCTION

Three-dimensional (3D) magnetohydrodynamics (MHD) mod-
els of the corona are required for space weather forecasting and for
understanding the basic physics of coronal mass ejection (CME)
propagation and the quasi-steady solar wind. The ability of these
models to accurately model the density is fundamental to our
knowledge of the dynamical processes that occur in the solar co-
rona and the heliosphere. The works of Odstrcil & Pizzo (1999)
and Mancuso & Raymond (2004) have shown that CMEs have
very significant interactions with streamer belt structures. In par-
ticular, the density of the corona strongly affects the propagation
of CMEs (Riley et al. 2001; Odstrcil et al. 2002; Manchester et al.
2004), as it determines the amount of plasma swept up by the
CME and its acceleration (Lugaz et al. 2005). The density is also
important for calculating the AlfvénMach number and compres-
sion ratio of CME-driven shocks, which, in turn, determines the
energy spectra of energetic particles (Reames 1999; Sokolov 2004;
Manchester et al. 2005).

In thiswork,we choseCarrington rotation 2029 (CR2029; start-
ing 2005April 21.3, ending 2005May 18.6) to compare the elec-
tron density (Ne) predictions and the magnetic field morphologies
of the Stanford and Michigan MHD models to the densities de-
termined from the solar rotational tomography (SRT) technique.
Figure 1 shows an 2005 April 30th composite image of the solar
corona using the normalizing-radial-graded filter (NRGF) method

(Morgan et al. 2006). The coronal image is composed of in-
dependent images from EIT 304, Mk IV (daily average), and
LASCO C2 out to 4 R�. CR 2029 includes the 2005 May 13th
SHINE campaign event, which was full-halo CME observed by
LASCO C2 starting at 17:22 UT. (Note that any frame including
aCME is removed before SRT processing.)GOES reported a long-
duration two-ribbon M8.0 X-ray flare on NOAA Active Region
(AR) 10759 (with coordinates N12� E11�) between 16:13 and
17:28 UTwith peak emission at 16:57 UT. Also, EIT 195 images
show a strong brightening that starts to develop at 16:37 UT. The
interest in this event is due to the fact that it was observed in all its
stages by many different instruments (both remotely and in situ)
on diverse spacecraft (RHESSI, TRACE, SOHO, ACE ). We refer
the reader to the work by Yurchyshyn et al. (2006) for a detailed
study of the 2005 May 13th eruption, the resulting CME, and its
associated interplanetary manifestation.
SRT was first performed by Altschuler & Perry (1972), and

subsequent work has been reviewed by Frazin (2000) and Frazin
& Janzen (2002). In the latter work, a cylindrical grid was used to
perform the tomographic inversions. Frazin et al. (2007b) intro-
duced a new spherical grid and analyzed the effect of image ca-
dence on the reconstructions. The SRT reconstructions here are
based on polarized white-light images Mauna Loa Solar Obser-
vatory (MLSO)Mk IV data for the region between 1.1 and 1.5R�
and Large Angle and Spectrometric Coronagraph Experiment
(LASCO) C2 for the region between 2.3 and 6.0 R�. These
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reconstructed regions are smaller than the instrument fields of view
due to edge effects and noise. The spherical grid used to analyze
the Mk IV data consists of 35 ; 60 ; 120 (radial ; latitudinal ;
longitudinal) bins. The radial and angular resolutions are about
0.05 R� and 3�, respectively. The spherical grid used to analyze
the LASCO data consists of 40 ; 60 ; 120 (radial ; latitudinal ;
longitudinal) bins. The radial and angular resolutions are about
0.1 R� and 3

�
, respectively. In the case ofMLSOMk IVwe used

data for the 14 day data set in the period 2005.0505Y2005.0519
(consisting of 13 images). In the case of LASCOC2,we performed
reconstructions for the 14 day period 2005.0514Y2005.0527
(consisting of 16 images).

Both the Michigan and Stanford models are initialized with
potential field source surface (PFSS) magnetic models (with a
source surface at 2.5R�), with the lower boundary condition pre-
scribed by the Michelson Doppler Imager (MDI) line-of-sight
magnetogram forCR2029.Bothmodels use time-dependentMHD
and are run to a steady state, using the same MDI magnetogram as
the magnetic boundary condition for the MHD phase of modeling
process. The Stanford model PFSS extrapolation was computed up
to the order N ¼ 9 in the spherical harmonics polynomials, while
the Michigan model was computed up to the order N ¼ 90.

The Stanford model uses a new boundary formulation at the
solar corona base to treat the nonlinearMHD interactions between
the solar surface and the corona.We refer the reader to thework by
Hayashi (2005, and references therein) for full details on the
model, and where different boundary conditions are explored.
The model assumes a fully polytropic adiabatic expansion and, in
the presentwork, the samevalue for the polytropic index (� ¼ 1:05)
is set at the solar surface and throughout the corona’s volume. The
model uses a spherical computational grid, with a uniform reso-
lution in the angular directions (of about 3�), and a non-uniform
one in the radial direction (ranging from about 0.01 R� at the
coronal base to about 0.1 R� at heliospheric height 5.0 R�).

The Michigan model (Cohen et al. 2007a, 2007b) assumes a
gas with a spatially variable polytropic index. It incorporates the
Wang-Sheeley-Arge (WSA) model (Arge et al. 2003, 2004) to
relate the terminal wind speed along each magnetic field line to
its geometrical expansion factor. TheWSAmodel is an improved
version of the original model by Wang & Sheeley (1990). After
the PFSS model is obtained, the terminal wind speed is calcu-
lated for eachmagnetic field line. As the Bernoulli integral is con-
stant along each field line (Cohen et al. 2007a, 2007b), one can
relate the terminal wind speed to the specific enthalpy at the field

Fig. 1.—2005 April 30th composite image of the solar corona, during the period analyzed in this paper. The coronal image is composed of independent images from
EIT 304, Mk IV (daily average), and LASCO C2 out to 4 R�.
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line footpoint. Once the base temperature at the footnote point is
specified (the base temperature is a free parameter), the polytropic
index value for this point can be determined from the specific
enthalpy. By interpolating along field lines between thus defined
values at the surface and a constant value at the source surface,
the polytropic index, � is found throughout the coronal structure
(but only on open field lines). Thus, the model involves the
phenomenological parametric modeling of the heating through a
varied polytropic index instead of the widely used approach of
direct specification of volumetric heating functions. Once the
model is initialized with PFSSmodel and the � is determined, the
MHD code is run until a steady state is achieved. TheMHD code
uses a non-uniform block adaptive Cartesian grid. The grid re-
finement is interactively implemented throughout the simulation
to achieve the necessary resolution within the cells in which the
magnetic field lines flip their polarity. This is typically applied
around active regions (reaching a grid cell size of 0.02 R� on the
solar surface), and also to treat the current sheet (where a grid
size of 0.2 R� is typically used); see Cohen et al. (2007a).

2. RESULTS

Figure 2 shows a 3Dviewof SRTandMHDmodeling combined
results for CR 2029. The Sun’s surface is indicated in yellow. The
black andwhite shaded field lines are selected from theMichigan
MHDmodel, for which we also show the neutral sheet (indicated
in green). The figure shows two isosurfaces of the SRT recon-
structed densities, corresponding to the values 106 cm�3 (indi-
cated by solid dark red) and 5 ; 105 cm�3 (indicated by translucent
blue). At heliospheric heights near 2 R�, the red isosurface closely
follows the streamer belt closed magnetic field lines arising from
the MHD model. At larger heights, the blue surface contains

plasma that is around the closed structures (streamer legs) or
right above the streamers’ cusp regions. Note that the density iso-
surfaces do not close because this reconstruction does not go
below 2.3 R�.
Figures 3 and 4 show the results from the SRT reconstructions

and both of theMHDmodels at three selected heliocentric heights:
1.25, 2.55, and 4.50 R�. Both figures contain the same SRTelec-
tron density (Ne) maps, with the value of Ne in units of cm

�3 in-
dicated by the color bar. The black contours in Figure 3 show the
MHD model values of the radial magnetic field (in Gauss), as
well the neutral line, while those in Figure 4 show the values of
Ne from the MHD models. In both Figures 3 and 4 the Stanford
and Michigan models results are displayed on the left and right,
respectively. The SRT reconstructions exhibit dark regions called
zero-density artifacts (ZDAs). These are artifacts of the recon-
struction that are likely to be caused by coronal dynamics (Frazin
& Janzen 2002; Frazin &Kamalabadi 2005; Frazin et al. 2007b),
which are not taken into account in the tomographic inversion
process (although see Frazin et al. 2005a).
The first striking characteristic in all the panels of Figure 3 is

that the magnetic neutral line (the thick line) passes near the SRT
density maxima corresponding to the streamer belt region. At
1.25 R�, covered by the Mk IV reconstruction, the MHDmodels
show complex structure due to the closed field regions. Themag-
netic neutral line overlies the enhanced density streamer belt in
both models. At the heights covered by the LASCO C2 recon-
struction (2.55 and 4.50 R�), the morphology of the neutral line
of the two models is very similar, although they display some
differences. First, theMichigan neutral line follows the peak den-
sity of the streamer belt as seen from SRT more closely. This is
most easily seen at the highest density region of the streamer belt

Fig. 2.—A3Dview of combined results for CR 2029. The Sun surface is indicated in yellow. Various field lines from theMichiganMHDmodel are shown in black and
white, and the green surface is the neutral sheet. Overplotted we show two isosurfaces of the SRT reconstructed densities corresponding to the values 106 cm�3 (solid red )
and 5 ; 105 cm�3 (translucent blue). [See the electronic edition of the Journal for a color version of this figure.]
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at 2.55R�, near the equator. Second, at higher latitudes, themag-
netic models show differences both in scale and morphology. The
Michiganmodel does not have the twisted magnetic structure that
the Stanford model neutral line shows north of the neutral line in
the longitude range (300

�
,360

�
) in the C2 height range. This struc-

ture better reflects the underlying enhanced density region at those
longitudes (seen in the SRT), for example at 2.55 R�. There are
other examples of the Stanford model that better reflect streamer
shapes seen in the tomography, at heights not included in the fig-
ures shown here.

We turn our attention to the density comparison displayed in
Figure 4. We first focus on the streamer-subpolar region density
contrast structure seen in the SRT reconstructions, where the color
maps change fromdeep blue to violet. Bothmodels are reasonably
consistent with this transition and the polar densities at 1.25 R�;
however, at larger heights the model agreement is less clear. As

an example, at 4.50 R� the Stanford model overestimates the to-
mographic subpolar densities by a factor of order 3, while the
Michigan model underestimates them by a factor of order 5. As
for the accuracy of the tomographic densities at high latitudes,
they depend on the coronagraphs being able to accurately mea-
sure the coronal pB above the poles, which is difficult due to the
low signal level and polarized stray light issues. TheMk IV polar
pB values tend to get lost in the noise at about 1.8 R� (for Mk IV
calibration see Elmore et al. 2003). The polar pB values mea-
sured by LASCO should be accurate aswell, although the C2 polar
pB values exhibit a �40% difference between north and south
that was not seen by the well-characterized Ultraviolet Corona-
graph Spectrometer (UVCS)White Light Channel in an extensive
intercalibration study (Frazin et al. 2002; see also Moran et al.
2006). We further discuss polar densities below, in reference to
Figure 9. The tomographic inversion of the polar regions should

Fig. 3.—Comparison of the tomographic reconstructed 3D coronal electron density (color maps) and theMHDmodel radial magnetic strength (black contours, labeled in
units of Gauss) at three selected heights. The solid thick line indicates the neutral line and the solid (dashed) thin lines indicate positive (negative) values. Left: Stanfordmodel
contour levels. Right: Michigan model contour levels. [See the electronic edition of the Journal for a color version of this figure.]
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be accurate as well since the dynamics play a less prominent role
than in the streamer belt.

We make the following comparison at the streamer belt den-
sity peaks of the SRT maps seen in Figures 3 and 4. In the lower
height range, covered by Mk IV, the MHD models exhibit lower
densities than those of the tomographic reconstruction.At 1.25R�,
the Stanford model density values peak at about 35% of the val-
ues of the SRT densities. At that same height, the Michigan den-
sity values peak at about 50% of the values of the SRT densities.
In the higher height range, covered by LASCO C2, both models
exhibit higher densities than the tomographic values. At 2.55R�,
the Stanford model density values peak at similar or 25% higher
values than the SRT reconstructed densities, while showing val-
ues up to twice those of the tomography at 4.50 R�. At 2.55 R�,
the Michigan model density values peak about 25%Y50% above

the values of the SRT reconstructed densities, while showing val-
ues comparable to the tomographic ones at 4.50 R�. Both MHD
models have trouble reproducing the dynamic range seen in the
streamer belt tomographic reconstruction at 1.25 R�, although
the Michigan model does somewhat better in this regard. In both
cases, the lack of dynamic range at these lower heights points to
the need to improve the treatment of closed field regions.
If we look at the smaller scale structures within the streamer

belt, we find that both models are capable of reproducing some
of them, especially at heights around 2.55 R�. This is the case,
for example, of the highest density feature around (0

�
,210

�
) at

2.55 R�. Similarly, both models are able to closely match the
location of other enhanced density features of the SRT density
maps. Some examples, closelymatched by one or bothmodels, are
those around (0�,130�) and (0�,220�) at 1.25 R�, and (25

�,10�),

Fig. 4.—Comparison of the tomographic reconstructed 3D coronal electron density (color maps) and theMHDmodel densities (black contour levels, in same units as
color maps) at three selected heights. Left: Stanford model contour levels. Right: Michigan model contour levels. [See the electronic edition of the Journal for a color
version of this figure.]
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(20
�
,90

�
), and (10

�
,310

�
) at 2.55 R�. At 4.50 R�, the Michigan

model density enhancements agree, in both value and location,with
the tomographic density peaks near (25�,50�) and (�20�,200�).
In contrast, the Stanford Ne values in the streamer belt at this
height are somewhat higher than tomographic values (by up to a
factor of 2 or so), and features are not so well aligned with the to-
mographic results. Note, however, that the Stanford model very
clearly reproduces the low density regions near (20�,260�) at
2.55 and 4.50R�. Also at 4.50R�, the Stanfordmagnetic field con-
tours capture the location of the low-density region near (20

�
,150

�
).

All of these low-density features are less well reflected in the
Michigan model.

Some of the quantitative comparisons described above can
also be followedwhile inspecting Figures 5Y8,which are described
below. Those figures show specific regions selections at different
heights as well as quantitative comparative analysis of the three
model densities within the selected regions.

Figure 5 shows electron density color maps from the tomo-
graphic reconstruction (right panels), the Stanford model (middle
panels), and the Michigan model (left panels). The top row of
panels corresponds to 1.25 R�, the middle row to 2.55 R�, and
the bottom row to 4.50R�. At each height (rows) the color scale is
common through the three models (columns). At the different
heights, the regions bounded by solid and dashed lines are used
for the analysis presented in Figures 6Y8. For all grid points within
the boxes outlined with solid lines at each height, the top panels on
top of Figures 6Y8 show the scatter plots for the electron densities
of each of the two MHD model densities compared against the
tomographic values, and also for the MHD models against each
other. At the top of each scatter plot we indicate the correlation

coefficient1 value among the compared densities. We also in-
dicate the ratio of averages for the compared densities, in order
to give an overall quantification of the similarity of the derived
densities from the different models within the selected region.

Due to the lack of co-alignment of any given specific feature
among the three models, the information provided by the scatter
plots alone is not meaningful without the aid of plots explicitly
showing density profiles as functions of longitude, latitude, and
height. To that end, Figure 5 also contains horizontal and vertical
dashed lines. The horizontal dashed lines indicate the range of
latitudes for which the bottom left panels in Figures 6Y8 display
the averaged longitudinal profiles. In these plots the different line
styles denote tomographic densities (solid line), Michigan (MI)
model densities (dashed line), and Stanford (SU) model densi-
ties (dot-dashed line). Similarly, the vertical dashed lines in Fig-
ure 5 indicate the range longitudes for which the bottom middle
panels in Figures 6Y8 display the averaged latitudinal pro-
files, using the same line styles we just indicated above. Finally,
the bottom right panels in Figures 6Y8 display the averaged
radial profiles (using the same line styles), averaged over all bins
with latitudes and longitudes among the selected ranges (i.e.,
all bins within the dashed squares formed by the dashed line
intersections).

At 1.25 R� (Fig. 6), the average profiles are representative of
the southern hemisphere subpolar region. The scatter plot com-
paring the Stanford model and the tomographic results has the

Fig. 5.—Electron density color maps from the tomographic reconstruction (right), Stanford model (middle), and Michigan model (left). The top row of panels cor-
responds to 1.25R�, the middle row to 2.55 R� and the bottom row to 4.50 R�. At each height (rows) the color scale is common through the three models (columns), with the
color bars indicating electron density values in cm�3. At the different heights, the regions bounded by solid and dashed lines are used for the analysis presented in Figs. 6Y8.
[See the electronic edition of the Journal for a color version of this figure.]

1 In each scatter plot, as a measure of the correlation between the model den-
sities, we use the linear Pearson correlation coefficient �x; y between the X-axis and
Y-axis density vectors.
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highest correlation in this region. Consistently with this, the Stan-
ford model profiles show more agreement with the tomographic
results across all longitudes and latitudes within the analyzed re-
gion. The average subpolar radial profiles are very similar for all
three models up to about 1.75 R�.

At 2.55 R� (Fig. 7), the average profiles are representative of
the streamer belt region. As can also be seen in the middle panels
in Figure 4, the Michigan model reproduces more faithfully the
average longitudinal and radial profiles of the tomographic result
within the selected streamer belt region. This is also reflected in a
higher correlation coefficient between this model’s densities and
those from the tomography. Similarly to the tomographic result,
the average latitudinal profile of the Michigan model is singly
peaked, while the Stanford model profiles show two maxima. In
addition, the Michigan model streamer belt radial profiles repro-
duce the tomographic results more faithfully in this region.

At 4.50 R� (Fig. 8), the average profiles are representative of
the streamer belt region. There is a good consistency of the av-
erage longitudinal profile of the Michigan model with the tomo-
graphic results. This was already noted out in reference to the
bottom right panel in Figure 4, where we pointed out the align-
ment of the different maxima of the contour plots with the tomo-
graphic highest density regions along the streamer belt at that
height. The selected radial profiles of both MHDmodels show a
similar level of consistency with the tomographic results.

Similarly to the bottom right panels of Figures 6Y8, Figure 9
shows, for both poles, the average density height profiles from
the tomography and both MHD models. For each pole, the av-
erages are taken over all longitudinal bins and the two latitudinal
bins closest to each pole. The tomography results (solid lines) are
shown in the respective instrument height ranges [1.10,1.75 R�]
for Mk IVand [2.35,5.00 R�] for C2. Recently, the LASCO C2
pBs have been compared to those measured by the POISE eclipse
expedition.2 The comparison region ranged from 2.4 to 3.2 R�,
and excellent agreement was found, except over the north pole
below 3.0 R�. Below that height, the LASCO C2 pB values are
too large by about 40%. This asymmetry in the LASCO polar val-
ues has also been noted by Frazin et al. (2002) in the comparison
to the UVCS White Light Channel. Bearing that result in mind,
one should consider the north polar/subpolar tomographic den-
sities derived here as upper bounds for the underlying ‘‘real’’
values.
Consistent with the southern hemisphere subpolar comparison

shown in Figure 6, the Stanford model shows good consistency
with the tomographic densities in the south polar region (Fig. 9)
in the Mk4 height range and within a factor of 2 or so in the C2
height range. Besides that, both MHD models show a very poor

Fig. 6.—Top: Density scatter plots at 1.25 R� for the subpolar region boxed by the solid lines in the top row of Fig. 5, comparing the Michigan MHD (MI), Stanford
MHD (SU), and tomographic models. Bottom: Average latitudinal, longitudinal, and radial density profiles, averages taken over the region bounded by the dashed lines in
the top row of Fig. 5. Solid lines: tomography; dashed lines: Michigan; dot-dashed lines: Stanford.

2 The LASCOPOISE intercomparison, as well as other coronagraph intercal-
ibration information can be found at http://secchi-ical.wikidot.com.
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correspondence with the tomographic densities, far beyond any
uncertainty attributable to the pB measurements.

3. DISCUSSION

Some of the differences in magnetic field morphology between
the Stanford and Michigan models are due to the different order
(N ) used in the polynomial expansion of themagnetograms. Since
the Stanford model uses N ¼ 9 and the Michigan model uses
N ¼ 90, one might expect the Michigan model to resolve smaller
scale structures. In the previous section, we found that theMichi-
gan model neutral line is better co-aligned with the highest den-
sity features within the streamer belt. Despite this, we also noted
that at higher latitudes the Stanford magnetic field morphology
presents structures that correspondmore directly to (enhanced and
depleted) density features seen in the SRT maps. The fact that the
Michigan model uses a Cartesian grid may be the cause for the
partial lack of success in reproducing some structures seen in the to-
mography. A new spherical-grid version of the Michigan model
is currently being validated. Although results are still preliminary,
the new model more faithfully reproduces the morphological fea-
tures seen in the SRT results.

In order to understand why the two models have somewhat
different neutral line morphologies, note that in any MHDmodel,
numerical resistivity causes the field lines near the current sheet
to reconnect and form ‘‘V’’shaped lines instead of amore realistic
stretched form. In order to avoid this problem, theMichiganmodel
refines the grid near the current sheet to obtain the necessary spatial

resolution in that region (Cohen et al. 2007a). In addition, the
model also uses the less diffusive, nonlinear Roe solver based nu-
merical scheme (see Sokolov et al. 2007) to avoid the reconnec-
tion. Both numerical models employ the total variation diminishing
(TVD)MUSCLapproach, to achieve second-order accuracy (about
the Stanford model, see Hayashi 2005). An important difference
between the twomodels is that the Stanfordmodel does notmake
use of grid refinement. This may result in wider closed field re-
gions and a lower maximum density within them. However, the
Cartesian grid used in the Michigan model may cause some prob-
lemswith representing the lower boundary conditions. These issues
will be better addressed by the new spherical-gridMichiganmodel,
and we will provide new comparisons of its results against tomo-
graphic inversions in a future work.

From the present work, it is clear that there is no simple char-
acterization of the comparison between the tomographic recon-
structions and the Michigan and Stanford models, except that
both models have a major problem reproducing polar densi-
ties. As pointed out in x 2, there is a lack of co-alignment in the
coronal features (density enhancements, low-density regions,
etc.) shown by the different results. Beyond intrinsic differences
among the various models’ implementations, one possible cause
for the observed differences among their results is coronal dy-
namics, as well as time shifting among the observational periods
of the various data sets used by the different reconstructions and
models. For the same reasons, the reproduced coronal structures
exhibit shape and size differences. These issues must be taken

Fig. 7.—Top: Density scatter plots at 2.55 R� for the streamer belt region boxed by the solid lines in the middle row of Fig. 5, comparing the Michigan MHD (MI),
StanfordMHD (SU), and tomographicmodels.Bottom: Average latitudinal, longitudinal, and radial density profiles, averages taken over the region bounded by the dashed
lines in the middle row of Fig. 5. Solid lines: tomography; dashed lines: Michigan; dot-dashed lines: Stanford.
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into account when comparing MHD models and tomographic
reconstructions.
In taking the tomographic reconstruction as a reference against

which the models are to be compared, it must be considered that
there is a time resolution limit for the features that may be reli-
ably recovered by static SRT. This is also due to coronal dynamics
and the necessary time lapse to gather the required data, which is
about 14 days for density reconstructions based on single-point-
of-view pB data. Thanks to the new STEREO mission and the
continuation of SOHO, it has become possible to simultaneously
observe the solar corona from three different points of view. In
this situation, the time required to collect the necessary data may
be dramatically reduced by up to a factor of order 3 during pe-
riods of close-to-optimal spacecraft angular separation. We are
currently further developing our tomographic codes to be able to
handle simultaneously collected data fromMLSOMk IV, SOHO
C2, and STEREO SECCHI.
Considering the preceding discussion, amain conclusion from

this work is then that global comparisons of MHDmodels against
static-SRT results are not straightforward. Instead, comparisons
made within regions specifically selected from the period under
consideration are a better approach. Themore relevant and stable
coronal features should first be recognized in the time series ob-
servations used for the tomographic reconstructions, such as the
polar, subpolar, and streamer-belt regions selected for analysis in
this paper. The global properties of these regions as observed in
the tomographic reconstructions, such as the averaged density

Fig. 8.—Top: Density scatter plots at 4.50 R� for the streamer belt region boxed by the solid lines in the bottom row of Fig. 5, comparing the Michigan MHD (MI),
StanfordMHD (SU), and tomographicmodels.Bottom: Average latitudinal, longitudinal, and radial density profiles, averages taken over the region bounded by the dashed
lines in the bottom row of Fig. 5. Solid lines: tomography; dashed lines: Michigan; dot-dashed lines: Stanford.

Fig. 9.—Average polar density profiles from the tomography and both MHD
models. For each pole, the averages are taken over all longitudinal bins and the
two latitudinal bins closer to the pole. The tomography results derived fromMk IV
data are shown in the heliocentric height range [1.0, 1.75 R�], and those derived
fromC2 data are shown in the range [2.35, 5.00R�]. [See the electronic edition of
the Journal for a color version of this figure.]
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profiles indicated by solid lines in Figures 6Y9, provide then re-
liable and useful average constraints for the same regions in the
proposed MHD models.

As a general remark from the comparisons shown in this work,
we find that the presented MHD models have in general a better
morphological agreement with the tomographic densities in the
region below 3.5R�. At larger heights the agreement ismore prob-
lematic. Given the observed differences in density values between
the tomography and the models at the lowest height range (top
panels in Fig. 4), our interpretation is that the base densities and
temperatures of the models need to be improved. In addition, the
radial profile analysis for different regions (bottom right panels
in Figs. 6Y8, and Fig. 9), suggests that the height gradients of the
models need further adjustments.

The SRT reconstructed densities reach down to 1.1 R�, provid-
ing a direct constraint on the MHD models down to that height.
At these lower heights, where the advective acceleration term
(v �9v) is negligible, themodel densities are essentially controlled
by the temperature through the hydrostatic scale height. It should
be noted, however, that density scale-height enhancements may
occur in presence of MHD waves. As proposed by Litwin &
Rosner (1998), waves may exert a ponderomotive force on a
plasma that opposes gravity, leading to an extended pressure scale
height. The models presented here do not account for wave pres-
sure gradients, and this issue is out of the scope of this paper. In
any event,model agreement at these lower heights can be improved
by adjusting the temperature at the coronal base as a function of
latitude and longitude, as well as adjusting the base densities. In
the Michigan model, adjusting the base temperature requires ad-
justment of the polytropic index to avoid having an effect on the
solar wind at large distances (Cohen et al. 2007b). We note that
the Michigan model is designed to faithfully reproduce the solar
wind flow along the open field lines and does not attempt to cor-
rectly represent the plasma in the closed-field structures such as

helmet streamers, which have hydrostatic solutions. The Stanford
model makes use of a constant polytropic index, for an adiabatic
expansion. A first effort of the Stanford model to improve the
MHD global model using a non-uniform coronal base boundary
condition on the temperature can be found inHayashi et al. (2006).
In that work the temperature map was derived from the multi-
wavelength observations by the EITon SOHO. However, the in-
terpretation of EUVimages in terms of temperatures is complicated
and not unique (e.g., Schmelz et al. 2007; Frazin et al. 2005b).

The tomographic technique can be extended to the EUV and
X-ray ranges, in such a way that a temporal series of observations
in different bandpasses (e.g., EIT, EUVI, XRT, AIA) could even-
tually lead to 3D electron temperature (more precisely, differential
emission measure) maps (Frazin et al. 2005b). We have already
given preliminary results on EUV tomography based on EITseries
of observations in 171, 195, and 284 A (Frazin et al. 2007a). We
are currently working on EUV tomography, and we will present
the results in a future article. Combined multiwavelength tomo-
graphy and MHD coronal modeling efforts could then provide
direct constraints to be matched by both the densities and electron
temperatures of MHD models. Furthermore, a procedure called
data assimilation has the potential to produce MHD simulations
that agree with white-light and EUVobservations in a manner that
is akin to terrestrial weather prediction (e.g., Ghil 1989; Frazin
et al. 2005a).
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