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Insights into the aftereffects phenomenon in solids based on DFT and time-differential perturbed
γ-γ angular correlation studies in 111In (→ 111Cd)-doped tin oxides
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Recently, a model based on a combined ab initio/time-differential perturbed γ -γ angular correlation (TDPAC)
study in the 111In(→ 111Cd)-doped SnO2 semiconductor was proposed to enlighten the origin of the dynamic
hyperfine interactions (HFIs) observed in oxides after the electron-capture (EC) decay of the probe nucleus of
the 111In parent. It was demonstrated that both the EC as well as the acceptor level introduced by the Cd impurity
can contribute to the variation of the electric-field gradient (EFG) at the Cd site (responsible for this phenomenon)
due to charge fluctuations of the electronic holes created [Darriba et al., J. Phys. Chem. C 122, 17423 (2018)].
To disentangle both effects, we performed here TDPAC reversible experiments in 111In(→ 111Cd)-doped SnO
in the temperature range 20–900 K and a complete electronic structure density functional theory study of the
Cd-doped SnO system as a function of the charge state (q) of the impurity. The isovalent 111Cd probe impurity
in this isocationic oxide was selected to demonstrate that the acceptor character of the probe is not a necessary
condition to observe this electronic phenomenon when the EC is already present. A majority fraction of probes
sensed a time-dependent HFI (HFI1) for all temperatures, and the unexpected minority always sensed a static
interaction (HFI2). Comparing results from these experiments, the ab initio calculations of the EFG tensor and
defect formation energies, HFI1 and HFI2, were assigned to 111Cd probes localized at substitutional Sn sites free
of defects [with the valence band (VB) completely filled, q = 0] and with an electronic hole trapped (q = 1+),
respectively. In addition, we show that the systems with charge state between these values have very similar
formation energies at the top of the VB and different predicted EFGs, giving support from first principles to the
existence of random fluctuations between different EFGs, necessary in the construction of the on-off perturbation
factor used. We demonstrate that all the probes fill their electronic holes before the TDPAC time window except
the outermost one, giving a quantification of the number of electronic holes involved in the production of the
dynamic effect, only one in SnO. The probes related to HFI2 reach their stable electronic configuration (q = 1+)
before the emission of the first γ ray (γ1) of the γ -γ cascade, while those related to HFI1 fill the last hole
after the emission of γ1, producing the dynamic interaction. Enlighted by these results and reviewing TDPAC
experiments from the literature using probes with different nuclear decay characteristics, we concluded that, in
the absence of EC decay of the probe nucleus of the parent, any probe impurity introducing acceptor or donor
states (in semiconductors and insulators) whose ionization changes the EFG should observe a time-dependent
HFI provided the lifetime of the nuclear levels that feed the γ1 level and this level itself is shorter than the lifetime
of the recovery process (i.e., the lifetime of the electronic holes or the ionized donor electrons).

DOI: 10.1103/PhysRevB.105.195201

I. INTRODUCTION

In condensed matter physics, the inclusion of impurities in
the host lattice of oxide semiconductors plays a fundamen-
tal role, generating compounds that can develop unexpected
physical properties [1–4]. A possible way to understand the
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modifications introduced by the doping impurity is to observe
at a subnanoscale level what happens at the site where the
impurity is located. Experimentally, this can be performed
with nuclear solid-state techniques that rely on the use of the
impurity itself as a probe atom. By these means, the impurity
works as an instrument that measures key properties at the
site where it is localized. In this sense, the time-differential
perturbed γ -γ angular correlations (TDPAC) technique has
been extensively applied to the study of doped semicon-
ductors and insulators [5,6]. This technique is based on the
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measurement of hyperfine interactions (HFIs) between the
nuclear electric quadrupole moment (or magnetic dipole mo-
ment) of the probe nucleus and the extranuclear electric-field
gradient (EFG) tensor (or magnetic hyperfine field) at the
probe site [7]. The high sensitivity of the EFG to the non-
spherical symmetry of the electronic density very close to the
nucleus of the probe and the high precision of the TDPAC
spectroscopy in its determination convert this technique into a
powerful tool for the study of subtle changes in the electronic
structure in the close surrounding of the probe atom, which
is generally an impurity (but may also be a native atom) in
the host semiconductor. This experimental method is useful
to determine the temperature dependence of the EFG because
its sensitivity is temperature independent, a great advantage
that other hyperfine techniques do not present. In many bi-
nary oxides studied with the (111In →) 111Cd TDPAC probe,
challenging time-dependent HFIs were sometimes observed
and attributed to the so-called aftereffects (AE) phenomenon
after the electron-capture (EC) decay of the parent of the
111In probe (ECAE) [7–17]. It is well known that the EC
creates many electronic holes at the 111Cd atom through Auger
processes, almost all of them diffusing fast enough (in less
than picoseconds) in such a way that this dynamic effect is
not seen by the time window of the TDPAC measurement.
Nevertheless, the latest electronic holes to be ionized could
produce a dynamic HFI [7,8,18]. This interesting effect is
characterized by a strong dampening of the spectra in approxi-
mately the first 10–50 ns (after this range, the already reduced
anisotropy remains constant in the spectra), dampening which
usually increases as the measuring temperature decreases to
room temperature (RT). This behavior is reversible with mea-
suring temperature, and the anisotropy (i.e., the amplitude of
the spectrum) is fully recovered at high temperature. This
effect, instead of being a real problem investigating the local
structure of the host, is revealed to be an excellent laboratory
to study the charge states produced by the doping probe.

Recently, we reported a complete study of structural,
electronic, and hyperfine properties in 111In(→ 111Cd)-doped
rutile SnO2 [7] showing that, to ensure a correct interpretation
of the time-dependent (dynamic) HFIs observed, a combined
experimental and ab initio approach is essential. Previously,
this approach had been successfully applied to the study of
static HFIs in oxide semiconductors doped with 111Cd [19–23]
and 181Ta as probe atoms [24–28]. In 111In-doped SnO2, the
two time-dependent HFIs observed at substitutional 111Cd
sites were analyzed with an on-off perturbation factor, pro-
posed by Bäverstam et al. [18]. In the model proposed in
Ref. [7], each 111Cd probe nucleus senses a dynamic HFI,
due to time-dependent EFGs coming from fluctuations among
different charge states of the 111Cd atom, until the atom arrives
to a final static electronic configuration (and a final charge
state), sensing beyond this time a static HFI. The quantitative
results obtained with this perturbation factor were in excellent
agreement with the results of ab initio calculations of the EFG
as a function of the charge state of the impurity, which shows
a peculiar behavior close to the Fermi level, given strong
support from first principles to the proposed AE scenario
in 111In-doped SnO2. The experimental EFGs of these two
time-dependent HFIs correspond to different final electronic
configurations in which the double acceptor level introduced

by the 111Cd impurity is fully ionized or almost filled, respec-
tively. Considering these important results and that TDPAC
experiments using (a) 111mCd → 111Cd as probe (in which the
decay is not through an EC) in In2O3 [11,15], A-La2O3 [14],
α-Al2O3 [16], Y2O3, and Sc2O3 [13], and (b) 111In → 111Cd
in oxides deposited onto a metal substrate or codoped with
donor impurities that can compensate acceptors [11,15] did
not show this phenomenon, Darriba et al. [7] concluded that
the 111In EC decay, the acceptor character of the 111Cd im-
purity, and the insulating nature of the host are shown to
contribute to the existence of this type of time-dependent HFI
in SnO2, as well as in the other mentioned 111In-doped binary
oxides.

One of the central motivations of this paper is to elucidate
the general conditions that the impurity-host system must
satisfy to produce detectable time-dependent HFIs such as,
e.g., the presence of EC decay of the probe of the parent,
the acceptor character of the impurity probe, the values of the
characteristic times involved in its γ -γ cascade, and the EFG
dependence at the probe site with the ionization state of the
impurity-host system. For this, we have selected to investigate
in this paper the (111In →) 111Cd-doped SnO semiconductor.
This enables us to study a Cd-doped system where the Cd
impurity should not introduce an acceptor level since Cd is
isovalent to Sn in SnO.

Hence, in this paper, we report results combining TD-
PAC experiments at highly diluted (ppm) 111In(→ 111Cd)
doping high purity polycrystalline SnO in a wide reversible
measurement temperature range (20–900 K) and a complete
ab initio electronic structure study of the Cd-doped system
as a function of the fractional charge state of the supercell
(SC). The calculations were performed using the full-potential
augmented plane wave plus local orbitals (FP-APW + lo)
method in large enough SCs to guarantee total convergence
of the hyperfine parameters for all the studied charge states
to correctly model the experimental impurity dilution. Also,
defect formation energy calculations from first principles were
performed to evaluate the relative probability of the different
charge states of the Cd-doped system studied and to give
support to the ab initio model presented for 111In(→ 111Cd)-
doped SnO2 [7].

The second principal motivation of this combined study
arises from the controversial EFG characterization and its
theoretical prediction from first principles at substitutional
111Cd sites in SnO. Results were reported by Rentería
et al. [29], performing a series of TDPAC experiments in
111In(→ 111Cd)-implanted Sn-O thin films that underwent
different thermal treatments in air before each measurement
at RT. The authors found that two oxidation states of Sn (2+
and 4+) initially coexisted, related with disordered SnO and
SnO2 phases that were transformed into crystalline SnO2 by
appropriate annealings. Since different phases coexisted in
the sample, several interactions were necessary to reproduce
the spectra, one of them being assigned to 111Cd replacing Sn
in SnO, characterized by V33 = 8.2(3) × 1021 V/m2 (V33, the
largest component of the diagonalized EFG tensor) and a null
asymmetry parameter η. This interaction appeared for a nar-
row window of annealing conditions and contributed to only
10% of the spectra, V33 being rather distributed. These spectra,
always obtained at RT, were strongly dampened. This could be
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due certainly to the presence of dynamic HFIs (at least coming
from the SnO2 phase), but the temperature dependence of the
spectra was not measured, and this effect was not studied. Un-
der these circumstances, it is impossible to guarantee this HFI
assignment, a theoretical prediction for the EFG being of great
help. Considering this, ab initio calculations in a 2 × 2 × 2
SC were reported by Errico et al. [30]. In their study, using
the FP-LAPW method, the dependence of the EFG for
only three charge states of the SC was investigated by (a)
replacing a Sn atom by a Cd one (SnO : Cd0), (b) removing
one electron from this Cd-doped SC (SnO : Cd1+), and (c)
adding one electron to the SC used in case (a) (SnO : Cd1−).
None of the V33 predicted for these charge states of the SC
(+6.2, +10.4, and −4.3 × 1021 V/m2, respectively) agree
with the experimental V33 reported in Ref. [29]. Due to this
disagreement and the fact that the experiment of Ref. [29]
was not designed to characterize 111Cd atoms localized at
defect-free cation sites in crystalline SnO, Muñoz et al. [31]
performed TDPAC experiments in 111In(→ 111Cd)-diffused
SnO polycrystalline powder pellets in the temperature
range 295–900 K. Two clearly resolved HFIs (characterized
at 295 K by V33 = 5.7(9) and 8(1) × 1021 V/m2) were
necessary to reproduce the spectra in the whole temperature
range. Their populations were constant in this range, and both
interactions were characterized by rather low-asymmetry
parameters tending to zero at high temperatures, in agreement
with the coordination symmetry of the cationic site in SnO. A
remarkable dampening of the spectra was observed <600 K.
This effect was assigned to the presence of AE attributed
to the EC decay of 111In (EC) → 111Cd. Unfortunately, the
fitting routine used in Ref. [31] constrained the application of
a unique time-dependent perturbation factor for all the inter-
actions and with the same fitted dynamic parameters for each
one. The more adequate analysis of the time-dependent HFI
using independent dynamic parameters for each interaction
done in this paper will have crucial implications for the correct
modeling of the phenomena involved. It is worth mentioning
that, in 111Cd-doped SnO, only one HFI is expected for
a complete substitutional localization of probes at the
inequivalent cation site of the crystal structure. Since instead
two HFIs were observed by Muñoz et al. [31], this fact could
reflect the presence of two charge states of the 111Cd atoms, a
phenomenon recently observed in 111In-doped SnO2 [7].

The comparison of these TDPAC results with the ab initio
calculations reported in Ref. [30] was not conclusive [31]. The
disagreement between experiments and predictions may be
because the correct modeling of the isolated character of the
probe impurity has not been achieved.

In summary, for all these reasons, it is essential to study in
detail, (a) from the experimental side, the behavior of the HFIs
observed by Muñoz et al. [31] in a wider temperature range
of measurement, down to 20 K, and to analyze in detail the
spectra applying the time-dependent perturbation factor [7]
for each interaction independently; (b) from first principles,
the EFG behavior as a function of fractional charge states of
the Cd-doped SnO SCs, the correct modeling of the Cd atom
as an isolated impurity for all the charge states studied, and
finally, the defect formation energies.

In what follows, in Sec. II, we present the TDPAC
spectroscopy, the data reduction, and the time-dependent

perturbation factor used to analyze the spectra; also, the sam-
ple preparation and the experimental results as a function of
temperature are described. In Sec. III, the ab initio procedure
is introduced, and we present and discuss the theoretical pre-
dictions for the structural and electronic properties, the EFG
tensors, and the impurity formation energies for all the charge
states studied. In Sec. IV, we compare and discuss the experi-
mental and ab initio results, supporting the scenario proposed
for the decay AE, and the conditions needed to observe this
type of dynamic interactions in TDPAC experiments. Finally,
in Sec. V, we present our conclusions.

II. EXPERIMENTAL SECTION

A. TDPAC spectroscopy and data reduction

The TDPAC technique determines the influence of extranu-
clear fields on the angular correlation between the directions
of two successive γ rays (γ1 and γ2) emitted in a cascade
during the nuclear decay of the probe atom. A description of
the method as well as details about the TDPAC measurements
can be found elsewhere [32–34]. Here, the well-known γ -γ
cascade (171–245 keV) of the 111Cd radionuclide, produced
after the EC nuclear decay of the 111In isotope, was used
for the TDPAC measurements. The sensitive intermediate
245 keV nuclear state of this cascade has spin I = + 5

2 and
half-life τ1/2 = 84.1 ns.

In this kind of experiment, we measure the number of coin-
cidences C(�, t ) where the second γ ray of the γ1-γ2 cascade
is detected after a time t of the γ1 emission, at an angle �

with respect to the direction of γ1. In our experiment, we have
� = 90◦ and 180◦. Hence, the R(t ) TDPAC spectrum (the
experimental spin-rotation curve) can be constructed as [35]

R(t ) = 2
C(180◦) − C(90◦)

C(180◦) + 2C(90◦)
∼= Aexp

22 Gexp
22 (t ), (1)

where Aexp
22 is the experimental anisotropy of the γ1-γ2 cascade

and Gexp
22 (t ) the theoretical perturbation factor G22(t ) convo-

luted by the time-resolution curve of the spectrometer.
The time-dependent HFIs presented in this paper were an-

alyzed in the framework of the model proposed by Bäverstam
et al. [18] (BO). One of the advantages of the BO model,
compared with other proposals (see Ref. [6]), is that it leads to
a simple final analytical expression of the R(t ), allowing fit-
ting to the experimental spectra. A detailed description of this
model and an updated interpretation of the physical scenario
behind this perturbation factor can be found in Ref. [7].

In the BO scenario, the on-off character of the observed
dynamic HFIs is considered. This characteristic is related
to the probability of the excited probe atom to decay to a
certain stable electronic state, during the time window of the
TDPAC measurement, leading to a final static electronic con-
figuration. In this time window, transitions can occur among
all the potential charge states of the probe atom, including
the final stable charge state. Due to the transition between
these different electronic configurations of the probe atom and
its environment, the probe senses a fluctuating EFG until it
reaches the final static EFG.

Within this model, to fit the R(t ) spectra, we use a
perturbation factor that combines the dynamic and static
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interactions as

G22(t ) =
{

λr

λr + λg
exp [−(λr + λg)t] + λg

λr + λg

}
Gs

22(t )

= { fd exp [−(λr + λg)t] + fs}Gs
22(t ), (2)

where λr is the Abragam and Pound [36] relaxation constant,
which measures the damping strength of the pure dynamic
interaction related with the transitions among different probe
charge states. The λg = 1/τg parameter is the atomic recovery
constant, with τg the decay time of the recovery process of
the probe atom which governs the on-off time of the dynamic
interaction. Here, fd and fs can be thought of, in a different
scenario [7], as the fractions of probes sensing all the time a
dynamic or static HFI, respectively.

The Gs
22(t ) in Eq. (2) is the static perturbation factor

commonly used in the case of static (time-independent)
electric-quadrupole interactions, i.e., when the electronic en-
vironment of the probe nucleus does not change during the
time interval defined by the emissions of γ1 and γ2. For
polycrystalline samples and spin I = + 5

2 of the intermediate

nuclear probe state, Gs
22(t ) is written as

Gs
22(t ) = S20 +

3∑
n=1

S2n(η)cos[ωn(η)t]exp(−δωnt ). (3)

The interaction frequencies ωn and the coefficients S2n are
known functions [37] of the asymmetry parameter η. These
frequencies are proportional to the nuclear quadrupole in-
teraction frequency ωQ, which in this case is related to the
largest component of the diagonalized EFG tensor V33 by
ωQ = eQV33/40h̄ [35], where Q is the nuclear quadrupole mo-
ment of the intermediate state of the probe. To obtain V33 from
this relation, we use Q = +0.83 (13) b [38]. The δ parameter
accounts for the statistical distribution around the fitted ωn

value originated, for a real sample, in slight differences in the
environments of the probe.

In case the probe atoms in a sample are localized at dif-
ferent environments, e.g., at nonequivalent cation sites of
a crystal structure, Eqs. (1) and (2) need to be modified
accordingly using the usual static perturbation factor for
multiple-site electric-quadrupole interactions:

R(t ) ∼= Aexp
22 Gexp

22 (t ) = Aexp
22

∑
i

fiG
exp
22i

(t ) = Aexp
22

∑
i

fi

{
λri

λri + λgi

exp
[−(

λri + λgi

)
t
] + λgi

λri + λgi

}
Gs exp

22i
(t ), (4)

where fi is the fraction of nuclei that senses each time-
dependent HFI. In case one of these fractions senses a static
HFI, the fitted λri will be zero.

B. Sample preparation and TDPAC measurements

The sample was prepared using high-purity SnO polycrys-
talline powder (Sigma-Aldrich 99.999%) pressed in a circular
pellet of 5 mm diameter at 3 × 108 Pa and sintered at 1073
K to improve its crystallinity. To dope the 111In(→ 111Cd)
tracers into the sample, 5 μL of a solution obtained dissolving
10 μCi of 111In Cl3 in 0.05 normal HCl solution in water was
dropped onto the pellet and dried under infrared light. Then
the activity was thermally diffused in vacuum atmosphere
(7.5 × 10−6 Torr) slowly increasing the temperature up to 900
K and keeping it fixed at 900 K for 4 h.

The TDPAC spectrometer is based on four BaF2 coni-
cal scintillators detectors, positioned 90 ° between them in
a coplanar arrangement, with a slow-fast logic for the elec-
tronic setup. The R(t ) spectra were constructed from the 12
simultaneously recorded coincidence spectra C(�, t ), four at
� = 180◦ and eight at � = 90◦, using Eq. (1). The TDPAC
measurements were carried out in the temperature range from
20 to 900 K in a reversible way.

For the high-temperature measurements, in the range from
RT to 900 K, the sample was sealed in an evacuated quartz
tube and placed into a small furnace with graphite electrodes
centered between the four detectors. For the low-temperature
measurements, in the range from 20 to 295 K, the sample was
attached to the cold finger of a closed-cycle helium cryogenic
device with temperature controlled to better than 0.1 K.

To be sure that only crystalline SnO is present in the
TDPAC sample, i.e., that other tin oxide phases were not

produced during the thermal treatments (as occurred in oxy-
gen atmosphere, see Ref. [29]), the starting powder and
the doped pellet (after the whole set of TDPAC measure-
ments) were characterized by x-ray diffraction (XRD). In
both cases, XRD results show all the lines corresponding to
crystalline SnO, without evidence of SnO2, the intermediate
tin oxides (Sn3O4, Sn5O6), or metallic tin. In Fig. 1, we
compare the x-ray diffractograms of the doped pellet after TD-
PAC measurements with the reference patterns of SnO2 [39],
Sn3O4 [40], Sn5O6 [41], and metallic Sn [42], in which the
dashed lines represent the reference pattern of SnO [43].

C. TDPAC results

Selected representative R(t ) spectra and their correspond-
ing Fourier transformations measured at T = 20, 150, 373,
500, 600, 700, 800, and 900 K are shown in Fig. 2.

In this figure, an increasing damping of the R(t ) signal is
observed as the measuring temperature decreases from 900
to 20 K, this behavior being reversible with temperature. The
shape of this damping is characterized by a strong decrease
of the R(t ) signal in the first nanosecond (with respect to
the A22 anisotropy at t = 0), keeping a surviving constant
amplitude of the spectra after this initial strong damping. This
characteristic shape agrees with the hypothesis based on the
BO on-off model described in Sec. II A and presented in detail
in Ref. [7]. Hence, we fit all the spectra with the perturbation
factor presented in Eq. (4), which considers a time-dependent
or a static (λr = 0) HFI solution for each interaction observed
in the spectra.

In Fig. 2, the solid red lines are the best least-squares
fits of Eq. (4) to the experimental R(t ) spectra (on the left)
and the corresponding Fourier transformations of this R(t )
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FIG. 1. Comparison between the x-ray diffractograms of the (a)
doped pellet after time-differential perturbed γ -γ angular correlation
(TDPAC) measurements with the reference patterns of (b) SnO2 [39],
(c) Sn3O4 [40], (d) Sn5O6 [41], and (e) metallic Sn [42]. In all
pictures, the dashed lines represent the reference pattern of SnO [43].

fit (on the right). As shown in this figure, two HFIs (HFI1
and HFI2) were necessary to account for the R(t ) spectra
along the entire temperature measurement range, as clearly
seen in all the experimental Fourier spectra. The contributions
of HFI1 and HFI2 are shown as shaded areas (in light blue
and blue, respectively) in the Fourier spectra. HFI2, the mi-
nority one, is a well-defined static (λr = 0) HFI in all the
temperature range. On the other hand, HFI1, the majority
one, is a well-defined time-dependent HFI for all T , hence
responsible for the increasing characteristic damping of the
R(t ) spectra as temperature decreases. Figure 3 shows the
more relevant hyperfine parameters obtained as a function of
the measuring temperature. In this figure, when the error bars
are not seen, the fitting errors are smaller than the data points.
The whole set of spectra was fitted with a time-dependent
perturbation function, the frequency distributions δ of HFI1
being fixed at high-temperature values, where the dynamic
effect is very weak. The fractions of HFI1 and HFI2 are
almost constant in the whole temperature range. Regarding
the EFG tensor, from the temperature dependence of ωQ

and η, we observe that both parameters are approximately
constant in the whole temperature range. In the case of the
minority static HFI2, a subtle steplike behavior of ωQ2 at

TABLE I. Experimental V33 and η obtained at the extreme mea-
surement temperatures (20 and 900 K) for both HFIs.

Interaction T (K) V33 (1021 V/m2) η

HFI1 20 5.36(4) 0.29(2)
HFI2 20 7.34(5) 0.19(4)
HFI1 900 5.69(1) 0.10(1)
HFI2 900 6.78 (2) 0.06(3)

∼600 K is present. This effect will be discussed in the next
sections.

With respect to the time-dependent behavior of the spec-
tra, HFI1 contributes with a strong dynamic character in the
20–700 K temperature range, as expressed by the increasing
λr1 parameter as T decreases [also the small value of λg1 <

700 K contributes to the damping of the spectra, see Fig. 3(b)
and 3(c)], while HIF2 is static (i.e., λr2 = 0) in the whole
temperature range. In this sense, Fig. 4 shows the relative
weights of the dynamic and static terms of Eq. (2) for HFI1,
where in the 20–900 K temperature range, this interaction
does not achieve a pure static behavior.

Concerning the temperature dependence of λg1 , the step-
like increase at 700 K means that the mean lifetime of
the relaxation process (fast fluctuation among different elec-
tronic configurations of the 111Cd atom) observed in the
TDPAC measurement decreases. This is reflected in the high-
temperature R(t ) spectra in which the static regime starts
before (i.e., the off of the dynamic regime) than in the low-
temperature spectra, leading to a constant amplitude pattern
for higher times. On the other hand, as T decreases < 700 K,
the off of the dynamic regime appears for larger times, re-
flected in the exponential decay of the R(t ) amplitude (see
Fig. 2). For λr1 , it has its lowest values at high temperatures,
leading to less dampened spectra.

In Table I, we summarize the obtained results for V33 and η

at the extreme temperatures of 20 and 900 K. Comparing these
results with those obtained in previous TDPAC experiments
in the temperature range 295–900 K [31], we found that our
values are in rather good agreement with those reported by
Muñoz et al. [31] (V33 = 5.7(9) and 8(1) × 1021 V/m2 at
295 K), but there are some important differences upon which
to remark. Both HFIs found in their work were analyzed with
the same time-dependent perturbation factor and the same
dynamic parameters in the considered temperature range (due
to constraints of the fitting code used at that time), while in
this paper, we show that only HFI1 must be modeled with
a dynamic HFI, whereas HFI2 has indeed a static character
in the whole temperature range. The larger and less precise
value found for HFI2 in Ref. [31] might have arisen from these
fitting limitations.

III. AB INITIO CALCULATIONS

A. Calculation details

To enlighten the experimental TDPAC results, we per-
formed electronic structure density functional theory (DFT)-
based ab initio calculations in Cd-doped pristine SnO. Since
the TDPAC samples employed here are doped with 111Cd
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FIG. 2. R(t ) spectra (left) and their corresponding Fourier transformed spectra (right) taken at the indicated measuring temperatures.

atoms with ppm impurity dilution, we need to simulate an iso-
lated Cd impurity, i.e., when each impurity does not interact
with the nearest one and the structural relaxation induced by it
on its neighbors do not affect the relaxations of the neighbors
of the closest impurity. For this, we used a 3 × 3 × 3 SC
formed by 27 unit cells of SnO. Crystalline SnO is tetrag-
onal, belonging to D7

4h (P4/nmm) space group, with lattice
parameters a = b = 3.7986(1) Å and c = 4.8408(2) Å [44].
The unit cell of this semiconductor contains two oxygen atoms
at 2a positions (0, 0, 0) and ( 1

2 , 1
2 , 0), and two tin atoms at

2c positions (0, 1
2 , v) and ( 1

2 , 0, −v), with v = 0.2369 [44].
The structure has only one inequivalent cationic site and is
made of layers where each Sn atom is at the apex of a square
pyramid whose base is formed by its four nearest neighbor
oxygen atoms (ONN), as shown in Fig. 5(a). The 3 × 3 × 3 SC
is tetragonal, having lattice parameters a′ = 3a = b′ = 3b =
11.399 Å and c′ = 3c = 14.448 Å, where one of the 54 Sn
atoms is replaced by a Cd one (obtaining Sn0.982Cd0.018O),
with a distance between nearest Cd atoms of ∼11.4 Å. We
checked the convergence of the structural relaxations and the
hyperfine parameters in other SCs, finding that the 3 × 3 × 3
SC is sufficient to simulate an isolated Cd impurity, for all
charge states of the SnO : Cd studied systems. Usually, this
goal is achieved in doped oxides when the impurity-impurity
shortest distance is ∼10 Å [7,22,25,27].

Here, Cd2+ is nominally an isovalent impurity in SnO,
and the APW calculations reveal that the Sn substitution by
a Cd atom (SnO : Cd0) does not generate electronic holes
(acceptor levels) in the valence band (VB). Nevertheless, the
electronic relaxation process after the 111In EC decay compels
us to accurately predict the potential charge states of the doped
system to describe its structural, electronic, and hyperfine

properties correctly. Hence, we performed calculations for dif-
ferent charge states considering the partial filling of electronic
states at the top of the VB (TVB), which are completely filled
in the SnO : Cd0 system, i.e., when a Cd atom replaces Sn
in the SnO SC. For this, we removed the electronic charge
from the doped SC in 0.1 e− steps up to 1 e− removed. Here,
SnO : Cdq+ represents the system where a charge of q e−
is removed from the SnO : Cd0 SC. In addition, we removed
2 e− and added 1 e− to the Cd-doped SC, calling these systems
SnO : Cd2+ and SnO : Cd1−, respectively.

All electron electronic structure ab initio calculations in the
framework of DFT [45,46] were performed to determine the
EFG tensor from an accurate description of the electronic den-
sity ρ(�r). The calculations were performed using the FP-APW
+ lo method [47], embodied in WIEN2K [48]. In this method,
the wave functions are expanded in terms of spherical har-
monics inside nonoverlapping spheres of radius RMT centered
at the atoms and in plane waves in the interstitial region. In
all cases studied here, we take RMT(Sn) = RMT(Cd) = 1.06 Å
and RMT(O) = 0.95 Å. We found a cutoff parameter of the
plane-wave bases of RMTKmax = 7, necessary to warrant the
convergence of the EFG for all charge states of the studied
SC. Here, RMT is the smallest radius of these nonoverlapping
spheres, and Kmax is the maximum modulus of the lattice
vector in the reciprocal space. The integration in the recip-
rocal space was performed using the tetrahedron method [49],
taking for the 3 × 3 × 3 SCs a k-space grid of 3 × 3 × 3. To
obtain the equilibrium structure of the doped systems, they
were relaxed, and each ion was displaced until the total force
on it was below the tolerance value of 0.01 eV/Å. The EFG
tensor was obtained from the second derivative of the full
electronic potential [50,51].
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FIG. 3. Evolution of (a) fractions and (b)−(e) hyperfine param-
eters λr , λg, η, and ωQ (or V33), of both hyperfine interactions HFI1
and HFI2 as a function of the measurement temperature T .

We found for the converged 3 × 3 × 3 SC that the Perdew-
Burke-Ernzerhof and Wu and Cohen parametrization of
the generalized gradient approximation of the exchange-
correlation functional largely overestimates the structural
relaxations, predicting very small EFGs, as was demonstrated
in Ref. [30] for smaller SCs, in large disagreement with the

FIG. 4. fd and fs for HFI1, computed using Eq. (2) and the fitted
λr and λg parameters shown in Figs. 3(b) and 3(c).
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FIG. 5. (a) Tetragonal SnO unit cell. (b) Supercell with a′ = 3a,
b′ = 3b, and c′ = 3c. The gray, black, and light-blue spheres corre-
spond to Sn, Cd, and O atoms, respectively.

experimental values. For this reason, all the theoretical results
shown in this paper were obtained using the local density
approximation functional to treat the exchange-correlation
effects.

B. Calculations results

1. Impurity dilution

At a first step, as mentioned before, we studied the SC
size effect to simulate an isolated Cd impurity in this oxide
so that each impurity does not interact with the nearest ones
and the structural relaxations of its neighbors do not affect the
relaxations of other neighbors of the closest impurities. In this
sense, we studied the convergence of the EFG tensor (the most
sensible magnitude predicted in this paper by these ab initio
calculations) as a function of the Cd impurity dilution, i.e.,
increasing the SC size for different charge states. We found
that a 3 × 3 × 3 SC is necessary to simulate the isolated Cd
impurity for all the doped systems studied here. It is interest-
ing to note that, only in the special case of the SnO : Cd0

system, i.e., the system in which the Fermi level resulted
located at the TVB, a 2 × 2 × 2 SC is already sufficient to
guarantee the isolated condition of the impurity, resulting as
a necessary methodological general rule to check the correct
dilution for charged systems too.

2. Structural relaxations

In Fig. 6, we sketch the relaxation process at the Cd im-
purity site. For the SnO : Cd0 and SnO : Cd1+ systems, the
Cd atom moves down only along the c axis toward the ONN,
and these atoms relax outward basically in the a-b plane.
The equivalent ONN atoms labeled Oa (Ob) are distributed
parallel to the a (b) axis and move along this axis, respectively.
The Cd-ONN bond length (dCd−ONN) increases from 2.220 to
2.268 Å for the SnO : Cd0. When an electron is removed,
this bond length relaxes up to 2.256 Å. In this case, the Cd
atom moves down four times the distance it moves in the
SnO : Cd0 system, and the ONN relax again a little longer
[Fig. 6(a)]. The shorter relaxed bond length achieved agrees
with a Coulombic attraction of the ONN when the negative
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FIG. 6. Final positions of Cd and ONN atoms after the full struc-
tural relaxation for (a) SnO : Cd1+ and (b) SnO : Cd1− systems.
Each arrow length is proportional to each atom displacement. In
(a), red and green colors indicate that the oxygen displacement is
practically parallel to the a and b axes. In (b), these displacements
are in the Cd-ONN bond direction. The Cd atom only moves in the c
direction in both cases.

charge is removed from the Cd atom. The same happens when
a fractional charge is removed from the SC. On the other hand,
for the SnO : Cd1− system, the Cd atom moves up along the c
axis 10 times the distance it moves in the SnO : Cd0 system,
while the ONN atoms relax outward along the Cd-ONN bond
directions, as shown in Fig. 6(b), enlarging the final Cd-ONN

distance (2.363 Å), in agreement with a Coulombic repulsion.

3. Electronic structure

When a Cd impurity atom replaces a Sn atom in SnO, it
introduces atomic impurity levels in the density of electronic
states (DOS) at the bottom of the VB (BVB), mainly with
d character, and a distribution of a low number of Cd states
(mixture of d and p states) that tends to an almost flat neg-
ligible distribution of states at the TVB. At the same time,
the Cd atom introduces an impurity level at the bottom of
the conduction band (BCB) that is also a mixture of d and
p states, this level being empty in the SnO : Cd0 system, as
shown in Fig. 7. The effect of removing one electron from the
SnO : Cd0 system on the different Cd p and d orbitals near
the Fermi level is shown in Fig. 8, showing a rigid bandlike
behavior whose effect will be discussed during the analysis of
the EFG at the Cd site.

Comparing the DOS shown in Fig. 7(a) with that corre-
sponding to the 2 × 2 × 2 SC (see Fig. 2(b) in Ref. [30]), we
see that, in the last one, the Cd atom introduces an additional
impurity level at the TVB, which is completely filled in the
SnO : Cd0 system. As we mentioned before at the beginning
of this subsection, we need a 3 × 3 × 3 SC to simulate the
isolated Cd impurity for the different charged states studied
in this paper. In the special case of the SnO : Cd0 system,
the EFG is already converged for the 2 × 2 × 2 SC; however,
the isolated impurity character is not achieved. The reason of
this strange behavior is that the appearance of this spurious
peak in the 2 × 2 × 2 SC, which is due to the closeness of the
Cd impurities and is mainly of pz character, does not change
the relative weight the Cd-px, Cd-py, and Cd-pz states have
in the converged 3 × 3 × 3 SC along the VB [Fig. 8(a)], thus
not changing the EFG. On the other hand, when an electron
is removed from the SC, the EFG increases with respect to
that of the SnO : Cd0 system, but the change in the 2 × 2 × 2
is twice the change in the converged 3 × 3 × 3 SC. In these

FIG. 7. (a) On the left, total density of electronic states (DOS)
for SnO (green line), SnO : Cd0 (black line) and the Cd contribution
(red line). On the right, the Cd contribution is augmented two orders
of magnitude for energies close to the Fermi level, set as 0 eV
(vertical line). (b) and (c) p- and d-Cd partial DOS (PDOS) for
SnO : Cd0, respectively. On the right, these PDOSs are augmented
for energies close to the Fermi level. The shaded areas represent filled
valence band electronic states.

cases, the relative weight of the Cd-p states changes more
abruptly as the negative charge is removed from the 2 × 2 × 2
SC than in the 3 × 3 × 3 SC [Fig. 8(b)].

4. EFG

To investigate a possible EFG tensor dependence with the
charge state of the SC that could be at the origin of the
dynamic HFIs and to try to correlate these predictions with the
experimental EFGs that characterize the two HFIs observed
in our TDPAC experiments, we performed EFG calculations
at Cd sites in Cd-doped SnO as a function of the charge state
of the SCs. In Table II, we show the EFG tensor predictions
calculated for the SnO : Cd0, SnO : Cd1+, SnO : Cd2+, and
SnO : Cd1− systems after the full structural relaxation. First,
the V33 direction results parallel to the c = [0 0 1] crystal axis,
and the null asymmetry parameter is consistent with the axial

TABLE II. V33, η, and V33 direction predicted for SnO : Cd0,
SnO : Cd1+, SnO : Cd2+, and SnO : Cd1− SCs.

V33 (1021 V/m2) η V33 direction

SnO : Cd0 +5.30 0.0 [001]
SnO : Cd1+ +7.49 0.0 [001]
SnO : Cd2+ +8.45 0.0 [001]
SnO : Cd1− −3.43 0.0 [001]
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FIG. 8. p-Cd (up) and d-Cd (bottom) partial density of states
(PDOS) for the SnO : Cd0 (left), SnO : Cd1+ (middle) and SnO :
Cd1− (right) systems. The energy is referred to the Fermi level
(vertical line). x, y, and z directions of the p- and d-Cd PDOS are
coincident with the a, b, and c unit cell vectors. The insert in each
picture corresponds to a zoom near the Fermi level.

symmetry of the cation site (see Fig. 5) for all the charge states
of the SCs studied. These characteristics of the EFG tensor
do not change with respect to pure SnO. Second, V33 indeed
strongly depends on the charge state of the Cd impurity, in-
creasing its positive value when 1 or 2 electrons are removed
and decreasing to negative values when 1 electron is added to
the SC.

To understand this dependence, in Fig. 9(a), we show the
total V33 and their p and d contributions as a function of
the charge states of all the SCs studied. The negative charge
removed from 0 to 1 electron in 0.1 e− steps is zoomed in
Fig. 9(b). As can be seen, the strong V33 variation is governed
by the p contribution, d being almost independent from the
charge state of the SC. For the system SnO : Cd0, the p and
d contributions to V33 (V p

33 and V d
33) are almost equal, but when

the system is positively charged, the p contribution increases
and dominates. To understand this behavior from the Cd-p
partial DOS (PDOS), it is necessary to introduce the asym-
metry count �np that is proportional to the p contribution
to V33:

�np = 1
2

(
npx + npy

) − npz , (5)

where npi is the occupation number of the corresponding pi

orbital. Each atom under consideration has its own xyz system
to describe its orbitals. For the Cd atom, the z axis is in the
c direction, while the x and y axes are parallel to a and b,
respectively. Inspecting this figure, when negative charge is
removed from the SC, the Fermi level moves to lower ener-
gies, depleting Cd-pz orbitals [see Fig. 8(a)], hence increasing
�np and V p

33. Nevertheless, this is strictly true in a rigid-band
model. In effect, the changes in npi along the entire VB must
be considered. Doing this, the modifications in npx and npy

also contribute to the increase of V p
33. In effect, integration

of the pi PDOS along the VB gives a greater increase of V p
33

due to the increase of npx and npy relative to the decrease of

FIG. 9. (a) V33 (triangles), and its p (squares) and d (circles) con-
tributions as a function of the negative charge added to and removed
from the supercell (SC). (b) The same as in (a) but in the charge
region from 0 to 1 electron removed from the SC.

npz . In addition, the little decrease of V33 predicted when 0.1
electron is removed from the SC can be only explained by
modifications of npi along the whole VB, i.e., an increase of
npz and/or a decrease of npx and npy . In effect, what really
happens is that npz is almost constant, and npx and npy slightly
decrease their value. In the same way, an analysis of the d
orbitals shows that they contribute also with a slight decrease
of V d

33. On the other hand, if one electron is added to the SC,
the impurity level at the BCB (which has mainly Cd-pz and
dz2 symmetries) becomes partially filled. The increase of npz

strongly decreases V p
33 to negative values. In this case, we need

to also analyze the d orbital contribution to V33, through the
asymmetry count:

�nd = (
ndx2−y2 + ndxy

) − [
1
2

(
ndxz + ndyz

) + ndz2

]
. (6)

In this case, the increase of ndz2 decreases V d
33 but in a much

smaller extent (nine times with respect to the change in V p
33),
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without changing its sign. The behavior of the predicted V33

is also related to the structural relaxations described before
(see Fig. 6) and the charge redistribution produced. When
an electron is removed (added) from (to) the SC, the Cd-
ONN pyramid flattens (elongates), distributing more negative
charge at the x-y plane (along the z axis) and producing a
positive (negative) increment of V33 (whose direction is par-
allel to the c = z axis) due to the angular dependence of the
strength and sign of Vii as a function of the angle of a negative
charge (source) with respect to the Vii direction (see eq. (14)
in Ref. [7]).

To predict qualitatively the modification of the EFG when
an electron is removed or added to the Cd-doped SC using
reliable DFT calculations (in contrast to the procedure used
in point-charge model predictions in which the oxygen posi-
tions matter), one must compute the EFG change due to the
modification of the electronic charge density ρ(r) inside the
Cd muffin-tin sphere, particularly that very close to the Cd
nucleus. In Fig. 10, we plotted electron densities localized in
a plane parallel to the b-c plane containing the Cd impurity
and two of its four ONN atoms (those labeled as Ob in Fig. 6).
Figure 10(a) shows the electron density of the occupied states
in an energy range corresponding to the last electron below
the Fermi level in the SnO : Cd0 system. In a rigid-band
model, this electronic charge is the one removed from the SC
to obtain the SnO : Cd1+ system. Figures 10(a) and 10(b)
compare those corresponding to SnO : Cd0 and pure SnO,
respectively. The substitution of a Sn atom by a Cd (isovalent)
impurity in the SC, for this energy region at the TVB, tilts the
orientation of the ONN orbitals from their original alignment
in the c direction, introduces rather disperse charge in all the
SC (mainly in certain oxygen atoms far from the Cd atom),
and localizes negative charge at the Cd site. The electronic
charge that will be removed from the Cd atom to obtain the
SnO : Cd1+ system is concentrated along the c axis, thus
producing the predicted positive increase of V33 (removing
negative charge from the z axis is qualitatively equivalent to
adding negative charge in the x-y plane). In opposition to this
behavior, when one electron is added to the SC to obtain the
SnO : Cd1− system, this charge is almost only localized at
the Cd atom along the c axis and at its ONN along a direction
very close to the Cd-ONN bonds, as shown in Fig. 10(c). The
negative charge localized at the Cd atom pointing along the
c axis and away from the ONN atoms is responsible for the
strong negative increment of V33 when one electron is added
to the SC.

Up to now, in all oxide hosts studied by us with nominal
acceptor Cd impurities, energetically localized empty impu-
rity levels were observed to be introduced at the TVB. In all
these cases, when one electron is added to the SC, it results
in being localized at the Cd atom and its nearest neighbors.
In this sense, it is worth noting that the added electron in
SnO : Cd results in being localized at the Cd impurity. In
effect, adding one electron to the SnO : Cd0 SC partially
fills the empty impurity level introduced at the BCB. This
level is energetically very localized and has pz-Cd character.
However, contrary to this situation, the electron removed from
the SnO : Cd0 system is much more dispersed along all the
atoms of the SC, as mentioned before. This effect correlates
well with the fact that the Cd impurity introduces delocalized

FIG. 10. Electron density in the energy range corresponding to
the most energetic e− below the Fermi energy for (a) SnO : Cd0,
(b) SnO, and (c) SnO : Cd1−. On the right, a zoom of the SC region
delimited by the red square is shown. In (a) and (c), the Cd impurities
are the cations localized near the corners of each plane.

states at the TVB. In turn, this seems to be because Cd is
nominally an isovalent impurity in SnO.

Based on what was said above, the general dependence
of the EFG on the electronic charge distribution close to the
probe nucleus explains the changes in V33 when adding or
removing negative charge to the SC. Particularly, when an
electron is removed from the SC (see Fig. 9), the fact that
the final Cd-ONN distances for this charged SC remain almost
equal to that in the SnO : Cd0 system (see Sec. III B 2) allows
us to show the strong sensitivity of the EFG tensor at the
Cd site to subtle local geometrical distortions related with the
changes in the electronic distribution close to the Cd impurity.

5. Impurity formation energies

To unravel the different assignments of the experimentally
observed HFIs to the different scenarios raised by the EFG
predictions performed as a function of the charge state of
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FIG. 11. Defect formation energy Ef as a function of the Fermi
energy level εF for all SnO : Cdq studied. Red lines correspond to
q = 1−, 0, 1+, and 2+, whereas the black lines correspond to q =
0.1+, 0.2+, 0.3+, 0.4+, 0.5+, 0.6+, 0.7+, 0.8+, and 0.9+. εg is the
predicted bandgap energy. VB and CB represent schematically the
valence and conduction band regions of the pure SnO, respectively.

the SC and to give support from ab initio calculations to the
scenario proposed for the dynamic behavior, we performed
energetic studies. The defect energy formation for Cd-doped
SnO is given by

Eq
f = Eq(nSn, nO, nCd) − nSnμSn − nOμO − nCdμCd

+ q(εF + ε′
v ), (7)

where Eq(nSn, nO, nCd) is the total energy of the doped SC
in the charge state q, containing nSn, nO, and nCd atoms of
tin, oxygen, and cadmium, respectively, and μSn, μO, and
μCd being their chemical potentials. Here, εF (0 � εF � εg,
where εg is the bandgap energy) is the Fermi energy relative
to the energy of the TVB ε′

v = εv + δq, where εv is the energy
of the TVB of the pure system, and δq is a correction that
lines up the band structure of the pure and doped bulk systems.
Following the formalism presented in Ref. [22], we obtain the
formation energy of a Cd impurity in a Sn substitutional site in
SnO with a charge state q, considering an O-rich environment
of the impurity as

E f (SnO : Cd)q = E (SnO : Cd)q − E (SnO)+μ∗
Sn+� f HSnO

− μ∗
Cd − � f HCdO + q(εF + ε′

v ). (8)

Here, � f H are the formation enthalpies, and μ∗ are the
metallic crystal total energy per atom. The results for all
charge states studied are shown in Fig. 11.

IV. DISCUSSION

A. Experimental and ab initio support to the ECAE
scenario proposed

When the experimental results (Table I) are compared with
the ab initio predictions (Fig. 9), we see that the systems that
agree with the experimentally observed HFIs, HFI1 and HFI2,
across all temperature ranges, are those generated in SCs with

a charge state range of 0 to 1 electron removed, i.e., from 0 to
1 electronic hole. When we inspect closely at this charge state
region, as shown in Fig. 9(b), we can see that the observed V33

and η values that characterize the time-dependent HFI1 in the
temperature range 20–900 K correspond with those predicted
for the SnO : Cdq (0 � q � 0.5) SCs.

This excellent agreement, combined with the analysis of
the defect formation energy calculations described in the pre-
ceding section, which shows that the SnO : Cd0 system has
the lowest formation energy, allows us to definitively assign
HFI1 to 111Cd probes localized at defect-free substitutional Sn
sites (ionization state q = 0). On the other hand, the fact that
the SnO : Cdq systems (0 � q � 1) have very similar for-
mation energies at the TVB and different EFGs predicted for
these charge states supports from first principles the existence
of random fluctuations between different EFGs, a necessary
situation considered in the construction of the B-O on-off
perturbation factor [7] used in this paper. It should be noted
that the EFG fluctuation that contributes to the damping of
the R(t ) spectra must come from fluctuations among charge
states within the region from 0 to 1 electron removed (0–1
electronic holes), provided that the fluctuation includes at least
one charge state between 0.5 and 1 electronic holes, because
the EFG varies significantly in this region [see Fig. 9(b)]. We
shall see in the next paragraphs why the dynamic regime of
the EFGs should not emerge from a more expanded charge
region (e.g., between 1 to 2 electronic holes).

The minority HFI2 interaction, which is static (i.e., time
independent) across the temperature range of measurement,
exhibits V33 and η values that are very close to those predicted
by the SnO : Cd1+ system (one electronic hole added to the
neutral SC). A deeper inspection at the HFI2 parameters at
temperatures <600 K reveals that the charge state is, in fact,
q = 0.9+. The defect formation energy investigation reveals
that the system energy increases with increasing number of
electronic holes when compared with the neutral (SnO : Cd0)
system (in which the VB is entirely filled), which is con-
sistent with the presence of a low fraction of probes giving
rise to HFI2. Both characteristics allow us to associate HFI2
with 111Cd probes located at substitutional Sn sites with a
trapped electronic hole (ionization state q = 1+). Because
HFI2 is static at any temperature, any dynamic event occurs
at the 111Cd nucleus before the time window of the TDPAC
measurement (i.e., before the γ1 emission from the I = 7

2 +
416 keV nuclear state, which has a lifetime of 1.2 × 10−10 s =
0.12 ns) [52].

Since HFI2 is static and originated in a q = 1+ state (one
trapped electronic hole), it implies that the EFG fluctuations
occur before the TDPAC time window, and when the mea-
surement begins, only one electron hole remains unfilled at
all probe atoms, including those that perceive HFI1. These
EFG fluctuations are produced by the Auger electron cascade
and the relaxation process, during which about seven holes are
formed [8,53], diffused to the outer atomic shells of Cd, and
neutralized by diffusion in the VB. Because SnO is a p-type
semiconductor, owing mostly to the existence of Sn vacancies,
these acceptor states compete for electrons with the electronic
holes trapped at Cd atoms. Since the Cd atoms are at ultralow
ppm concentrations and its trapped hole is delocalized along
the crystal lattice, negative charge from distant sources would
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fill the acceptor centers and the delocalized hole before fill-
ing the fraction of holes localized at the Cd atom. During
the TDPAC time window, most of the probes (those that
sense HFI1) attempt to reach the neutral ground state, filling
this hole, while a small number of probes (those that sense
HFI2) remains with the hole unfilled due to the extremely
low electron availability. Most Cd probes that experience a
time-dependent interaction (HFI1) attain (slowly) their final
neutral charge state (q = 0), revealing the dynamic regime for
a few nanoseconds before this final state (the off). This is also
consistent with the limited carrier mobility of SnO [54]. In this
scenario, it is evident why the dynamic regime in SnO cannot
be caused by fluctuations between charge states greater than
q = 1+, for example, between 1+ and 2+, because all probes
have only one trapped electron hole. This is also qualitatively
consistent with the bigger difference in energy formation be-
tween q = 1+ and 2+ at the TVB.

For temperatures <600 K, HFI2 was perfectly represented
by Cd atoms in the SnO : Cd1+ SC, as previously stated.
Here, V332 drops at higher temperatures to values consistent
with those anticipated by SnO : Cdq, with q between 0.7+
and 0.8+ [see Fig. 9(b)]. At these higher temperatures, the
minority Cd probes (HFI2) attempt to fill more holes (decrease
system energy), allowing them to return to this lower charge
state (q = 0.7+) in a shorter time than the TDPAC time
window (always giving a static interaction). Simultaneously,
most probes (HFI1) reduce the lifetime of their electronic
holes (λg suddenly increases for T > 600 K), resulting in less
dampening of the R(t ) spectra as temperature increases for
T > 600 K. Both facts agree with the increase of one order
of magnitude in the electron availability (between 600 and
900 K) owing to intrinsic ionization of the semiconductor
n(T ) [55], which increases carrier density (the mobility does
not increase with T ).

Finally, we wish to compare the time-dependent HFI
results in (111In →) 111Cd-doped SnO2 as a function of tem-
perature [7] with the SnO results provided here. As stated
in the introduction, two time-dependent HFIs were found in
SnO2 : 111Cd, corresponding to a final electronic configu-
ration in which the double acceptor level produced by the
Cd impurity is fully ionized (named HFI1) or almost filled
(HFI2). Both interactions became static (λr = 0) at tempera-
tures >650 and 923 K, respectively, increasing the population
of HFI1 at the expense of the population of HFI2. Because
of the natural occurrence of oxygen vacancies, SnO2 is an
n-type semiconductor with a high free-electron carrier con-
centration. In addition, it has greater carrier mobility than
SnO. These properties might explain the absence of a static
HFI over the whole temperature range of measurement (as
seen with HFI2 in SnO); the carrier concentration in SnO2

at low and medium temperatures is sufficient to ionize the
double acceptor impurity level within the TDPAC time win-
dow. The intrinsic ionization effect n(T ) [55] raises the carrier
concentration by six orders of magnitude (from 5 × 104 to
1 × 1010 electrons/cm3) as T increases. The large increase
in electron availability in SnO2 can explain the complete
ionization of the double acceptor level before the TDPAC
time window (HFI1 transforms to a static regime) and the
decreasing fraction of HFI2 and its transformation to a static
HFI until its disappearance.

B. Origin of the observation of this type of time-dependent HFI
in TDPAC probes

The information obtained here on the static HFI2 in SnO
allows us to gain a perspective on the origin of the dynamic
ECAE phenomenon. Before the emission of γ1, a minority
fraction of probes (sensed by HFI2) reaches a stable electronic
configuration, filling all the electronic holes created by the EC
and the Auger process except the outermost one. We suppose
that all the 111Cd probes fill all the holes, except one, at the
same time and in the same way. On the other hand, most
probes (as detected by HFI1) fill this last hole following the
emission of γ1, resulting in the dynamic interaction, with
the latter effect depending on temperature and the electron
availability of the host. This crucial information allowed us to
calculate the number of electronic holes involved in the gener-
ation of the dynamic effect, only one in the case of SnO : 111In,
assuming that the off of the charge state fluctuation of the
probe (and the EFG fluctuation) occurs after the emission of
γ1. In other words, the emission of γ1 must be fast enough
in comparison with the recovery time of this electronic hole.
The nuclear level that decays emitting γ1, τ1/2(γ1) = 0.12 ns,
in [111In (EC) →]111Cd meets this criterion [7–17]. It should
be noted that the apparent lack of this type of dynamic interac-
tion in 111In(→ 111Cd)-doped TiO2 [56,57] is not completely
conclusive. The employment of a silver sample container in
Ref. [57] and the sol-gel procedure in Ref. [56] may have
nullified its observation. The effect of the sol-gel procedure
on these dynamic HFIs was studied by Richard et al. [58].
The [99Rh (EC) →]99Ru and [100Pd (EC) →]100Rh probes,
have τ1/2(γ1) = 1.04 ns and τ1/2(γ1) = 0.35 ns, respectively,
resulting in dynamic HFI when doping insulators [59]. In
this regard, the absence of dynamic HFI in TDPAC studies
in 44Ti[(EC) → 44Sc]-doped TiO2 offered evidence. The 44Sc
probe is formed by an EC decay in this situation, and it is an
acceptor in this host; however, the τ1/2(γ1) = 51.1 μs is far
longer than the average electronic hole recovery time; thus,
the dynamic interaction cannot be detected [60].

In 111mCd, however, τ1/2(γ1) = 48.6 min, after which the
TDPAC measurement begins. This is a very long time in
comparison with the electronic recovery time of the last hole
in SnO, which is only a few tens of nanoseconds. The lack
of this type of time-dependent HFI in TDPAC experiments
in different binary oxides [13–16] using the 111mCd probe
impurity, which does not decay through EC and thus does
not produce extra electronic holes at the 111Cd atom (aside
from the acceptor level introduced by the Cd impurity itself),
has led to the conclusion [7,14] that the acceptor character
of the probe is not a sufficient condition for producing time-
dependent HFIs, the EC process being necessary to produce
extra electronic holes. The absence of the dynamic interac-
tion (in all 111mCd experiments in binary oxides) should be
attributed to the time characteristics [τ1/2(γ1) very large] of
the TDPAC probe rather than the absence of the electronic
holes that the Auger process would produce after an EC decay
if present. A similar result was observed in TDPAC studies
in insulators using 199mHg and 204mPb as probes [59], with
τ1/2(γ1) = 42.7 and 66.9 min, respectively.

The last kind of nuclear decay that precedes a TDPAC
probe is β−. Among them, the second most employed TDPAC
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probe is 181Hf (β−) → 181Ta, for which there is absolutely no
evidence in dynamic HFI of this type in insulators. Here, Ta5+

is a donor impurity in the oxides investigated by TDPAC in
general, but the underlying cause for the absence of AE must
be the extraordinarily long half-life of τ1/2(γ1) = 17.8 μs in
comparison with the average recovery time of the electronic
defect (electronic hole or donor electron). A particularly at-
tractive probe to test our hypothesis further is 111Ag (β−) →
111Cd since τ1/2(γ1) = 27 ps is a very short time to observe
the electronic relaxations, and the EFG would be measured
also at a 111Cd site, allowing a direct comparison with a large
group of published observations. In theory, shake-off events
originating in the β− decay may result in electronic relax-
ation as the Auger process; however, the possibility of this
occurrence is extremely low, and most ions will lose only one
electron, implying that any dumping will be very weak. Rita
et al. [61] conducted one experiment with 111Ag [(β−) →
111Cd]-implanted ZnO that supported the low incidence of
the shake-off process; however, it was only carried out at RT.
Because the isovalent Cd does not produce electronic holes in
this host, no obvious dynamic HFI was found.

Finally, we can mention that the β+ decay compete with
the EC route and could produce a similar scenario to that
described for β−, but no TDPAC experiments are reported in
which this decay dominates over the EC.

Considering all this, we believe that, in the absence of
EC decay of the probe nucleus, any acceptor or donor state
introduced by the probe impurity in a semiconductor and
whose ionization changes the EFG sensed by it will exhibit
a time-dependent HFI, provided the lifetime of the nuclear
levels that feed the γ1 level of the γ1-γ2 cascade and this
level itself is shorter than the lifetime of the recovery process
(i.e., the lifetime of the electronic holes or the ionized donor
electrons).

V. SUMMARY AND CONCLUSIONS

TDPAC measurements in high-purity polycrystalline SnO
doped with (111In →) 111Cd as a probe atom were performed
as a function of temperature in the range 20–900 K in a
reversible way.

XRD characterization confirms the presence of only the
SnO crystalline phase, not showing the development of other
tin oxide phases when the sample is exposed to high tempera-
tures in vacuum.

The TDPAC spectra showed a strong and characteristic
damping in the first nanoseconds, which decreases (in a
reversible way) as the measurement temperature increases,
allowing us to analyze it using a time-dependent perturbation
factor in the framework of the B-O on-off model.

Two HFIs, HFI1 (time dependent) and HFI2 (static), were
necessary to account for the R(t ) spectra throughout the whole
temperature range of measurements. The majority interaction
HFI1, as specified by EFG1, is well defined and characterized
by hyperfine parameters that are temperature independent,
whereas the minority interaction HFI2, as defined by EFG2,
has a subtle steplike behavior for V33 at ∼600 K. In the
case of the time-dependent HFI1, the relaxation constant λr ,
which accounts for the attenuation strength caused by fluctu-
ating EFGs producing a dynamic interaction, increases as T

lowers. However, while τg = 1/λg (the lifetime of the elec-
tronic holes) diminishes as T increases, this interaction does
not have a temperature threshold at which it becomes totally
static, like the two HFI present in (111In →) 111Cd-doped
SnO2 [7]. Here, EFG1 and EFG2 are associated with any
final stable electronic configuration of the 111Cd probe once
the dynamic regime is turned off in the B-O on-off model. In
this sense, HFI2 is static since electronic recombination (i.e.,
the fluctuating regime) ceases before the time window of the
TDPAC experiment begins.

The detailed ab initio calculations of the electronic struc-
ture of Cd-doped SnO revealed that the substitution of a Sn
atom by a Cd impurity introduces a low number of delocalized
Cd d and p states, resulting in an almost flat negligible distri-
bution of electronic states at the TVB and the formation of an
impurity empty level at the BCB, which is also a mixture of d
and p states. Furthermore, the Cd impurity causes isotropic
outward relaxations of the ONN atoms. The p contribution
governs the strong V33 variation as a function of the charge
state of the SC at the Cd site, while the d contribution is
practically independent of this charge state.

We can definitively assign HFI1 to 111Cd probes local-
ized at substitutional Sn sites free of defects (with the VB
completely filled) and HFI2 to 111Cd probes localized at sub-
stitutional Sn sites with an electronic hole trapped (q = 1+)
by comparing the experimental results and the ab initio pre-
dictions of the EFG tensor, together with the formation energy
calculation results.

Finally, based on the current ab initio work, which shows
that the VB in Cd-doped SnO is entirely filled, we may infer
that an acceptor level provided by the probe atom in a semi-
conductor or insulator is not required to observe the ECAE
phenomena.

The information obtained here on the static HFI2 in SnO :
111In provides us with a perspective on the origin of the dy-
namic ECAE phenomenon and a quantification of the number
of holes responsible of the dynamic regime in SnO. Before
the emission of γ1, a minority fraction of probes (sensed by
HFI2) reaches a stable electronic configuration, filling (all the
probes) all the electronic holes of the EC (i.e., ∼7) except the
outermost one. On the other hand, most probes (as identified
by HFI1) fill this last hole after the emission of γ1, resulting
in the dynamic interaction, with the latter effect dependent
on temperature and the electron availability of the host. This
crucial information allowed us to calculate the number of
electronic holes (only one in SnO : 111In) involved in the
generation of the dynamic effect, assuming that the off of
the fluctuation of charge states occurs after the emission of
γ1. In this regard, the emission of γ1 must be fast enough in
comparison with the recovery time of the electronic hole.

In summary, we find that, in general, the occurrence of the
EC decay is not necessary nor sufficient to induce this type of
time-dependent interaction but that the 111In → 111Cd isotope
is capable of producing this effect on its own (the EC is
sufficient in the case of this probe). We show that the acceptor
character of the probe is not required if an appropriate probe
[τ1/2(γ1) > 1 ns] obtained through EC decay of its parent is
employed.

Finally, we propose that, in the absence of EC decay of the
probe nucleus of the parent, any probe impurity introducing
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acceptor or donor states in a semiconductor or insulator and
whose ionization changes the EFG sensed by it will observe
a time-dependent HFI if the lifetime of the nuclear levels that
feed the γ1 level of the γ1-γ2 cascade as well as this level itself
is shorter than the lifetime of the recovery process (i.e., the
lifetime of the electronic holes or the ionized donor electrons).
To conclusively test this hypothesis, TDPAC experiments as a
function of temperature should be designed using an appro-
priate probe generated by β− functioning as an acceptor in a
binary oxide (e.g.,111Ag doping SnO2). Future studies in this
area are envisaged.
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