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#### Abstract

We extend an operator Pólya-Szegö type inequality involving the operator geometric mean to any arbitrary operator mean under some mild conditions. Utilizing the Mond-Pečarić method, we present some other related operator inequalities as well.
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## 1. Introduction

Let $\mathbb{B}(\mathcal{H})$ denote the $C^{*}$-algebra of all bounded linear operators on a complex Hilbert space $(\mathcal{H},\langle\cdot, \cdot\rangle)$ equipped with the operator norm $\|\cdot\|$. Throughout the paper, a capital letter means an operator in $\mathbb{B}(\mathcal{H})$. We identify a scalar with the identity operator $I$ multiplied by this scalar. An operator $A$ is called positive if $\langle A x, x\rangle \geq 0$ for all $x \in \mathcal{H}$, and we then write $A \geq 0$. We denote by $A>0$ if it is a positive invertible operator. For self-adjoint operators $A, B \in \mathbb{B}(\mathcal{H})$, we say $B \geq A$ if $B-A \geq 0$. A linear map $\Phi: \mathbb{B}(\mathcal{H}) \rightarrow \mathbb{B}(\mathcal{K})$ is called positive if $A \geq 0$ implies $\Phi(A) \geq 0$. It is said to be unital if $\Phi$ preserves the identity operator.

The axiomatic theory for operator means of positive invertible operators have been developed by Kubo and Ando [9], in particular an operator mean $\sigma$ has the monotonicity property if $A \leq C$ and $B \leq D$ imply $A \sigma B \leq C \sigma D$. A continuous real valued function $h$ defined on an interval $J$ is called operator monotone if $A \geq B$ implies that $h(A) \geq h(B)$ for all self-adjoint operators $A, B$ with spectra in $J$. There exists an affine order isomorphism between the class of operator means $\sigma$ and the class of positive operator monotone functions $h$ defined on $(0, \infty)$ with $h(1)=1$ via $h(t) I=I \sigma(t I)(t>0)$. In addition, $A \sigma B=A^{\frac{1}{2}} h\left(A^{\frac{-1}{2}} B A^{\frac{-1}{2}}\right) A^{\frac{1}{2}}$ for all strictly positive operators $A, B$. The operator monotone function $h$ is called the representing function of $\sigma$. Using a standard limit argument, this notion can be extended for positive operators $A, B$. The operator mean corresponding to the operator monotone functions $h(t)=t^{\epsilon}(0<\epsilon<1)$ is called the weighted operator geometric mean, which is indeed $A \not \sharp_{\epsilon} B=A^{1 / 2}\left(A^{-1 / 2} B A^{-1 / 2}\right)^{\epsilon} A^{1 / 2}$. The case where $\epsilon=1 / 2$ gives rise to the usual operator geometric mean $\sharp$.

Ando [1] proved the property $\Phi(A \sharp B) \leq \Phi(A) \sharp \Phi(B)$ for any positive linear map $\Phi$ (not necessarily unital). Further, it is well-known that Ando's proof can work not only for \# but also for every operator mean $\sigma$. As a complementary to Ando's inequality, Seo [16] obtained some additive and multiplicative types of reverses of Ando's inequality. Reverses of this inequality are known as operator Pólya-Szegö type inequalities in the literature. Moslehian et al. [14, Theorem 2.1] presented an operator Pólya-Szegö inequality (see also [10] for a proof for matrices) as follows:

Theorem 1.1. Let $\Phi$ be a positive linear map. If $0<m \leq A, B \leq M$ for some positive real numbers $m \leq M$, then

$$
\begin{equation*}
\Phi(A) \sharp \Phi(B) \leq \frac{M+m}{2 \sqrt{M m}} \Phi(A \sharp B) . \tag{1.1}
\end{equation*}
$$

It is well known that $t^{2}$ is not operator monotone. However, Fujii et al. [6, Theorem 6] applied the Kantorovich inequality to show that $t^{2}$ is order preserving in a certain sense. Lin [11] reduced the study of squared operator inequalities to that of some norm inequalities. Hoa, Toan and Binh [8] studied some reverse inequalities for arbitrary pair of operator means. Recently, Fu and Hoa [5] extended this result for any power greater than 1, see also [13].

This note intends to extend the operator Pólya-Szegö inequality (1.1) for any arbitrary operator mean. Our results provide some general reverses of the Ando inequality under some mild conditions.

## 2. Results

In [2], Hiai and Ando showed that if the following inequality

$$
\begin{equation*}
f(A \nabla B) \geq f(A \sigma B) \tag{2.1}
\end{equation*}
$$

holds for any pair of positive definite matrices $A, B$, and for the arithmetic mean $\nabla$ and for some symmetric operator mean $\sigma(\neq \nabla)$, then $f$ is operator monotone. Without the condition of operator monotonicity and under some mild conditions, we have the following result of the type of (2.1).

Theorem 2.1. Let $\Phi, \Psi$ be unital positive linear maps, $\sigma$, $\tau$ be operator means, $0<m \leq$ $A, B \leq M$ for some positive real numbers $m \leq M$ and $f, g:[0, \infty) \rightarrow[0, \infty)$ monotone increasing functions. Then

$$
\begin{aligned}
& f(\Phi(A) \sigma \Phi(B)) \leq f(M) g\left(m^{-1}\right) g(\Psi(A) \tau \Psi(B)), \\
& f(\Phi(A) \sigma \Phi(B)) \leq f(M) g\left(m^{-1}\right) g(\Psi(A \tau B)), \\
& f(\Phi(A \sigma B)) \leq f(M) g\left(m^{-1}\right) g(\Psi(A) \tau \Psi(B)),
\end{aligned}
$$

and

$$
f(\Phi(A \sigma B)) \leq f(M) g\left(m^{-1}\right) g(\Psi(A \tau B)) .
$$

Proof. Put

$$
C:=\Phi(A \sigma B) \text { or } \Phi(A) \sigma \Phi(B), D:=\Psi(A) \tau \Psi(B) \text { or } \Psi(A \tau B) .
$$

Since $m \leq A, B \leq M$, we have

$$
m=m(1 \sigma 1) \leq m \sigma m \leq A \sigma B \leq M \sigma M \leq M(1 \sigma 1)=M .
$$

Therefore, $m \leq \Phi(A \sigma B) \leq M$. Similarly, we also have

$$
m \leq \Phi(A) \sigma \Phi(B), \Psi(A) \tau \Psi(B), \Psi(A \tau B) \leq M
$$

i.e.,

$$
m \leq C, D \leq M
$$

It follows that

$$
\begin{aligned}
\left\|g^{\frac{-1}{2}}(D) f^{\frac{1}{2}}(C)\right\| & \leq\left(\|f(C)\|\left\|g(D)^{-1}\right\|\right)^{\frac{1}{2}} \\
& \leq\left(f(M) g\left(m^{-1}\right)\right)^{\frac{1}{2}}
\end{aligned}
$$

which leads to the desired results.
Remark 2.2. The positive linear maps $\Phi$ and $\Psi$ in Theorem 2.1 must be unital. If not, the conclusion does not hold in general. For example, let $f(x)=g(x)=x, \Phi(A)=k A$, $\Psi(A)=l A$, where $k, l>0$. Obviously, the conclusion does not hold in Theorem 2.1 when we choose the appropriate positive numbers $k$ and $l$.

Notice that if $g$ is an operator monotone function on $[0, \infty)$, then from the general Ando inequality $\Psi(A) \tau \Psi(B) \geq \Psi(A \tau B)$ we have

$$
g(\Psi(A) \tau \Psi(B)) \geq g(\Psi(A \tau B))
$$

Without the condition of operator monotonicity on $g$ the last inequality can be false.
When $f:[0, \infty) \rightarrow[0, \infty)$ is a monotone increasing function, we know that $f^{p}$ is also a monotone increasing function for $p>0$. Then we have the following corollary.

Corollary 2.3. Let $\Phi, \Psi$ be positive linear maps, $\sigma, \tau$ be operator means, $0<m \leq$ $A, B \leq M$ for some positive real numbers $m \leq M$ and $f, g:[0, \infty) \rightarrow[0, \infty)$ monotone increasing functions. Then

$$
\begin{aligned}
& f^{p}(\Phi(A) \sigma \Phi(B)) \leq f^{p}(M) g^{p}\left(m^{-1}\right) g^{p}(\Psi(A) \tau \Psi(B)), \\
& f^{p}(\Phi(A) \sigma \Phi(B)) \leq f^{p}(M) g^{p}\left(m^{-1}\right) g^{p}(\Psi(A \tau B)), \\
& f^{p}(\Phi(A \sigma B)) \leq f^{p}(M) g^{p}\left(m^{-1}\right) g^{p}(\Psi(A) \tau \Psi(B)),
\end{aligned}
$$

and

$$
f^{p}(\Phi(A \sigma B)) \leq f^{p}(M) g^{p}\left(m^{-1}\right) g^{p}(\Psi(A \tau B)),
$$

where, $p>0$.
Remark 2.4. It is well-known that the inequality

$$
A \nabla B \geq A \sigma B
$$

could not be squared, and the function $f(x)=x^{2}$ is not operator monotone on $[0, \infty)$. From Theorem 2.1, for any monotone increasing function $f$ on $(0, \infty)$ we have

$$
f(M) f\left(m^{-1}\right) f(A \sigma B) \geq f(A \nabla B) .
$$

Notice that the value $f(M) f\left(m^{-1}\right)$ is greater than the Kantorovich constant of $M>m$, but

$$
K(M, m)(A \sharp B)^{2} \geq(A \nabla B)^{2} .
$$

is not true in general. A counterexample can be found in [8]. But for reader's convenience, we give here an example. Indeed, let us take $m=1, M=2$ and the following matrices

$$
X=\left(\begin{array}{cc}
0.0688 & -0.1082 \\
-0.1082 & 0.1998
\end{array}\right), Y=\left(\begin{array}{cc}
0.7489 & 0.1237 \\
0.1237 & 0.4212
\end{array}\right) .
$$

It is obvious that $m \leq X, Y \leq M$. With a help of Matlab we get

$$
\operatorname{det}\left(K(h)(X \sharp Y)^{2}-(X \nabla Y)^{2}\right)=-0.0014 \text {. }
$$

Hence, the inequality

$$
\begin{equation*}
K(h)(X \sharp Y)^{2} \geq(X \nabla Y)^{2} \tag{2.2}
\end{equation*}
$$

does not hold.

It is clear that if we replace the means $\sigma$ and $\tau$ in Theorem 2.1 by the arithmetic mean and the geometric mean, respectively, then we can get the following inequality for $n$ positive definite matrices $A_{i}$ :

$$
\begin{equation*}
f\left(\Phi\left(\frac{1}{n} \sum_{i=1}^{n} A_{i}\right)\right) \leq f(M) g\left(m^{-1}\right) g\left(\Psi\left(G\left(A_{1}, A_{2}, \ldots, A_{n}\right)\right)\right) \tag{2.3}
\end{equation*}
$$

where $G\left(A_{1}, A_{2}, \ldots, A_{n}\right)$ is the ALM geometric mean of matrices $\left\{A_{n}\right\}$. Recall that for the geometric means for several variables, there are two different approaches: one of them is the iteration approach due to Ando, Li and Mathias [3], which is called the ALM geometric mean, and the other is the Riemannian geometry approach due to Moakher [12], and Bhatia and Holbrook [4]. It can easily be verified by the iteration argument from the two variable case that for a positive map $\Psi$

$$
\Psi\left(G\left(A_{1}, A_{2}, \ldots, A_{n}\right)\right) \leq G\left(\Psi\left(A_{1}\right), \Psi\left(A_{2}\right), \ldots, \Psi\left(A_{n}\right)\right)
$$

whence we get the next result.
Corollary 2.5. Let $\Phi, \Psi$ be positive linear maps, $\sigma, \tau$ arbitrary operator means, $0<m \leq$ $A_{1}, A_{2}, \ldots, A_{n} \leq M$ for some positive real numbers $m \leq M$. Let $f, g:[0, \infty) \rightarrow[0, \infty)$ be monotone increasing functions and let $g$ be operator monotone on $[0, \infty)$. Then

$$
f\left(\Phi\left(\frac{1}{n} \sum_{i=1}^{n} A_{n}\right)\right) \leq f(M) g\left(m^{-1}\right) g\left(G\left(\Psi\left(A_{1}\right), \Psi\left(A_{2}\right), \ldots, \Psi\left(A_{n}\right)\right)\right) .
$$

Remark 2.6. In the special case when $f(x)=g(x)=x, \Psi(A)=\Phi(A)=A$ we get a reverse arithmetic-geometric mean (AGM) inequality for multi-geometric and multiarithmetic means as follows:

$$
\frac{1}{n} \sum_{i=1}^{n} A_{n} \leq \frac{M}{m} G\left(A_{1}, A_{2}, \ldots, A_{n}\right)
$$

Recall the AGM inequality obtained by Yamazaki [17]

$$
\frac{A_{1}+A_{2}+\cdots+A_{n}}{n} \leq\left(\frac{(m+M)^{2}}{4 M m}\right)^{\frac{n-1}{2}} G\left(A_{1}, A_{2}, \ldots, A_{n}\right)
$$

Let us compare the Kantorovich constant $\left(\frac{(m+M)^{2}}{4 M m}\right)^{\frac{n-1}{2}}$ and $\frac{M}{m}$ in case $M=2, m=1$ and $n=5$. Then we have

$$
\left(\frac{(m+M)^{2}}{4 M m}\right)^{2}=\left(\frac{9}{8}\right)^{2} \leq 2=\frac{M}{m}
$$

In general, it is easy to see that for enough big $n$, we have

$$
\left(\frac{9}{8}\right)^{(n-1) / 2} \geq 2
$$

That means that none of coefficients in Yamazaki's inequality and in Corollary 2.5 is uniformly better.

Remark 2.7. The constants $m$ and $M$ can be chosen as

$$
m=\min (\{\langle A x, x\rangle:\|x\|=1\} \cup\{\langle B x, x\rangle:\|x\|=1\})
$$

and

$$
M=\max (\{\langle A x, x\rangle:\|x\|=1\} \cup\{\langle B x, x\rangle:\|x\|=1\})
$$

Theorem 2.1 for the functions $f(t)=t^{p}, g(t)=t^{q}$ with $p, q \geq 0$ gives rise to the following result.

Corollary 2.8. Let $\Phi, \Psi$ be positive linear maps, $p, q \geq 0$ and $0<m \leq A, B \leq M$ for some positive real numbers $m \leq M$. Then

$$
\begin{equation*}
(\Phi(A) \sharp \Phi(B))^{p} \leq M^{p} m^{-q}(\Psi(A \sharp B))^{q} . \tag{2.4}
\end{equation*}
$$

Remark 2.9. Although, for $p=q=1$ one observes that the coefficient $\frac{M}{m}$ in (2.4) is greater than $\frac{M+m}{2 \sqrt{M m}}$ in (1.1) in general, we obtained the relation between $(\Phi(A) \sharp \Phi(B))^{p}$ and $(\Psi(A \sharp B))^{q}$.

In the sequel, we provide another general inequality by employing the Mond-Pečarić method.

Theorem 2.10. Let $\Phi$ be a positive linear map, $\sigma$ be an operator mean with the representing function $h, 0<m \leq A, B \leq M$ for some positive real numbers $m \leq M$ and $f, g:[m, M] \rightarrow[0, \infty)$ be continuous functions such that $g$ is nonzero, monotone increasing and concave. Then

$$
f(\Phi(A) \sigma \Phi(B)) \leq \gamma g(\Phi(A \sigma B)),
$$

where $\gamma=\max \left\{\frac{f(t)}{\mu_{g} \alpha^{-1} t+\nu_{g}}: m \leq t \leq M\right\}, \mu_{g}:=\frac{g(M)-g(m)}{M-m}, \nu_{g}:=\frac{M g(m)-m g(M)}{M-m}$, $\alpha=\max \left\{\frac{h(t)}{\mu_{h} t+v_{h}}: \frac{m}{M} \leq t \leq \frac{M}{m}\right\}, \mu_{h}:=\frac{h\left(\frac{M}{m}\right)-h\left(\frac{m}{M}\right)}{\left(\frac{M}{m}\right)-\left(\frac{m}{M}\right)}$ and $v_{h}:=\frac{\left(\frac{M}{m}\right) h\left(\frac{m}{M}\right)-\left(\frac{m}{M}\right) h\left(\frac{M}{m}\right)}{\left(\frac{M}{m}\right)-\left(\frac{m}{M}\right)}$.
Proof. It follows from $\frac{m}{M} A \leq B \leq \frac{M}{m} A$ and [15, Corollary 5.29] that

$$
\begin{equation*}
\alpha \Phi(A \sigma B) \geq \Phi(A) \sigma \Phi(B), \tag{2.5}
\end{equation*}
$$

where $\alpha=\max \left\{\frac{h(t)}{\mu_{h} t+v_{h}}: \frac{m}{M} \leq t \leq \frac{M}{m}\right\}, \mu_{h}:=\frac{h\left(\frac{M}{m}\right)-h\left(\frac{m}{M}\right)}{\left(\frac{M}{m}\right)-\left(\frac{m}{M}\right)}$ and $v_{h}:=\frac{\left(\frac{M}{m}\right) h\left(\frac{m}{M}\right)-\left(\frac{m}{M}\right) h\left(\frac{M}{m}\right)}{\left(\frac{M}{m}\right)-\left(\frac{m}{M}\right)}$. Since $g$ is a concave function, $g(t) \geq \mu_{g} t+v_{g}$ for all $t \in[m, M]$, where

$$
\mu_{g}:=\frac{g(M)-g(m)}{M-m} \quad \text { and } \quad v_{g}:=\frac{M g(m)-m g(M)}{M-m} .
$$

Utilizing the continuous functional calculus and the fact that $m \leq \Phi(A \sigma B) \leq M$ we get

$$
g(\Phi(A \sigma B)) \geq \mu_{g} \Phi(A \sigma B)+v_{g}
$$

It follows from (2.5) that

$$
g(\Phi(A \sigma B)) \geq \mu_{g} \alpha^{-1}(\Phi(A) \sigma \Phi(B))+v_{g} .
$$

We intend to find a scalar $\gamma$ such that $\gamma \mu_{g} \alpha^{-1}(\Phi(A) \sigma \Phi(B))+v_{g} \geq f(\Phi(A) \sigma \Phi(B))$. By the functional calculus it is sufficient to find $\gamma$ in such a way that $\gamma\left(\mu_{g} \alpha^{-1} t+v_{g}\right) \geq f(t)$ for all $t \in[m, M]$. Thus $\gamma$ should be at least

$$
\max \left\{\frac{f(t)}{\mu_{g} \alpha^{-1} t+v_{g}}: m \leq t \leq M\right\}
$$

which can be found by maximizing the one variable function

$$
\frac{f(t)}{\mu_{g} \alpha^{-1} t+v_{g}}
$$

by usual calculus computations. One should note that there is no $t \geq m$ such that $\mu_{g} \alpha^{-1} t+v_{g}=0$.

Remark 2.11. If $\sigma=\sharp_{\epsilon}$, then $\alpha$ in Theorem 2.10 is indeed $k\left(\frac{m}{M}, \frac{M}{m}\right)$ in which

$$
k(t, s)=\frac{\epsilon^{\epsilon}(s-t)\left(s t^{\epsilon}-t s^{\epsilon}\right)^{\epsilon-1}}{(1-\epsilon)^{\epsilon-1}\left(s^{\epsilon}-t^{\epsilon}\right)^{\epsilon}}
$$

is a Kantorovich constant.
In the case when $f=g$ is a nonzero operator monotone function on $[0, \infty)$, we have the following theorem.

Theorem 2.12. Let $\Phi$ be a positive linear map, $f$ a nonzero operator monotone function on $[0, \infty)$, $\tau$, $\sigma$ operator means between arithmetic and harmonic means, and $0<m \leq M$. Then for any positive matrices $0<m \leq A, B \leq M$,

$$
f(\Phi(A)) \tau f(\Phi(B)) \leq K(M, m) f(\Phi(A \sigma B))
$$

Proof. It is well-known (see, for example [8]) that if $\Phi$ is unital, then

$$
\begin{equation*}
K(M, m) \Phi(A \sigma B) \geq \Phi(A) \nabla \Phi(B) \tag{2.6}
\end{equation*}
$$

There is a standard argument in dealing with operator inequalities in which we may consider positive linear maps instead of unital positive linear maps. In fact, by passing to $\Phi+\varepsilon$ id we can assume that $\Phi(I)>0$ and then we can define $\Psi(A)=\Phi(I)^{-1 / 2}$ $\Phi(A) \Phi(I)^{-1 / 2}$ as a unital positive linear map. Using a limit argument, we get (2.6).

Since $f(x)$ is operator monotone on $[0, \infty)$, hence $x / f(x)$ is operator monotone $[0, \infty)$, too. For $k \geq 1$ and for any $x \geq 0$, we have

$$
\frac{k x}{f(k x)} \geq \frac{x}{f(x)}
$$

or,

$$
f(k x) \leq k f(x)
$$

Consequently, for any positive number $x$,

$$
f(K(M, m) x) \leq K(M, m) f(x) .
$$

From inequality (2.6), we get

$$
\begin{aligned}
K(M, m) f(\Phi(A \sigma B)) & \geq f(K(M, m) \Phi(A \sigma B)) \\
& \geq f(\Phi(A) \nabla \Phi(B)) \\
& \geq f(\Phi(A)) \nabla f(\Phi(B)) \\
& \geq f(\Phi(A)) \tau f(\Phi(B))
\end{aligned}
$$

## 3. Concluding remark

From Theorem 2.12 for any $p \in[0,1]$ and for any positive matrices $0<m \leq A$, $B \leq M$,

$$
\begin{equation*}
A^{p} \nabla B^{p} \leq K(M, m)(A \sharp B)^{p} . \tag{3.1}
\end{equation*}
$$

At the same time, inequality (3.1) is failed when $p=2$. Indeed, it is easy to construct some matrices $A$ and $B$ that do not satisfy (3.1). For example, with $m=0.4, M=3$ and for matrices

$$
A=\left(\begin{array}{ll}
1.3096 & 0.4414 \\
0.4414 & 0.6204
\end{array}\right), \quad B=\left(\begin{array}{ll}
0.7062 & 1.1641 \\
1.1641 & 2.1050
\end{array}\right)
$$

we have

$$
\operatorname{det}\left(K(M, m)(A \sharp B)^{2}-A^{2} \nabla B^{2}\right)=-0.4111 .
$$

It was shown in [2] that the inequalities

$$
f(A \sharp B) \leq f(A \nabla B) \quad \text { and } \quad f(A \nabla B) \leq f(A) \sharp f(B)
$$

characterize operator monotone (decreasing, respectively) functions on $[0, \infty)$. It was also proved in [7] that an additive reverse inequality

$$
f(A \nabla B) \leq f\left(A \sharp B+\frac{1}{2} A^{1 / 2}\left|I-A^{-1 / 2} B A^{-1 / 2}\right| A^{1 / 2}\right)
$$

characterizes operator monotonicity.
So, it is natural to ask the following question: Does the multiplicative reverse inequality (2.6) characterize operator monotone functions? In particular, suppose that

$$
f(A) \nabla f(B) \leq K(M, m) f(A \sharp B)
$$

holds for any positive matrices $0<m \leq A, B \leq M$ (where $m<M$ are the given positive numbers). Is it true that the function $f$ is operator monotone on $[m, M]$ ?
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