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Hilbert algebras provide the equivalent algebraic semantics in the sense of Blok and Pigozzi to the implication
fragment of intuitionistic logic. They are closely related to implicative semilattices. Porta proved that every
Hilbert algebra has a free implicative semilattice extension. In this paper we introduce the notion of an optimal
deductive filter of a Hilbert algebra and use it to provide a different proof of the existence of the free implicative
semilattice extension of a Hilbert algebra as well as a simplified characterization of it. The optimal deductive
filters turn out to be the traces in the Hilbert algebra of the prime filters of the distributive lattice free extension
of the free implicative semilattice extension of the Hilbert algebra. To define the concept of optimal deductive
filter we need to introduce the concept of a strong Frink ideal for Hilbert algebras which generalizes the concept
of a Frink ideal for posets.

(© 2012 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim

1 Introduction

In [14], Porta introduces the notion of the free Hertz algebra extension of a Hilbert algebra. Hertz algebras in
the literature are also known as Brouwerian semilattices [11] and as implicative semilattices [13]. In the paper,
we shall use the later terminology. A consequence of having these free extensions is that the category of Hilbert
algebras is a reflective subcategory of the category of implicative semilattices.

In this paper we present a new definition of the free implicative semilattice extension of a Hilbert algebra,
which, in our view, is simpler than that in [14]. We also give a different proof of the existence of this free extension.
We also introduce several other categories of Hilbert algebras by considering several kinds of morphisms between
Hilbert algebras and show how the categories we obtain are related to the categories of implicative semilattices.

Apart from the intrinsic interest of having free extensions, the fact that every Hilbert algebra has a free im-
plicative semilattice extension is related to a Priestley style duality for Hilbert algebras, to which we shall devote
a sequel to this paper. We describe briefly the main ideas relevant to the present paper needed to obtain the duality.

In [10], a Priestley style duality for bounded distributive join-semilattices is obtained and in [1,2] a similar
duality is obtained for bounded distributive meet-semilattices. Moreover in [1, 2] it is shown how to adapt the
duality to distributive meet-semilattices with a top element. In both cases, in order to obtain the duality it is proved
that the free distributive lattice extension of a distributive join(meet)-semilattice relative to the homomorphisms
that preserve existing finite joins (meets) exists. In [3], the duality for distributive meet-semilattices worked out
in [1, 2] is used to obtain a Priestley style duality for implicative semilattices, which as meet-semilattices are
distributive. Let us give a hint at this Priestley style duality for implicative semilattices. The points of the dual
space of a distributive meet-semilattice L with a top element can be seen as the intersections of the prime filters
of the free distributive lattice extension of D of L relative to the homomorphisms that preserve existing finite
joins. The Priestley like dual space of L is essentially the Priestley space of D plus a dense set that encodes L in
the dual space. If L is an implicative semilattice, the free distributive lattice extension D of the meet-semilattice
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2 S. A. Celani and R. Jansana: On the free implicative semilattice extension of a Hilbert algebra

reduct of L may not be residuated, and therefore may not be a Heyting algebra, but the residual of two elements
a, b of L exists in D and is the element a — b of L. The points of the dual space of L are again the restriction of
the prime filters of D to L.

Now we can describe the points of the dual space of a Hilbert algebra in our duality as follows. Let A be a
Hilbert algebra, L its free implicative semilattice extension and D(L) the free distributive lattice extension of L.
The points of the dual space of A will be the restriction to A of the prime filters of D(L). These filters are charac-
terized in an intrinsic way to the Hilbert algebra A in the present paper where are called optimal deductive filters.
They will be used to provide an alternative proof of the existence of the free implicative semilattice extension
of A.

The paper is divided in seven sections. In the second section we introduce all the preliminary notions and
results relevant to the paper. In the third section we discuss several notions of ideals for Hilbert algebras and
introduce the concept of a strong Frink ideal. This concept is used in Section 4 to define the concept of an optimal
deductive filter for Hilbert algebras. In Section 4 we also introduce the concept of separating family of deductive
optimal filters. Section 5 is devoted to introducing and discussing several notions of morphisms between Hilbert
algebras: homomorphisms, the semi-homomorphisms of [5], and the new concepts of homomorphisms and semi-
homomorphisms with the sup-property. In Section 6 we present the simplified definition of the free implicative
semilattice extension of a Hilbert algebra, give the proof of its uniqueness and existence using separating families
of deductive optimal filters and discuss the relation of the categories of Hilbert algebras with homomorphisms
and with semi-homomorphisms with corresponding categories of implicative semilattices. Finally, in Section 7
we discuss the relation between the deductive filters of a Hilbert algebra A and the filters of its free implicative
semilattice extension L as well as the relation between the optimal deductive filters of A and the optimal deductive
filters of L. Moreover, we also discuss the relation between the optimal deductive filters of A and the prime filters
of the free distributive lattice extension D of L relative to the homomorphisms that preserve existing finite joins.

2 Preliminaries

In this section we fix the terminology adopted in the paper and introduce the main definitions of Hilbert algebra
and implicative semilattice. We also recall the standard concepts and known results that we shall use subsequently.

We first recall some notions of filters and ideals for posets. Let P = (P, <) be a poset. AsetY C Pisa
down-set provided that for every b € P if b < a for some a € Y, then b € Y. Dually, it is an up-set if for every
be P,ifa<bforsomea € Y,thenb € Y.If a € P,|a denotes the down-set {b € P : b < a} and {a the up-set
{beP:a<b}.IfY C P,let Y" denote the set of upper bounds of Y and Y! the set of lower bounds. The two
induced maps (.)" and (.)! on the powerset P(P) are the Galois connection of the relation <. Therefore the two
compositions (.)" and (.)™ are closure operators on P. Note that if * € P, then |z = ({z})" and Tz = ({z})™.

A set I C P is a Frink ideal if for every finite X C I, (X)111 C I (cf. [9]). Dually, a set F' C P is a Frink filter
of P if for every finite X C F, (X )1“ C F'. It immediately follows that Frink filters are up-sets and Frink ideals
are down-sets. Note that P is both a Frink filter and a Frink ideal. A Frink ideal resp. a Frink filter, is proper if it
is not P. Note also that if P is finite, then the Frink ideals are the closed sets of the closure operator (.)“1 and the
Frink filters the closed sets of the closure operator (.)". In this paper we are interested in Frink ideals.

Note that a set I C P is a Frink ideal if and only if for every a1,...,a, € I and ¢ € P, ¢ € I whenever
ﬂ?zl Ta; C Te¢, and, moreover, if ¢ is a minimum element of P then also ¢ € I.

A set I C P is said to be an ideal of P if it is a nonempty updirected down-set, that is, a nonempty down-set
of IP such that for every a,b € I there is ¢ € I with a,b < c. Similarly a set ' C P is said to be an filter of P if
it is a nonempty downdirected up-set, that is, a nonempty up-set of IP such that for every a,b € F thereis c € F
with ¢ < a, b.

Proposition 2.1 Every ideal of a poset is a Frink ideal and every filter is a Frink filter.

Proof. Let I be an ideal of a poset P. Let X C I be finite. If X = &, then X" = @ or X" = {1}, if P
has a minimum element L. In both cases X" C I. So I is a Frink ideal. The case of filters is dealt in a similar
way. O

A Frink filter is prime if it is a prime element in the lattice of Frink filters. Similarly, a Frink ideal is prime if
it is a prime element in the lattice of Frink ideals.
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The relation between Frink filters (ideals) and Frink ideals (filters) is established in [8]. It is as follows.
Proposition 2.2 Let F,I C P be a Frink filter and a Frink ideal respectively.

(1) F is a prime Frink filter if and only if P — F' is an ideal.
(2) 1 is a prime Frink ideal if and only if P — I is a filter.

Proof. (1) Let F' be a prime Frink filter. Since F' is an up-set, P — F' is a down-set. To prove that it is
updirected, let a,b € P — F. We need to show that (P — F) N {a,b}" # @. Note that {a,b}" = Ta N Tb. So
if (P—F)n{a,b}" = @, thenTanN1b C F, and since F is prime, a € F or b € F, which is not possible.
Suppose now that P — F' is an ideal. Let F}, F5 be Frink filters with F; N Fy, C F'. Suppose that F} € F and
Fy  F.leta € F{ — Fandb € F;, — F. So,a,b € P— F.Letc € P — I be such that a,b < c¢. Then
c € TanTh C Fy NF, C F, acontradiction. Hence F} C F or F5, C F. (2) can be proved by an analogous
reasoning. O

2.1 Distributive meet-semilattices and implicative semilattices

A meet-semilattice L = (L, A) is distributive provided that for every a,by,by € L with by A by < a, there
exist ¢c1,co € L such that by < ¢p, by < ¢9, and a = ¢; A ¢y, where the partial order < is the meet-semilattice
order (defined by a < biff a A b = a). A distributive meet-semilattice with top is a distributive meet-semilattice
L = (L, A, 1) such that L has a greatest element 1 w.r.t. <. A distributive meet-semilattice L = (L, A,0, 1) is
bounded if < has a least element 0 and a greatest element 1 w.r.t. <. The class of distributive meet-semilattices is
not a variety. For example the meet-semilattice given by the power set of {a, b, ¢} is distributive but its sub-meet-
semilattice {{a}, {b}, {c}, @} is not.

An implicative semilattice, also known as Brouwerian semilattice [11] and as Hertz algebra [14], is a tuple
(L, N\, —, 1) where (L, A, 1) is a meet-semilattice with top 1 and for every a € Lthemapa — (—): L — Lisa
right adjoint to the map a A (—) : L — L, that is for every a, b, c € L,

aNc<b iff ¢<a—0b.

For every implicative semilattice L, the meet-semilattice (L, A) is distributive. Implicative semilattices form a
variety; equational axiomatizations, as well as other informations, can be found in [6,7, 11, 13].

Let L be a meet-semilattice with top. A nonempty set F' C L is a filter of L if it is an filter of the meet-
semilattice order. This is equivalent to saying that (1) for every a,b € F, a A b € F and (2) for every a € F and
be L,ifa < b, thenb € F. We denote the set of filters of L by FiL. A filter F' € FiL is proper it F # L. A
proper filter F' of L is meet-prime if it is a prime element of the lattice of filters, that is when for all filters F}, F
of L,if i NF, C F,then F; C F or Fy C F. Instead of meet-prime we shall simply say prime. Since the lattice
of filters of a distributive meet-semilattice is distributive, the meet-prime filters are the meet-irreducible elements
of that lattice.

In implicative semilattices the filters can be characterized as follows. Let L be an implicative semilattice. A
set F' C Lis afilterif and only if 1 € F' and for every a,b € L,ifa,a — b € F,thenb € F.

A set I C L is a Frink ideal of L, F-ideal for short, if it is a Frink ideal of the meet-semilattice reduct. An
F-ideal [ is proper if I # L, and it is prime if it is proper and for every a,b € I, a € I or b € I whenever
anbel.

A (nonempty) set F' C L is said to be an optimal filter [1,2] if it is a proper filter and L — F' is an F-ideal.
Optimal filters separate filters from disjoint F-ideals; that is, if F' is a filter and [ is an F-ideal such that 'N] = &,
then there exists an optimal filter P such that F' C P and P NI = & (cf. [1,2] for a proof).

Let L, L’ be distributive meet-semilattices. A homomorphism h : L — L’ is a sup-homomorphism (cf. [1,2])
if it preserves all existing finite joins, that is, if X C L is finite and supX exists in L, then sup(h[X]) exists in
L’ and h(supX) = sup(h[X]). Alternatively, h : L — L’ is a sup-homomorphism if and only if

(V1 C1b, then (1) Th(ci) C Th(b)

i<n i<n
for every ¢y, ..., cn,b € L, and if L; has bottom element L, then h(_L) is a bottom element of L.

www.mlq-journal.org (© 2012 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim
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Let L be a distributive meet-semilattice. A free distributive lattice extension of L is a pair (D, j) where D is a
distributive lattice and j : L — D is a one-to-one sup-homomorphism from L to the meet reduct of D that satisfies
the following universal property: for every distributive lattice £ and every sup-homomorphism A : L. — E there
exists a unique lattice homomorphism h:D — Esuchthath = ho j.In[1,2], it is shown that:

Proposition 2.3
(1) Every distributive meet-semilattice with top has a unique (up to isomorphism) free distributive lattice
extension.

(2) The free distributive lattice extension of a distributive meet-semilattice L with top is (up to isomorphism)
the unique distributive lattice D(L) for which there is a one-to-one sup-homomorphism j : L — D(L)
such that every element of D(L) is the join of a finite set of elements of j[L).

Let L be a distributive meet-semilattice with top and let (D, j) be its distributive lattice free extension. There
is an order isomorphism between the ordered set of the prime filters of D and the ordered set of the optimal filters
of L, given by the map j~'[.] (cf. [1,2]).

2.2 Hilbert algebras

Definition 2.4 A Hilbert algebra is a triple A = (A, —, 1), where A is a nonempty set, — a binary operation
on A, 1 € A and forevery a,b,c € A

HD a— (b—a)=1,

H2) (a—=(b—¢) = ((a—=b)—(a—0c)=1,

(H3) a = b=b— a =1 implies a = b.

Hilbert algebras form a variety, equationally axiomatized in [7]. The (—, 1)-reducts of implicative semilattices
are Hilbert algebras.

Lemma 2.5 In every Hilbert algebra A,

1) a—a=1,
2)a—1=1,
B)1—a=aqa,

4 a—(b—-c)=b— (a—c),
BS)a—(b—c)=(a—b)— (a—0),

© a—(a—b)—b) =1

M a—(a—b)=a—b,

®) ((a—b)—b)—b=a—b

©) (a—8) = (b—a) — a) = (b — @) — ((a — b) — b)

We use the following notation. Let A be a Hilbert algebra and b € A. We define inductively for b € A and for
every sequence ag, . . ., a, of elements of A the element (a,,,...,ap;b) € A as follows:

(ap;0) =ap — b and (ani1,...,00;b) =ani1 — (an,...,ao;b).

Thus, (as,a1,a9;b) = as — (a1 — (ag — b)).
The following lemma states some facts that can be easily proved by induction.
Lemma 2.6 Let A be a Hilbert algebra and let ay, . . . ,a,,b € A.

(D) (an,...,a0;b) = (ar(n);-- -, r(0); ), for every permutation 7 of {0, ..., n},
2 (an,...,a0;1) =1,

3) (an,...,a0;b) = (an,...,a1;a0 — b),

@ (an,...,a0;b) = (an,...,am;(@n-1,-..,a0;b)).

© 2012 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim www.mlq-journal.org
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In view of condition (1) of the lemma, if X is a nonempty finite subset of L and a € L, we denote by (X; a)
the element (a,,, . .., ap; @) where ag, . . ., a, is an arbitrary enumeration of X.
In every Hilbert algebra A the relation < defined by

a<b iff a—b=1

is a partial order with greatest element 1.

2.3 Deductive filters of Hilbert algebras

Definition 2.7 A subset F' of a Hilbert algebra A is called a deductive filter' if the following two conditions
are satisfied for every a,b € L:

() 1eF.
() ifa,a — b€ F,thenb € F.

The following facts are well-known.
Lemma 2.8 Let F be a deductive filter, then

(1) Fis an up-set,
Q) if (ans- -y Qmy@p—1,---,00;b) € Fand ay,...,a, € F, then (apy_1,...,a0;b) € F,
3) if(an,...,a0;b) € Fanday,...,a, € F, thenb € F.

If A is a Hilbert algebra, then A is a deductive filter of A, and the intersection of an arbitrary family of
deductive filters of A is again a deductive filter of A. Hence, for every X C A there exists the least deductive
filter containing X . This deductive filter is called the deductive filter generated by X. We denote it by (X). It can
be characterized as follows:

ac(X) iff a=1 or Jag,...,a, € X :(an,...,a0;b) = 1.

In particular, the deductive filter generated by a € Aistheset{b € A:a — b= 1}, whichisfa={be€ A:
a < b}, namely, the principal filter generated by a. A deductive filter F' is proper if F' # A.

We denote by DfiA the set of all deductive filters of A. Then (DfiA, N, V) is a bounded lattice, where F} V
F, = (Fy U Fy), the infimum is {1} and the supremum is A.

Note that if L is an implicative semilattice, the deductive filters of the Hilbert algebra reduct of L are exactly
the nonempty filters of L.

Proposition 2.9 If A is a Hilbert algebra, the lattice (DfiA, N, V) is distributive. [7]

A proper deductive filter F' of a Hilbert algebra A is said to be meet-prime if it is a meet-prime element of
the lattice Dfi A, that is, if it is proper and for any two deductive filters Fy, F» of A with F; N F;, C F, we have
Fy C For Fy, C F. For simplicity, we shall call the meet-prime filters of a Hilbert algebra prime. Since the
lattice DfiA is distributive, a deductive filter F' is meet-prime if and only if it is a meet-irreducible element of
DfiA, that is, if and only if for any two deductive filters F;, F; of A such that F} N F, = F, it holds that F; = F
or Fpy = F.

A proper deductive filter I’ of a Hilbert algebra A is said to be completely meet-irreducible if it is a completely
meet-irreducible element of DfiA, that is, if it is proper and for any family {F; : i € I} C DfiA, such that
F =,¢; Fi thereis i € I with ' = F;. Of course every completely meet-irreducible deductive filter is prime.

Proposition 2.10 Let A be a Hilbert algebra.

(1) If F is a deductive filter of A and a € A — F, then there exists a completely meet-irreducible deductive
filter G of A such that F C G and a € G,

(2) Ifa,b € Aare such that a £ b, then there exists a completely meet-irreducible deductive filter G such that
a€Gandb ¢ G[12].

! Deductive filters are usually called deductive systems, but since this last expression is used in other context to refer to logics, we prefer
to call them deductive filters, as in [15].

www.mlq-journal.org (© 2012 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim



6 S. A. Celani and R. Jansana: On the free implicative semilattice extension of a Hilbert algebra

3 Ideals of Hilbert algebras

In this section we discuss two notions of ideals for Hilbert algebras and the corresponding notions of being prime.
The first notion we study is the poset notion of ideal applied to Hilbert algebras and the second a generalization
of the notion of Frink ideal we call strong Frink ideal. This concept will allow to introduce the concept of optimal
deductive filter in the next section.

Let A be a Hilbert algebra. An ideal of A is an ideal of the poset (A, <), where < is the order defined by —,
that is, it is a nonempty updirected down-set. The set of ideals of a Hilbert algebra is not necessarily a closure
system (i.e., a set closed under intersections of arbitrary families) even if we add the emptyset and, even with this
addition, does not necessarily form a lattice. So we can not relay on a lattice to introduce a notion of prime ideal
as we did in the case of deductive filters. Nevertheless there is a natural way to introduce such a notion.

Definition 3.1 An ideal I of a Hilbert algebra A is prime if it is proper and for every ag,...,a, € A, if
{(ag,...,a,) NI # @, then there is i < n such that a; € I.

Note that this is the natural generalization of the notion of prime ideal for lattices. If L is a lattice, for every
finite and nonempty X C L let (X) be the filter generated by X; to say that [ is an ideal with the property that
for every finite and nonempty X C L if (X) NI # @ then X NI # & is equivalent to saying that [ is an ideal
such that for every a,b € LifaAbé& I, thena € T orb € I.

The relation between prime deductive filters and prime ideals is as follows.

Proposition 3.2 A subset F of a Hilbert algebra A is a prime deductive filter iff I = A\ F is a prime ideal.

Proof. Suppose F is a prime deductive filter of A. It is obvious that I = L \ F is a down-set. To show that
it is updirected, let a,b € I. If (faN 1) NI = &, then Ta N b C F. Since F' is prime, Ta C F or 1b C F,
and either a ¢ T or b ¢ I. A contradiction. Hence (Ta N 1) N I # &, and so I is an ideal. Finally, in order
to show that I is prime suppose that {(ag,...,a,) NI # &.If ag,...a, & I, then ag,...a, € F. Therefore,
{(ag,...,a,) C Fand F NI # @&. A contradiction. Hence, there is ¢ < n such that a; € I, and [ is prime.

Conversely, suppose I = L — F'is a prime ideal. Since [ is proper it is obvious that F' satisfies condition (1) of
Definition 2.7. To show that condition (2) is satisfied suppose a,a — b € F andb ¢ F. Thenb € I N (a,a — b)
since the later is the deductive filter generated by {a,a — b}. Since I is prime, a € I or a — b € I, which is
impossible. Therefore, b € F. Finally, in order to show that F' is prime suppose that F} N Fy, C F.If F} € F
and Iy  F,then Fi NI # @ and F» NI # @. So, there exist a; € F; NI and as € F, N I. Obviously
Ta; NTag € Fy N Fy, C F. On the other hand, since I is an ideal, (Ta; N Taz) NI # @.So, FNI # @. A
contradiction. Hence either F; C F or F» C F, and F' is prime. O

Lemma 3.3 (Prime Deductive Filter Lemma, [5]) Let A be a Hilbert algebra. If F is a deductive filter and 1
is a non-empty ideal of A such that F NI = &, then there exists a prime deductive filter G of A such that ' C G
andGNI = 2.

In particular we have:

Corollary 3.4 Let A be a Hilbert algebra, F' a deductive filter of A and a € A — F. Then there is a prime
deductive filter G such that a ¢ G and F' C G.

Proof. Ifa € A — F, then |a is an ideal disjoint from F'. By the Prime Deductive Filter Lemma we obtain
the desired prime deductive filter. O

Corollary 3.5 Every deductive filter F is the intersection of the prime deductive filters that contain F.

The notion of Frink ideal for posets extends to the notion of Frink ideal for Hilbert algebras. Nevertheless we
need a stronger notion here in order to define the optimal deductive filters of a Hilbert algebra.

Definition 3.6 Let A be a Hilbert algebra. A nonempty set I C A is called a strong Frink ideal if it is a
down-set and for every finite X C I and every finite Y C A, if X* C (Y), then (Y) NI # @.

Note that the last condition can equivalently be stated by saying that for every nonempty finite X C [ and
every nonempty finite Y C A, if X" C (Y), then (Y) N [ # &, which is equivalent to saying that for every
ag,---,a, € I andevery by,..., b, € A,

(1) if () Tai € (bo,. . b ), then (bo,....bn) NI # 2.

i<n

© 2012 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim www.mlq-journal.org
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Indeed, if X = @, then X" = A and so if X" C (Y), obviously, (Y) N I # &. Let us consider the case where
Y = & and assume that X C I is nonempty, finite and X" C (Y'). Since (&) = {1} = ({1}), condition (1)
above implies that ({1}) N T # &, and hence we have (Y) N I # @. In this case I must be A.
The set of all strong Frink ideals of A will be denoted by sFId(A). A strong Frink ideal I is proper if I # A.
In any lattice condition (1) is equivalent to

2) ifop Ao Aby, <apV---Va,, then byA---Aby, €1,

if we take in (1) (b, ..., by, ) to refer to the filter generated by by, . .., b,,. Thus a strong Frink ideal in a lattice
is just an ideal. Hence, condition (1) gives a natural generalization to Hilbert algebras of the concept of ideal for
lattices.

Definition 3.7 A strong Frink ideal I of a Hilbert algebra A is prime if it is proper and for every finite set
X C Asuchthat (X) NI # @itholds that X N ] # .

Lemma 3.8 Let A be a Hilbert algebra.

(1) Every nonempty ideal is a strong Frink ideal.
(2) Forevery a € A, la is a strong Frink ideal.

Proof. (1) Suppose I is a nonempty ideal. Let X C I be nonempty and finite and let Y C A be finite and
such that X" C (Y'). Let ¢ € I be such that for every a € X a < c. It exists because [ is an ideal. Then, ¢ € (V).
Therefore (Y') N I # &. Hence [ is a strong Frink ideal.

(2) Because for every a € A, |a is a nonempty ideal. O

The relation between the Frink ideals of an implicative semilattice and the strong Frink ideals of their Hilbert
algebra reduct is stated in the next proposition. This relation shows that the concept of strong Frink ideal is
natural.

Proposition 3.9 Let L = (L, —, A, 1) be an implicative semilattice. A set I C L is a prime Frink ideal of L
if and only if it is a prime strong Frink ideal of the Hilbert algebra (L, —,1).

Proof. Let I C L be a prime strong Frink ideal of (L, —, 1). It is immediate to see that I is a Frink ideal of
L. Let us show that I is prime. Suppose that a A b € I. Then T(a A b) C (a, b), because a — (b — a A b) = 1.
Therefore, since [ is prime, a € I or b € I. Conversely, if I is a prime Frink ideal of L,let X C I and Y C L be
nonempty and finite with X" C (Y). Then X" C 1 AY.So, AY € I. And because [ is prime in L, Y N T # &.
So I is prime in (L, —, 1). O

4 Optimal deductive filters

In [1, 2], the notion of optimal filter for distributive meet-semilattices is introduced and it is used to provide a
topological duality for distributive meet-semilattices and for implicative semilattices. Recall that optimal filters
are the filters which are complements of Frink ideals. In this section we introduce the analogous concept for
Hilbert algebras using the concept of strong Frink ideal. We also discuss the notion of separating family of
optimal deductive filters. This concept will be used in Section 6 to provide a proof of the existence of the free
implicative semilattice extension of a Hilbert algebra.

Definition 4.1 A deductive filter F' of a Hilbert algebra A is said to be optimal if A — F' is a strong Frink
ideal. We denote the set of all optimal filters of A by OptA.
Note that every optimal deductive filter is proper, because strong Frink ideals are nonempty.

Lemma 4.2 (Optimal Filter Lemma) Let A be a Hilbert algebra. If F is a deductive filter and I is a strong
Frink ideal of A with F NI = &, then there exists an optimal deductive filter G of A such that F C G and
GNnIl=w.

Proof. Suppose that F'is a deductive filter, I is a strong Frink ideal of A and F'"NI = @. Then F'is proper. By
Zorn’s lemma we obtain a deductive filter G which is maximal in the set {F” € DA : F C F' and F'NI = &}.
We show that A — G is a strong Frink ideal. First of all, since I is nonempty, G is proper, so A — GG is nonempty.
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8 S. A. Celani and R. Jansana: On the free implicative semilattice extension of a Hilbert algebra

Also, from the fact that G is an up-set follows that A — G is a down-set. Suppose now that ag,...,a, ¢ G
and (), ., Ta; C (by,...,by) for some by,...,b, € A.Forevery i < m we have (G U {a;}) NI # . Let
for every i < nd; € (GU{a;})NTIandlet X; C F be a finite set such that d; € (X; U {a;}). Consider
the finite set X = |J,.,, X;. Then, forevery i < n d;, € (X U{a;}) = (X) V 1q,. Thus, 1d; C (X) V Ta,
and ;< Tdi € <, ((X) V Ta;). Using that (Prop. 2.9) the lattice of deductive filters is distributive we have
Ni<n Tdi CXIVNic, Tai C(XIV{bo, ..., bm) = (XU{by,...,bn}). Suppose now that by, ..., b, ¢ A—G.
Then b,...,b, € G. Since I is a strong Frink ideal, there is ¢ € I N (X U {by,..., b, }). Therefore since
(X U{by,...,bn}) C G,GNI # @, acontradiction. O
Corollary 4.3 Every deductive filter F is the intersection of the optimal deductive filters that contain F.
Proof. Let F be a deductive filter. If a ¢ F', since |a is a strong Frink ideal disjoint from F', the Optimal
Filter Lemma provides an optimal deductive filter G such that F C G and a ¢ G. O
An immediate consequence is the following:

Corollary 4.4 In every Hilbert algebra A, for every a,b € A,
a<b iff (VFeOptA)ace F—-beF).

Lemma 4.5 Let A be a Hilbert algebra. If F is a prime deductive filter (in particular, if it is a completely
irreducible deductive filter), then F' is optimal.

Proof. Suppose F is a prime deductive filter of A. By Proposition 3.2, I = A — F is a prime ideal, and
therefore a strong Frink ideal. Hence F' is optimal. O

For finite Hilbert algebras the converse of Lemma 4.5 holds.

Lemma 4.6 Let A be a finite Hilbert algebra. Then a deductive filter of A is prime if and only if it is optimal.

Proof. Suppose that A is a finite Hilbert algebra, and F' is an optimal deductive filter of A. Then [ = A— F
is a prime strong Frink ideal of A. Since A is finite, F is finite. Let us show that F’ is prime. Suppose F}, F, are
deductive filters such that F1 N F, C Fbut Fy & Fand F» € F.Thenleta € F} — F and b € F, — F'. It follows
that a,b € I.If fan b C (F) = F, then F NI # &, which is not possible. Therefore, Ta N 1b  (F'). Hence
there is ¢ € Ta N Tb such that ¢ ¢ F', which is impossible because ¢ € F; N Fy, C F. O

Proposition 4.7 Let A be a Hilbert algebra. A set I C A is a prime strong Frink ideal iff A — I is an optimal
deductive filter.

Proof. Suppose that I is a prime strong Frink ideal. Since it is proper A — I is nonempty. If we show that
A — I is a deductive filter we shall obtain that it is an optimal deductive filter. Since I is a down-set, A — I is an
up-set. So, being nonempty, 1 € A — I. Suppose now that a,a — b € A — T and b € I. Since Tb C {(a,a — b)
and [ is prime a € I or a — b € I, a contradiction. Therefore, b € A — I.

Suppose now that A — [ is an optimal deductive filter. Then [ is a strong Frink ideal. We show that it is prime.
Suppose (), <,, Ta; C (bo,...,by) Withag,...,a, € Tand by, ...,b, & I.1It follows that (by,...,b,) C A—1I.
Since I is a strong Frink ideal, (by,...,b,) NI # @. Hence (A — I) N I # @, a contradiction. We conclude that
1 is prime. O

Corollary 4.8 Let A be a Hilbert algebra and let F' C A. Then F' is an optimal deductive filter iff A — F is a
prime strong Frink ideal.

4.1 Separating families of optimal deductive filters

Definition 4.9 Let A be a Hilbert algebra. A family F of optimal deductive filters of A is a separating family
for A if for every deductive filter /" of A and every a € A — F' thereis G € F suchthat F C G and a & G.

An example of a separating family different from the set of all optimal deductive filters is the set of all prime
deductive filters. Another one, due to Proposition 2.10, is the set of all completely meet-irreducible filters.

It is well known that given an arbitrary poset (X, <) the operation = on the set P'(X) of the up-sets of X
defined by

U=Vi={zxeX:T2nUCV}
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is the residual of N in PT(X), that is, for every U, V, W € P1(X),
UNVCW << UCV=W,

and that the algebra (P'(X),N,U, =, X, @) is a Heyting algebra. This implies that the algebra (P1(X), =, X)
is a Hilbert algebra.

Let A be a Hilbert algebra and let F be a separating family for A. Let o : A — P(F) be the map defined
by

or(a)={FeF:acF},
for every a € A. We extend this map to a map from P(A) to P(F) that we denote also by ¢ £ as follows:
pr(X)={FeF:X CF},

for every X C A. Note that p(X) = (,cx ¢7(a).
Let = be the operation on P (F) associated with the poset {(F, C).

Theorem 4.10 The map o5 : A — P1(F) is an embedding from the Hilbert algebra A to (P1(F),=,F).

Proof. Since the family F is separating, it follows that if a,b € A are different, then pr(a) # wx(b).
We now show that o r(a — b) = pr(a) = ¢r(b). Suppose that P € pr(a — b),ie,a — b € P.If
P C Qand Q € px(a), then since a — b € @, it follows that b € @, and hence ) € (). This shows
that o r(a — b) C pr(a) = @x(b). To prove the other inclusion, assume that P € ¢r(a) = @x(b) and
a — b ¢ P.Then consider the filter F' = ((P U {a}). It follows that b ¢ F', forif b € F there are ¢, ...,c, € P
such that (¢,,...,co,a;b) = 1. Thus, (¢,,...,c0,a;b) = 1 € P. Hence, a — b € P, which contradicts the
assumption. Since F is a separating family, there exists () € F such that ' C @) and b ¢ Q. Then, since a € P
and P C @, b € @ follows from the assumption that P € ¢r(a) = ¢r(b), and we obtain a contradiction.
Therefore a — b € P. Finally it is clear that o+ (1) = F. O

Corollary 4.11 If A is a Hilbert algebra and F is a separating family for A, then @ is an isomorphism
between A and (o r[A],=,F).

We proceed to show that the closure of ¢ [ A] under finite intersections is closed under the operation =.
Lemma 4.12 Let A be a Hilbert algebra and let F be a separating family for A. For all ag,...,a,,b € A,

or(ao) N+ Npr(an) = or(b) = pr((an,...,a0b)).

Proof. Let P € ¢r(ap) N---Npr(a,) = ¢x(b). Suppose that (a,,...,ap;b) ¢ P.Sob # 1. Con-
sider the filter G = (P U {ag,...,a,}). Then b &€ G, for if b € G there are cp,...,c, € x such that
(Chny--yC0yQny ... a0;b) = 1. Thus, (a,,...,ap;b) € P, which is absurd. Since F is a separating family,
let @ € Fbesuchthat G C Q and b € Q. Then, since a € (Q and P C @, b € @ and we obtain a contradic-
tion. Therefore (ay,...,ap;b) € P. Suppose now that P € px((an,...,ap;b)) and P C @ € F is such that
Q € vr(ag)N---Npxr(a,). It follows that b € Q, so Q € px(b). Therefore, P € pxr(ag) N---Nyx(a,) =
¢r(b). O

The lemma implies:

Proposition 4.13 Let A be a Hilbert algebra and let F be a separating family for A. The closure of pr[A]
under finite intersections is closed under =.

Proof. Letag,...,a,,by,...,b, € A. Then
(or(a)= () er®) =) |[)erla)=er®)| = () ¢r((@n,. .. a0;b;)).
i<n j<m ji<m Li<n j<m
Thus we obtain the desired conclusion. O
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10 S. A. Celani and R. Jansana: On the free implicative semilattice extension of a Hilbert algebra

Definition 4.14 Let A be a Hilbert algebra and let F be a separating family for A. We denote by Lz (A) the
algebra with domain the closure of ¢ z[A] under finite intersections and operations N and =, restricted to this set.

Corollary 4.15 Let A be a Hilbert algebra and let F be a separating family for A. Then Lx(A) is an
implicative semilattice, and therefore its meet-semilattice reduct is a distributive meet-semilattice.

Lemma 4.16 Let A be a Hilbert algebra and F a separating family for A. If X, Xy, ..., X,, are nonempty
finite subsets of A, then

((X) S(X) iff er(X)C ] er(X).
i<n i<n
Proof. Suppose that (), (X;) C (X).Let P € ¢+(X) and assume that P ¢ | J,,, o(X;). Then (X) C P
and for every i < n there is a; € X; — P. Thus ),,, Ta; € ;< (X;) C (X). Since, P is optimal, A — P
is a strong Frink ideal, and so (X) N (A — P) # @, a contradiction because (X) C P. Suppose now that
or(X) C U<, ¢7(X;). Assume that a € (., (X;). Then for every ¢ < n, (X;;a) = 1. Suppose that
a ¢ (X).Let Q € F be such that (X) C Q and a ¢ Q. Then Q € x(X) and therefore Q € |J,, o7 (X;).
It follows that there is i < n such that X; C Q. Then, since 1 € Q, (X;;a) € Q. It follows that a € Q, a
contradiction. Therefore a € (X). O

Corollary 4.17 Let A be a Hilbert algebra. For any separating families F and F' for A and all nonempty
finite subsets X, X, ..., X, of A,

er(X)C Jor(Xi) iff er(X)C | er(X).

i<n i<n

S Morphisms between Hilbert algebras

Let A and B be Hilbert algebras. We shall consider different concepts of structure preserving maps from A to B.

One is monotone map. Another is semi-homomorphism. A map h : A — B is a semi-homomorphism [5] from A

to Bif h(1) = 1 and for every a,b € A, h(a — b) < h(a) — h(b). A third one is (algebraic) homomorphism. A

map h : A — B is a homomorphism from A to B if h(1) = 1 and for every a,b € A, h(a — b) = h(a) — h(b).

We shall consider also the maps that in addition have the sup-property we introduce below in Definition 5.3.
Next proposition explains the interest of the notion of semi-homomorphism.

Proposition 5.1 Let L, L' be two implicative semilattices and let h : L — L'. Then h is a (A, 1)-homomor-
phism if and only if it is a semi-homomorphism from the Hilbert algebra reduct of L to the Hilbert algebra reduct
of L.

Proof. Suppose h is a (A, 1)-homomorphism from L to L’. Then h(1) = 1 and h is monotone. Moreover
for a,b € L, h(a — b) A h(a) = h((a — b) A a) < h(b), because (a — b) A a < b. Therefore, h(a —
b) < h(a) — h(b). So, h is a semi-homomorphism. Suppose now that A is a semi-homomorphism from the
Hilbert algebra reduct of L to the Hilbert algebra reduct of L’. Thus h(1) = 1. Moreover, h is monotone.
Leta,b € L.Ifa < bthena — b = 1,501 < h(a) — h(b). Hence h(a) < h(b). This implies that if
a,b € L, then h(a A b) < h(a) A h(b). To prove the other inequality note that « — (b — (a A'Db)) = 1.
So1l < h(a) — (h(b — (a AD)). Hence h(a) < h(b — (a Ab)) < h(b) — h(a A D). It follows that
h(a) A h(b) < h(a AD). O

Proposition 5.2 Let A and B be Hilbert algebras and h : A — B.

(1) h is monotone iff h='[X] is an up-set of A for every up-set X C B,

(2) h is a semi-homomorphism iff h='[G] is a deductive filter of A for every deductive filter G of B.

Proof. The proof of (1) is straightforward. A proof of (2) can be found in [5]. O

Definition 5.3 Let A and B be Hilbert algebras. A map h : A — B has the sup-property if for every
Cl,...,Cn,b(),...,bm €A,

(SUP) if ﬂ TCi c <b0a"'abm>a then ﬂ Th(Q) c <h(b0)77h(bm)>

i<n i<n
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A sup-semi-homomorphism is a semi-homomorphism with the sup-property. Similarly a sup-homomorphism is a
homomorphism with the sup-property, and a sup-embedding is an embedding that is also a sup-homomorphism.

Next proposition provides a characterization of sup-semi-homomorphisms and sup-homomorphisms.

Proposition 5.4 Let A and B be Hilbert algebras. Let h : A — B be a monotone map. The following
statements are equivalent:

(1) h has the sup-property,
(2) for every prime strong Frink ideal I of B, h='[I| = @ or h='[I] is a prime strong Frink ideal of A.
(3) for every optimal deductive filter P of B, h™'[P] = A or h='[P) is an optimal deductive filter of A.

Proof. Leth: A — B be a monotone map.

(1) implies (2). Suppose that h has the sup-property. Let I be a prime strong Frink ideal of B. Suppose that
h=Y[I] # @. Let us show that h~![I] is a prime strong Frink ideal of A. Obviously, h~![I] is a nonempty
down-set of A, because h is monotone and I is a down-set. Suppose ci,...,c, € h= [I], by,...,b, € Aand
Mi<, Tei € (bo, ..., by ). We have to show that h=I1 N {by,..., by} # @. Since h has the sup-property,

() Thici) € (albo),- - b))

i<n

Moreover, h(ci),...,h(c,) € I, because c1, ..., ¢, € h= [I]. Thus, I N {h(by),...,h(b,)} # @, because I is
a prime strong Frink ideal. It follows that A= [I] N {bp, ..., b, } # . Therefore, h~'[I] is a prime strong Frink
ideal.

(2) implies (3). Assume (2). Let P be an optimal filter of B. Then B — P is a prime strong Frink ideal. So, by
(2) h='[B— P] = @ or h~![B — P] is a prime strong Frink ideal of A. Therefore, A—h~![B — P] is an optimal
deductive filter or A —h~![B — P] = A. Since h~![P] = A— h~'[B — P], h~![P] is an optimal deductive filter
or h='[P] = A.

(3) implies (1). Assume (3). We show that A has the sup-property. Let ¢y, ..., ¢, bg, - .., b, € A be such that
Mi<, Tei € (bo, ..., by ). Suppose that (), Th(ci) Z (h(bo), ..., h(by)). Letc € [, -, Th(c;) be such that

c € <h(b0)7 . '>h(bm)>'

Then there is an optimal filter P with (h(by),...,h(by)) € P and ¢ ¢ P. So, for every i < n h(c;) € P.
Therefore, ¢; € A — h™'[P], for every i < n; hence h™' A # A, and b; € h™'[P], for every j < m.
The assumption implies that h=1[P] is optimal. Therefore, A — h~1[P] is a prime strong Frink ideal. Hence
{bo, ..., by} N (A—h™[P]) # @, a contradiction. Thus, h has the sup-property. O

Proposition 5.5 Let A and B be Hilbert algebras both with a bottom element. Let h : A — B be a monotone
map. The following statements are equivalent:

(1) h has the sup-property and h(LA) =18
(2) for every prime strong Frink ideal I of B, h=![I] is a prime strong Frink ideal of A.
(3) for every optimal deductive filter P of B, h=![P] is an optimal deductive filter of A.

Proof. Let h : A — B be a monotone map.

(1) implies (2). Suppose that h has the sup-property and h(J_A) = 1B Let I be a prime strong Frink ideal
of B. We know from the previous proposition that A~ [I] is a prime strong Frink ideal of A or h~![I] = @. But
since h(L4) = LB € I, we have L € h™'[I]. So, h™![I] # & and therefore h ! [I] is a prime strong Frink
ideal.

(2) implies (3). Assume (2). Let P be an optimal filter of B. Then B — P is a prime strong Frink ideal. So, by
(2) h=1[B — P] is a prime strong Frink ideal of A. Therefore, h~![P] = A—h~![B — P] is an optimal deductive
filter.

(3) implies (1). From the previous proposition follows that i has the sup-property. Now we show that 2 (L4) =
1B, Suppose that 1 # < h(L4). Let P be an optimal deductive filter of B such that h(14) € Pand 1B ¢ P.
Then since 14 € h™'[P], h~'[P] = A and it is not proper, a contradiction. Thus h(L4) = 1B, O
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For one-to-one homomorphisms satisfying condition (sup) on the Definition 5.3 the reverse of the implication
in the condition (sup) also holds.

Lemma 5.6 Let A and B be Hilbert algebras. If h : A — B is a one-to-one sup-homomorphism, then for
everyci,...,Cnybg, ... by € A,

if [ 1hlc) € (h(bo),... . h(bn)), then [ Tci S (bo,- -, bm)

i<n i<n

and also if a € A'is such that h(a) is a bottom element of B, then a is a bottom element of A.

Proof. Suppose that (), Th(c;) € (h(bo), ..., h(bn)). Letd € ;< Tc;i. Then h(d) € (<, Th(c;) and
therefore h(d) € (h(by),...,h(bn))). Hence,

(h<b0)7 sy h(bm); h(d)) =1

and so h((bo,...,bm;d)) = 1. Since h is one-to-one, (b, ..., by ;d) = 1. Thus, d € (by, ..., by).
Suppose now that a € A is such that h(a) is a bottom element of B. Let b € A. Then Th(b) C Th(a). Thus
from what we already proved follows that Tb C Ta and hence a < b. O

Examples of sup-homomorphisms are provided by the maps ¢ associated with separating families F of
optimal deductive filters. Let F be a separating family of optimal deductive filters for a Hilbert algebra A. Recall
that L(A) is the implicative semilattice with domain the closure of ¢ [A] under finite intersections together
with the operations N and =-.

Proposition 5.7 The map ¢r : A — Lx(A) is a one-to-one sup-homomorphism and if A has a bottom
element | then oz (L) is a bottom element of Lx(A).

Proof. We know that ¢ is a homomorphism. Let us prove that it is a sup-homomorphism. Suppose
Ni< Tai € (bo,...,by) With ai,...,a,,b,...,b, € A I d € (., Ter(a;),letc,...,cp € A besuch
that d = @£(co) N ... N @x(cy); then for every j < k, px(c;) € <, T¢F(a;). Since pr is one-to-one this
implies that ¢; € ﬂl< Ta;, and therefore ¢; € (b, ..., by ), for every j < k. Now, if ¢j € (by,...,by), then
(bo,...,bm;c;) =1 and it follows that

(pr(bo),---spr(bm); pr(ci)) = 1.
Hence, p£(c;) € (px(by), ..., px(by)) forevery j < k.So,d € (or(by),...,07(bm)). O
Lemma 5.8 The composition of maps with the sup-property has the sup-property.

Proof. Leth: A — B, f: B — C be maps of Hilbert algebras with the sup-property. We prove that foh :
A — C has the sup-property. Suppose that ci,...,¢y,by,..., by € A are such that (", T¢; C (bo,...,bn).
Then a

m Th C7 g b(])a"'vh(bm»v

i<n

because h has the sup-property. Now since f has the sup-property

() 1£(h(e)) S (f(B(bo)), - -, £ (b))
i<n
This shows that f o h has the sup-property. 0

The sup-property for a morphism says that it preserves what we might call virtual finite suprema. The property
that corresponds to preserving virtual arbitrary suprema is the following. Let A, B be Hilbert algebras. A map
h : A — B has the infinite sup-property if for every set {c; : k € K} C A andevery X C A,

(inf-sup) if (1) Tex € (X), then () Th(ex) C (R[X]).
kekK kekK

Let A be a Hilbert algebra. A deductive filter F' of A is completely prime if it is a completely prime element
of the lattice DfiA.
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Proposition 5.9 Let A, B be Hilbert algebras and let h : A — B a map with the infinite sup-property. Then
for every completely prime deductive filter F' of B, h™1[F] is a completely prime deductive filter of A.

Proof. Suppose that F' is a completely prime deductive filter of B. Let {G; : k € K} be a family of
deductive filters of A such that (), G € h™'[F]. Suppose that for every k € K, Gi € h™'[F]. So let for
every k € K, ap € Gy —h™'[F]. Then N, e Tar € Nyex Ge € h'[F] = (h~'[F]). Therefore by the infinite
sup-property, (), 1h(ay) € (h[h~'[F]]). Since (h[h~'[F]]) C F we obtain that (|, . Th(a;) C F. So, since
F is completely prime, let k € K be such that Th(a;) C F. This implies that ¢, € h™![F], a contradiction. [J

6 The free implicative semilattice extension of a Hilbert algebra

As we mentioned in the introduction, Porta [14] shows that every Hilbert algebra has a free implicative semilattice
extension. In this section we provide a useful simple characterization of the free implicative semilattice extension
of a Hilbert algebra as well as a different proof of its existence.

The free implicative semilattice extension of a Hilbert algebra A can be obtained in the following way. We
consider the poset Opt A of the optimal deductive filters of A ordered by inclusion and the algebra PT(OptA)
of its up-sets, alternatively any separating family can do the job of Opt.A. The map that sends any element a of A
to the set of optimal filters that contain « is a Hilbert algebra embedding when we consider the residual operation
= of the intersection operation N in PT(OptA). The closure under finite intersections of the image of A by the
embedding turns out to be closed under the operation = in P (OptA). The subalgebra that results is the free
implicative semilattice extension of A.

Let A be a Hilbert algebra. A pair (L, ), where L is an implicative semilattice and e a one-to-one homomor-
phism from A to (L, —, 1) is an implicative semilattice envelope of A if for every a € L there is a finite X C A
such that a = A e[X]. Note that since /A e[@] =1 = e(1) = A e[{1}], we can say in the definition that for every
a € L there is a finite and nonempty X C A such that a = A e[X].

Proposition 6.1 Let A be a Hilbert algebra. If (L, e) is an implicative semilattice envelope, then e is a sup-
homomorphism from A to (L,—,1). Moreover, for every finite set X C A, (X) = A if and only if \e[X] is a
bottom element of L. In particular, if A has a bottom element L, then e(_L) is a bottom element of L.

Proof. Suppose that ¢; with ¢ < n and by, ..., b, are elements of A such that (), T¢; C (bo,...,bn).
Assume that z € (), Te(c;). Let ag,...,a; € A be such that x = e(ag) A --- A e(ay). Then for every
i < nandevery j <k, e(c;) < e(a;). So, e(c;) — e(a;) = 1. Since e is a one-to-one homomorphism, it
follows that c; — a; = 1, and so ¢; < aj, for every ¢ < n and every j < k. Thus, for every j < k, a; €
(bo,- .., bp ). This means that (by,...,bn;a;) = 1. So, e((bo, .. .,bm;a;) = e(1). Since e is a homomorphism,
(e(bo), ..., e(bn);e(a;)) = e(1). This implies thatin L, e(by) A --- A e(bn) < e(ag) A--- Ae(a) = z. So, it
follows that = € (e(ap), ..., e(ar)).

Let X C A be finite. Suppose that (X) = A. If X is empty, then (X) = {1} and so A is the one element
Heyting algebra. In this case L is isomorphic to A. Suppose that X is nonempty and let X = {ao,...,a,}.
Then for every a € A, a € {ay, ..., a,) and therefore (ao, ..., a,;a) = 1. Hence (e(ap),...,e(a,);e(a)) = 1.
Thus, e(ag) A -+ Ae(a,) < e(a). Since every element of L is of the form A e[Y] for some finite and nonempty
Y C A, it follows that A e[X] = e(ag) A --- A e(ay) is a bottom element of L. Suppose now that A e[X] is
a bottom element of L. If X is empty, then A e[X] = 1 and so L is a one element Hilbert algebra. Then A is
also a one element Hilbert algebra and so L is isomorphic to A and (X) = A. Suppose now that X is nonempty
and let X = {ay,...,a,}. We show that (ag,...,a,) = A. This is equivalent to showing that for every a € A,
(ag,...,an;a) = 1.Let a € A. Then since e(ag) A -+ Ae(a,) = Ae[X] < e(a), (e(ap),...,e(a,);e(a)) =
e(1). So, (ag, . ..,a,;a) =1 as desired. O

Corollary 6.2 Let A be a Hilbert algebra. If (L, €) is an implicative semilattice envelope and has a bottom
element, then there is a finite set X C A such that (X) = A.

A pair (L, e), where L is an implicative semilattice and e a one-to-one homomorphism from A to (L, —, 1)
is a free implicative semilattice extension of A if the following universal property holds: for every implicative
semilattice L’ and every homomorphism g : A — (L', —'), there is a unique homomorphism g : L — L’ such
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that g = g o e, moreover, if g is one-to-one, then g is one-to-one. By a standard categorical argument, if a Hilbert
algebra has a free implicative semilattice extension, it is unique up to isomorphism. That is:

Proposition 6.3 Let A be a Hilbert algebra and let (L, e) and (L', e') be free implicative semilattice exten-
sions of A. Then there is an isomorphism h : L — L' such that e’ = h o e.

We shall show that for every Hilbert algebra A, (L, e) is an implicative semilattice envelope of A if and only
if it is an implicative semilattice free extension of A.

Lemma 6.4 Let A be a Hilbert algebra and L = (L,—, A\, 1) an implicative semilattice. Let e : A — L be
an embedding of A into (L,—,1). Then the subalgebra of the implicative semilattice generated by e[A] is the
closure of e[ A] under finite meets.

Proof. Let S be the closure of e[A] under finite meets. We show that S is already closed under —. Let
ag, ... ,0n,bo,...by, € A. Note that

e(ag) AN+ Ne(ay) — e(bg) A---ANe(b,) = (e(ag), ... e(an);e(bg) A+ Ae(by))
(e(ap), ... e(an);e(bo)) A--- Aleao), - .., e(an); e(bn))

e((agy---,an;bo)) A---Ne((ag, ... a,;bp)).

Thus, e(ag) A--- Ae(ay) — e(bg) A---Ae(b,) € S. O

Proposition 6.5 Let A be a Hilbert algebra. If (L, e) is a free implicative semilattice extension of A, then L
is the closure of e[ A] under finite meets (in L), so (L, e) is an implicative semilattice envelope of A.

Proof. Let S(e[A]) be the implicative semilattice obtained as the subalgebra of L generated by e[ A]. The map
e : A — S(e[A4]) is a Hilbert algebra embedding. By the universal property defining the implicative semilattice
free extension, leteé : L — S(e[A]) be the unique homomorphism such that e = €oe. We show that L = S(e[A]).
Let a € L. Then €(a) € S(e[A]), so let by,...,b, € A be such that €(a) = e(by) A --- A e(by, ). Now we
prove that €(e(bg) A -+ Ae(by)) = e(bg) A -+ A e(by,). This is obvious because €(e(by) A -+ A e(by,)) =
e(e(bg)) A+ ANe(e(bm))) = e(bg) A--- Ae(by). Thus, e(a) = e(e(by) A--- Ae(by,)). Since € is one-to-one,
a=-e(by) A---Ne(by). Thus a € S(e[A]). O

Proposition 6.6 If (L, e) is an implicative semilattice envelope of a Hilbert algebra A, then for every implica-
tive semilattice L' and every semi-homomorphism g : A — (L', —'), there is a unique (N, 1)-homomorphism
g : L — L' such that g = g o e. Moreover,

(1) if g is a homomorphism, then G is a homomorphism,
(2) if g is a one-to-one homomorphism, then g is a one-to-one homomorphism,

(3) if g is onto, then g is onto.

Proof. Let L' = (L', —', A/, 1) be an implicative semilattice and let g : A — (L', —’) a semi-homomor-
phism. In order to define g we first show that for all ag,...,a,,bo,..., b, € A, if e(ag) A -+ Ae(a,) =
e(bo) A -+ Ne(by), then g(ag) A--- Aglay,) = g(bo) A--- A g(by). Suppose that ag, . .., a,, by, ..., b, € A
are such that e(ag) A -+ Ae(a,) = e(bg) A -+ A e(by,). We prove that g(ag) A -+ A gla,) < g(bg) A=+ A
g(by), and a similar argument gives the other inequality. By assumption, e(ag) A -+ A e(a,) < e(b;), for
every i < m. Hence (e(ag),...,e(an);e(b;)) = 1 = e(1). So, e((ag,-..,a,;b;)) = e(1), and since e is
one-to-one, (ag,...,a,;b;) = 1. Therefore, g((ag,...,a,;b;)) = g(1), so since g is a semi-homomorphism,
1=9(1) =g((ap,...,an;b;)) < (g(ag),--.,g(ay); g(b;)). Therefore, (g(ap), - .., g(a,); g(b;)) = 1. It follows
that g(ag) A --- A g(an) < g(b;), for every i < m. Hence, g(ag) A--- A glan) < g(bo) A--- A g(bn).

We define g : L — L' by

g(a) = g(ao) A -+ Aglan)

for every a € L, where ag,...,a, € A are such that a = e(ag) A --- A e(a, ). The considerations above show
that this definition is sound. Moreover it is obvious from the definition that g =g o e.

© 2012 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim www.mlq-journal.org



Math. Log. Quart. (2012) / www.mlqg-journal.org 15

Now we prove that § is a (A, 1)-homomorphism. Let a,b € L. Suppose that a = e(ag) A --- A e(ay)
with ag,...,a, € Aand b = e(by) A --- Ae(b,) with by,..., b, € A.Soa Ab = e(ag) A--- Ne(a,) A
e(bg) A+ -+ Ae(by, ). Hence, by definition of g, g(a A b) = g(ag) A--- Aglan) A g(by) A -+ A g(by, ). Therefore,
gla Ab) = g(a) Ag(b). Now, since 1 = e(1), g(1) = g(1) = 1. If g is a homomorphism we also have that
g(a — b) = g(a) —' g(b). Indeed, an easy computation shows that

a—b=c¢e((ag,.-.,an;b0)) A Ne((ag,--,an;bm))-
Then

gla—=0b) =g((ag,-..,an;00)) A Ag((ag,...,an;bm)).
Again an easy computation shows that

g((agy---yan;00)) A~ ANg((ag,...,an;bm))
= (9(ao),---,9(an); g(bo)) A--- A (g(ao),- -, 9(an); g(bm))
= g(a()) AR /\g(an) -’ g(b()) AREE /\g(bm)'

Since

glao) A+ Aglan) =" g(bo) A+ A g(bm) = gla) =" g(b)

we obtain g(a — b) = g(a) = G(b).

To conclude we prove uniqueness. Suppose that f : L — L’ is a (A, 1)-homomorphism such that g = f o e.
We prove that for every a € L, g(a) = f(a). Suppose that a = e(by) A -+ A e(b,) with by, ...,b, € A. Then
5(a) = 9(b0) A+ A g(ba) = F(e(bo)) A+ A F(elbu)) = F(e(bo) A+ Ae(ba)) = F(a).

Suppose now that g is a one-to-one homomorphism and a,b € L are such that g(a) = g(b). Assume that
a =-e(ap) N---Ne(a,) and b = e(by) A --- A e(by,), with ag, ..., a,,by,...,b, € A. Then g(ag) A--- A
g(an) =g(a) =g(b) = g(bo) A+ A g(bn). It follows that (g(ag), ..., g(an);g(b;)) = 1 for every i < m and
(9(b0), - 9(ba): 9(a;)) = 1 for every j < n. S0, g((av, - a3 b)) = g(1) and g((b, . bu3 ;) = g(1).
Since g is one-to-one,

(ag,...,an;b;) =1 and (by,...,bn;a;) =1.

This implies that (e(ag), ..., e(a,);e(b;)) = e(1) and (e(by),...,e(by);e(a;)) = e(1), from which follows
that e(ag) A --- Ae(an) < e(b;) and e(by) A --- Ae(b,) < e(a;). Consequently, a = e(ap) A--- ANe(a,) =
e(bo) A--- Ae(byp) =b. So g is one-to-one.

The last part of the proposition is obvious. O

Theorem 6.7 For every Hilbert algebra A, if (L,e) and (L', e’} are implicative semilattice envelopes of A,
then L and L' are isomorphic by an isomorphism h : L — L’ such that e’ = h o e.

In [14], Porta defines the Hertz free extension of a Hilbert algebra A as a pair (L, ¢) which using our termi-
nology is an implicative semilattice envelope of A with the universal property above. From what we have already
seen it follows that Porta’s definition has some redundant conditions.

Now we provide a proof of existence of the implicative semilattice envelope (or the free implicative semilattice
extension) for Hilbert algebras.

Theorem 6.8 For every Hilbert algebra A there exists a unique (up to isomorphism) implicative semilattice
envelope.

Proof. Let F be any separating family for a Hilbert algebra A. By Corollary 4.15 we know that Lz(A) is
an implicative semilattice. Also we know that the map ¢ is a one-to-one sup-homomorphism. So, (Lx(A), v )
is an implicative semilattice envelope of A. By Theorem 6.7 this implicative semilattice envelope is unique up to
isomorphism. O

The free implicative semilattice extension construction can be turned into a functor between the appropriate
categories. We consider the four categories described in the next table:
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Category | Objects | Morphisms
Hil® Hilbert algebras semi-homomorphisms
Hil Hilbert algebras homomorphisms
IMSL® | implicative semilattices | (A, 1)-homomorphisms
IMSL | implicative semilattices homomorphisms

Proposition 6.9 Ler A and B be Hilbert algebras. Let (L(A),ea) and (L(B), eg) be respectively their free
implicative semilattice extensions. If h : A — B is a (semi-) homomorphism, then there is a unique ((A,1)-)
homomorphism h : L(A) — L(B) such thateg o h = h o e4.

Proof. Leth: A — B be a semi-homomorphism. Note that eg o h : A — L(B) is a semi-homomorphism

of Hilbert algebras. So there is a unique (A, 1)-homomorphism eg o h : L(A) — L(B) such that eg o h =
epohoea.Weleth =egoh.Ifh: A — Bisahomomorphism, then egoh : A — L(B) is ahomomorphism,
andsoepg o h : L(A) — L(B) is also a homomorphism. O

Hence we have a functor from the category Hil to the category IMSL that maps every Hilbert algebra to
its free implicative semilattice extension and every homomorphism h between Hilbert algebras to the homomor-
phism h between their free implicative semilattice extensions. This functor is left adjoint to the forgetful functor
from IMSL to Hil that forgets the meet operation. This implies that Hil can be taken as a reflective subcategory
of IMSL.

Similarly, we have a functor from the category Hil® to the category IMSL?® that maps every Hilbert algebra
to its free implicative semilattice extension and every semi-homomorphism h between Hilbert algebras to the
(A, 1)-homomorphism h between their free implicative semilattice extensions. This functor is left adjoint to the
forgetful functor from IMSL® to Hil® that forgets the meet operation and so Hil® can be taken as a reflective
subcategory of IMSLS.

A useful property of the implicative semilattice envelope of a Hilbert algebra is the following.

Lemma 6.10 Let A be a Hilbert algebra and let (L, e) be its implicative semilattice envelope. Then for every
finite X C A and every a € A,

/\e[X] <e(a) iff a€(X).

Proof. Suppose that A e[X] < e(a). Then for every ¢ € A such that a < ¢ we have that e(c) € (e[X]).
Hence Te(a) C (e[ X]). Since e is one-to-one, it follows that a € (X). Suppose now that a € (X). So Ta C (X).
Since e is a sup-homomorphism, Te(a) C (e[X]). It follows that A e[X] < e(a). O

From the lemma it follows that if A is a Hilbert algebra and (L, e) is its implicative semilattice envelope,
then for every finite X, Y C A, Ae[X] = Ae[Y] if and only if (X) = (Y"). This shows that the implicative
semilattice envelope of a Hilbert algebra A can be constructed from the set of finite subsets of A modulo the
equivalence relation defined on them by: X = Y iff (X) = (Y'). The construction in [14] to prove the existence
of free implicative semilattice extension of a Hilbert algebra follows this path.

Lemma 6.11 Let A be a Hilbert algebra and let {L, e) be its implicative semilattice envelope. Then for every
finite and non-empty X C A and every finite and non-empty Y C A,

N tac \/ 16 i ) Trel@) ST, A e(b).

a€eX beYy acX bey

In other words,

(N tac ) it () Trela) S 1o NelY]:

acX aceX

Proof. Assumethat(),.y Ta C \/,.y Tb. Suppose that Z is a finite subset of Aand A\ e[Z] € [,y T7e(a).
Then e(a) < A e[Z] forevery a € X, and therefore, for every a € X and every ¢ € Z, e(a) < e(c). This implies
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that a < ¢, for every ¢ € Z. Thus, Z C [,y Ta. Hence, Z C (Y') and therefore e[Z] C (e[Y]). This implies
that A\ e[Z] € /¢y e(b).

Suppose now that (), .y Te(a)

C T Myey €(b). Letd € [,cy Ta. Then e(d) € (),cx Tre(a). Hence,
e(d) € Ty Nyey €(b). Thus, Ae[Y] <e(b

). This implies that b € (V). O

7 The relation between the deductive filters of a Hilbert algebra and the filters
of its free implicative semilattice extension

In [14], Porta establishes the relation between the deductive filters of a Hilbert algebra A and the filters of its
free implicative semilattice extension (L, e): the map e~![.] is an order isomorphism between the filters of L and
the deductive filters of A. We provide first a proof of this fact for the interested reader and then we proceed to
show that the isomorphism restricts to an order isomorphism between the ordered set of the optimal filters of L
and the ordered set of the optimal deductive filters of A. In the way of doing this we need to explore the relation
between prime strong Frink ideals of A and prime Frink ideals of L. We also discuss the relation between the
ordered set of the optimal deductive filters of A and the ordered set of the prime filters of the free distributive
lattice extension of L relative to the homomorphisms that preserve existing finite joins.

To conclude the paper, and for the sake of completeness, we present an interesting characterization of the
implicative semilattice free extension of a Hilbert algebra obtained by Porta in [14]. And we also show that the
lattice of congruences of a Hilbert algebra A is isomorphic to the lattice of congruences of its free implicative
semilattice extension, and we describe the isomorphism.

Lemma 7.1 Let A be a Hilbert algebra and (L, e) its implicative semilattice envelope.

(1) If F a deductive filter of A, then the filter [e[F]) of L generated by e[F) is such that e~ [[e[F])] = F
(2) If G is afilter of L, then e~ |G| is a deductive filter of A.
(3) If G is afilter of L, then G = [ele'[G]]).

Proof. (1) Assume that F' is a deductive filter of A. Consider the filter G = [e[F]) of L generated by e[F].
It is clear that I C e }[G]. Now, if a € e ![G], then e(a) € G, hence there is a finite X C F such that
N e[X] < e(a). Then by Lemma 6.10 a € (X). Therefore a € F.

(2) Suppose a,a — b € e [G]. Then e(a),e(a — b) € G. Thus, e(a),e(a) — e(b) € G, and since
e(a) — e(b) = e(b) € G, it follows that e(b) € G. Therefore, b € e~'[G]. Moreover, e(1) € G and so
lLee '[G].

(3) Let G be a filter of L. Suppose that A e[X] € G with X a nonempty finite subset of A. Let a € X.
Then A e¢[X] < e(a) and hence e(a) € G. Therefore, a € e ![G]. Thus, e(a) € e[e™![G]], for every a € X.
Therefore, A e[X] € [e[e™}[G]]). To prove the other inclusion, suppose A e[X] € [e[e™}[G]]). Let Z C A be a
finite set such that Z C e~ ![G] and A e[Z] < A e[X]. By Lemma 6.10 it follows that (X) C (Z). Therefore,
X C e7![G]. Hence for every a € X, e(a) € G. We obtain that  e[X] € G. O

Proposition 7.2 Let A be a Hilbert algebra and let (L, e) be its implicative semilattice envelope. The map
[e[.]) : DA — FiL establishes an order isomorphism between the deductive filters of A and the filters of L,
whose inverse is the map e~ '[.].

Proof. From (1) in Lemma 7.1 it follows that [e[.]) is one-to-one. Moreover, from (3) of that lemma it follows
that it is onto. From (1) it also follows that e~![.] is the inverse of [e[.]). Now, if F, F’ € DfiA and F C F" itis
immediate that [e[F]) C [e¢[F']). Moreover, using Lemma 7.1, if [e[F']) C [e[F]), follows that F' = e~ [[e[F])] C

“Hle[FD] = F. O

In particular, since any order isomorphism sends meet-prime elements to meet-prime elements, it follows that
if A is a Hilbert algebra and (L, e) is its implicative semilattice envelope, then F' C A is a prime deductive filter
of A if and only if there exists a prime filter G of L such that F = e~ 1[G].

The isomorphism described in Proposition 7.2 maps optimal deductive filters to optimal filters and conversely.
We proceed to show this.
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Proposition 7.3 Let A be a Hilbert algebra and (L, e) its implicative semilattice envelope. If I is a prime
Frink ideal of L, then e~ [I] is a prime strong Frink ideal of A.

Proof. Suppose that [ is a prime Frink ideal of L. Then it is a prime strong Frink ideal of (L, —, 1). Since
e is a sup-homomorphism, e~1[I] is a prime strong Frink ideal of A or e~![I] = &. We show the last case does
not hold. Let b € I. Then b = A e[X] for some finite and nonempty set X C A. Since I is prime, there is a € X
such that e(a) € I, and therefore a € e [I]. O

Proposition 7.4 Let A be a Hilbert algebra and (L, ) its implicative semilattice envelope. Let I C A, then I
is a strong Frink ideal of A iff | e[I] is an Frink ideal of L. Moreover, I is a prime strong Frink ideal iff | ; e[|
is a prime Frink ideal.

Proof. Suppose that I is a strong Frink ideal of A. In order to show that |; e[I] is a prime Frink ideal, let
Xo, ..., Xy, Y be nonempty finite subsets of A such that A e[Xo],..., A[X,] € | e[l]and N, ., T; AIXi] €
T, AelY]. There are ag,...,a, € I such that Ae[X;] < e(a;), for every i < n. Then, (., T, e(a;) C
T, Ae[Y]. By Lemma 6.11, we have (), Ta; € (V). Since I is a strong Frink ideal it follows that (Y) NI # @.
Letc € IN(Y). Then A e[Y] < e(c) € e[I]. Therefore, A e[Y] € | e[l].

Assume now that |;e[I] is a Frink ideal of L. To show that [ is a strong Frink ideal of A suppose that
ag,...,a, € Iand ()., Ta; € (X) with X a finite subset of A. Then, by Lemma 6.11, (,_, Tye(a;) C
11 A e[X]. Since e(a;) € |, e[I] forevery i < n, \e[X] € | e[I]. Leta € I be such that A e[X] < e(a). This
implies that a € (X), hence I N (X)) # @.

Assume now that I is a prime strong Frink ideal. Suppose that A e[X] A Ael[Y] € | e[I] with X,Y finite
subsets of A. Then A e[X UY] € | e[I]. Letc € I be such that A e[ X UY] < e(c). It follows that c € (X UY').
Since I is prime, IN(XUY') # @. Therefore thereisa € INX orb € INY. Inthe first case A e[X] € | e[I] and
in the second case A e[Y] € | e[I]. Finally, if | ; e[I] is a prime Frink ideal of L, from Proposition 7.3 it follows
that e='[|; e[I]] is a prime strong Frink ideal of A or e~![|; e[I]] = @. This last possibility does not hold since
I # @. We show that I = e[| e[I]]. The inclusion I C e~![|;e[I]] is clear. Suppose that a € e~ *[| e[I]].
Then e(a) € | e[I]. Let ¢ € I be such that e(a) < e(c). This implies that a < c. Therefore, a € I. We conclude
thate=![], e[l]] C I. O

Corollary 7.5 Let A be a Hilbert algebra and (L, e) its implicative semilattice envelope. The map | e|.]
establishes an order isomorphism between the set of prime strong Frink ideals of A and the set of prime Frink
ideals of L, ordered both by inclusion, whose inverse is the map e~ 1[.].

Proof. Let I be a prime strong Frink ideal of A. Then |, e[I] is a prime Frink ideal of L. We show that
e [l e[l]] = I. The inclusion I C e~'[|, e[I]] is obvious. Suppose a € e~*[| e[I]]. Then e(a) € |, e[I]. Let
b € I be such that e(a) < e(b). Then a < b. So a € I. Moreover, since I is nonempty, e[| e[I]] is nonempty.

Let now H be a prime Frink ideal of L. Then by Proposition 7.3 this set is a strong Frink ideal of A and
L, ele"'[H]] is a Frink ideal of L. Let us show that H = | ; e[e~![H]]]. The inclusion | ; e[e![H]] C H is clear.
Suppose that @ € H. Then a = e(ag) A - - - A e(a,, ) for some ag, .. .,a, € A. So, since H is prime, e(a;) € H
for some i < n. Thus e(a;) € e[e~![H]] and therefore, a = e(ag) A --- Ae(a,) € | ele” [H]]. O

Corollary 7.6 Let A be a Hilbert algebra and (L, e) be its implicative semilattice envelope. A set ' C A is
an optimal deductive filter of A iff there is an optimal filter G of L such that e '[G] # A and F = e '[G].

Proof. Suppose that G is an optimal filter of L such that e=*[G] # A. Then J = L — G is a prime strong
Frink ideal of L. Hence, by Proposition 7.4 e~![J] is a prime strong Frink ideal of A or e"'[J] = @. Since
e [J] = A — e ![G], the second of the two alternatives is impossible, because e [G] # A. It follows that
e~1[G] is an optimal deductive filter.

Suppose now that F is an optimal deductive filter of A. Then I = A — F'is a strong Frink ideal of A, and F’
as well as I are nonempty. By Proposition 7.4, | ; e[I] is a prime Frink ideal of L such that e~![], e[I] = I. So
L — |, e[I] is an optimal deductive filter of L and e '[L — |, e[l]] = A—e [ e[ll] = A—-T=F. O

From Corollary 7.6 and Lemma 7.1 we obtain:
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Proposition 7.7 Let A be a Hilbert algebra and (L, €) its implicative semilattice envelope. The map [e].])
establishes an order isomorphism between the set of optimal deductive filters of A and the set of optimal filters
G of L such that e~'[G] # A ordered both by inclusion, whose inverse is the map e~ *|.].

In Corollary 7.6 and Proposition 7.7 we need the restriction to the set of optimal filters G of L such that
e~ ![G] # A because in a Hilbert algebra A without a bottom element there might exist a nonempty finite set X
such that the deductive filter generated by X is A. In this case the implicative semilattice envelope (L, e) has a
bottom element, namely A e[X], and L — { A e[X]} is an optimal filter and e ' [L — {A ¢[X]}] = A, which is
not optimal.

Let DLat, IMSL and Hil be respectively the varieties of distributive lattices with a top element, implicative
semilattices and Hilbert algebras. Let D : IMSL — DLat be the map that assigns to every implicative semilattice
L = (L,—, A, 1) the free distributive lattice extension (D(L), j) of (L, A, 1), as introduced in [1,2]. Recall from
the preliminaries section that for every L € DLat, the map j~'[.] obtained from the embedding j : L — D(L)
establishes an order isomorphism between the ordered set of the prime filters of D(L) and the ordered set of
the optimal filters of L. Let now L : Hil — IMSL be the map that assigns to every Hilbert algebra A its free
implicative semilattice extension (L, e).

Proposition 7.8 Let A be a Hilbert algebra, (L, e) its implicative semilattice envelop and (D(L), j) the free
distributive lattice extension of L. Then the ordered set of the prime filters F of D(L) such that (joe) '[F] # A
is isomorphic by the map (j o e)~'[.] to the ordered set of the optimal deductive filters of A.

Proof. e![] establishes an order isomorphism between the optimal filters G of L such that e~ }[G] # A
and the optimal filters of A, and j~'[.] establishes an order isomorphism between the prime filters of D(L) and
the optimal filters of L. So, (j o e)~![.] establishes an isomorphism between the ordered set of the prime filters F’
of D(L) such that (j o e)™'[F] # A and the ordered set of the optimal deductive filters of A. O

Porta also gives the following interesting characterization of the implicative semilattice free extension of a
Hilbert algebra which for completeness we reproduce here.

Proposition 7.9 Let A be a Hilbert algebra, L an implicative semilattice and e : A — L an embedding of A
to (L, —, 1). The following properties are equivalent:

(1) (L, e) is the implicative semilattice free extension of A.
(2) The map e~ 1[.] : Fi(L) — DfiA is a one-to-one lattice homomorphism
(3) The map [e].]) : DEA — Fi(L) is onto Fi(L).

Proof. By Proposition 7.2, (1) implies (2) and (3). Suppose now (2). Let us consider the subalgebra L' =
S(e[A])of L.Letxz € Landlet G = {y € L : * < y}. Let G = G N L', which is a filter of L'. Let H be the
up-set generated by G’ in L. We show that H is indeed a filter of L. Let a,b € H, thenleta’, b’ € G’ be such that
a' <aandb’ < b. Since a’ AV € G'and ' AV < aAb,aNb € H.Now we show that GNe[A] = HNe[A]. On
the one hand, G Ne[A] C GN L' C H. On the other hand, if a € H Ne[A], then let b € G’ be such that b < a.
Then z < b, so z < a. Therefore, a € G. It follows that e ' [H] = e~![G]. So from the hypothesis we obtain that
G = H. Therefore, x € H. Thus there is b € G’ such that b < z. Butsince b € G, x < b, and so = = b. Since
be L',x € L'. Thus L = L’ and we conclude that (2) implies (1). To finish the proof we show that (3) implies
(1). Suppose (3). Let = € L, and let, as before, G = {y € L : < y}. Since G € Fi(L), by the assumption there
is F' € DfiA such that [¢[F]) = G. So, since z € G, there are by, ...,b, € Fsuchthate(by) A--- Ae(b,) < z.
Moreover, since e[F] C G, we have z < e(b;) for every i < n. So, e(by) A --- A e(b,) = x, and therefore,
x € S(e[A]). O

It is well known that on every Hilbert algebra A the lattice of deductive filters of A is isomorphic to the lattice
of congruences of A by the isomorphism

Fl—)ﬁF :{(a,b>:a—>b7b—>a€F}7
whose inverse is given by
0— Fy ={a€ A:abl}.
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Also it is well known that the lattice of congruences of an implicative semilattice L is isomorphic to the lattice
of filters of L. The isomorphism and its inverse are defined as above. Therefore, since the lattice of filters of
the implicative semilattice envelope of A is isomorphic to the lattice of deductive filters of A, the lattice of
congruences of A is isomorphic to the lattice of congruences of the implicative semilattice envelope of A. We
end the paper by a detailed description of the isomorphism.

Proposition 7.10 Let A be a Hilbert algebra and let (L, e) be its implicative semilattice envelope. The map
form ConL to ConA given by

0 — {{a,b) € A x A:e(a)fe(b)}
is an isomorphism.

Proof. Let § € ConL. Then let Fy = {a € L : af1}. This set is a filter of L. So e ™! [F}] is a deductive
filter of A. Consider the congruence 0p, = {{a,b) : a — b,b — a € e '[Fy]} of A. Then {(a,b) € O, iff
e(a — b),e(b,— a) € Fypiff e(a) — e(b),e(b) — e(a) € Fy iff e(a) — e(b)01, e(b) — e(a)01 iff e(a)be(b).
Thus, 6, = {{(a,b) € A x A:e(a)fe(b)}. O
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