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a b s t r a c t

The Bandt–Pompe (BP) prescription for building up probability densities [C. Bandt,
B. Pompe, Permutation entropy: a natural complexity measure for time series, Phys. Rev.
Lett. 88 (2002) 174102] constituted a significant advance in the treatment of time-series.
However, as we show here, ambiguities arise in applying the BP technique with refer-
ence to the permutation of ordinal patterns. This happens if one wishes to employ the
BP-probability density to construct local entropic quantifiers that would characterize time-
series generated by nonlinear dynamical systems. Explicit evidence of this fact is presented
by comparing two different procedures, frequently found in the literature, that generate
sequences of ordinal patterns. In opposition to the case of global quantifiers in the or-
thodox Shannon fashion, the proper order of the pertinent symbols turns out to be not
uniquely predetermined for local entropic indicators. We advance the idea of employing
the Fisher–Shannon information plane as a tool to resolve the ambiguity and give illustra-
tive examples.

© 2012 Elsevier B.V. All rights reserved.

1. Introduction

The Bandt–Pompe (BP) proposal for associating probability distributions to time series (of an underlying symbolic
nature), constitutes a significant advance in the study of non linear dynamical systems [1]. The method provides univocal
prescription for ordinary, global entropic quantifiers of the Shannon-kind.

We show here that for local quantifiers [2] some ambiguity arises that deserves careful analysis. The issue is of some
importance from the information-theoretic viewpoint because the formalisms of (a) electromagnetism, (b) classical physics,
(c) quantum mechanics, (d) general relativity, and many others, can be re-derived using local information quantifiers,
of which Fisher’s information measure is the paradigmatic example (see, for instance, Ref. [3] and references therein).
Consequently, there is amplemotivation for re-discussing in this light the BP approach: the opening of doors to its utilization
in a Fisher-treatment of non linear physics time series.
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1.1. Time series and their associated probability distributions

For time series S(t) ≡ {xt} characterization using information theory quantifiers, a probability distribution function
(PDF) P ≡ {pi} associated to the time series under analysis should be provided beforehand. The determination of the most
adequate PDF is a fundamental problembecause P and the sample spaceΩ are inextricably linked.Manymethods have been
proposed for a proper selection of the probability space (Ω, P). We can mention: (a) frequency counting [4], (b) procedures
based on amplitude statistics [5], (c) binary symbolic dynamics [6], (d) Fourier analysis [7], (e) wavelet transform [8],
and (f) permutation ordinal patterns [1], among others.

Their applicability depends on particular characteristics of the data, such as stationarity, time series length, variation of
the parameters, level of noise contamination, etc. In all these cases the dynamics’ global aspects can be somehow captured,
but the different approaches are not equivalent in their ability to discern all the relevant physical details. One must also
acknowledge the fact that the above techniques, (a)–(e), are introduced in a rather ‘‘ad hoc fashion’’. They are not directly
derived from the dynamical properties themselves of the system under study.

This is not the case of the permutation ordinal patterns proposed by Bandt and Pompe for generating PDF [1] (for details
of the Bandt and Pome approach, see Appendix). It is one of themost simple symbolization techniques and takes into account
time-causality in the evaluation of the PDF associated to a time series. In particular, Rosso et al. [9] showed that the Bandt
and Pompe methodology may be profitably used in the causality entropy-complexity plane (H × C) so as to separate and
differentiate amongst stochastic, chaotic, and deterministic systems. It was shown in Refs. [10,11] that temporal correlations
are nicely displayed by the Bandt and Pompe PDF.

2. Shannon entropy & Fisher information measure

Given a continuous probability distribution function (PDF) f (x), its Shannon entropy S is [12]

S[f ] = −


f ln(f ) dx, (1)

a measure of ‘‘global character’’ that it is not too sensitive to strong changes in the distribution taking place on a small-sized
region.

Such is not the case with Fisher’s Information Measure (FIM) F [3,13], which constitutes a measure of the gradient content
of the distribution f , thus being quite sensitive even to tiny localized perturbations. It reads [3]

F [f ] =


|∇⃗f |2

f
dx. (2)

The above is not the most general Fisher-definition, but in physical applications it is the one often employed [3]. FIM can be
variously interpreted as ameasure of the ability to estimate a parameter, as the amount of information that can be extracted
from a set of measurements, and also as a measure of the state of disorder of a system or phenomenon [3,14].

We emphasize that the gradient operator significantly influences the contribution of minute local f -variations to FIM’s
value, so that the quantifier is called a ‘‘local’’ one. Note that Shannon’s entropy decreases with skewed distributions, while
Fisher’s information increases in such a case. Local sensitivity is useful in scenarios whose description necessitates appeal
to a notion of ‘‘order’’ (see below).

Now, let P = {pi; i = 1, . . . ,N} be a discrete probability distribution set, with N the number of possible states of the
system under study. The concomitant problem of loss of information due to the discretization has been thoroughly studied
(see, for instance, Refs. [15–17] and references therein) and, in particular, it entails the loss of FIM’s shift-invariance, which
is of no importance for our present purposes. In the discrete case, Shannon’s quantifier is evaluated via

S[P] = −

N
i=1

pi ln(pi), (3)

and we define a ‘‘normalized’’ Shannon entropy as H[P] = S[P]/Smax, where the denominator is obtained for a uniform
probability distribution.

For the FIM-computation, we follow the proposal of Ferri and coworkers [18,19] (among others)

F [P] =
1
4

N−1
i=1

2
(pi+1 − pi)2

(pi+1 + pi)
. (4)

Shannon’s entropy S[P], as well as, FIM’s F [P], can be thought of as a measure of the degree of order/disorder of a signal,
so it can provide useful information about the underlying dynamical process associated with a signal. One can state that the
general behavior of the Fisher information measure is opposite to that of the Shannon entropy [20].

The local sensitivity of FIM for discrete-PDFs is reflected in the fact that the specific i-‘‘ordering’’ of the discrete values pi
must be carefully examined in evaluating the sum in Eq. (4). The pertinent numerator can be regarded as a kind of ‘‘distance’’
between two contiguous probabilities. Thus, a different ordering of the pertinent summands would lead to a different FIM-
value. In fact, if we have a discrete PDF given by P = {pi, i = 1, . . . ,N} we will have N! possibilities.
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The question is, which is the one that could be regarded as the proper ordering? The answer is straightforward in some
cases, like the one that pertains to histogram-based PDFs. For extracting a time-series PDF P via an histogram procedure,
one first divides the interval [a, b] (with a and b the minimum and maximum values in the time series) into a finite number
Nbin (N ≡ Nbin in Eqs. (3) and (4)) of non overlapping equal sized consecutive subintervals Ai : [a, b] =

Nbin
i=1 Ai and

Ai


Aj = ∅ ∀i ≠ j. Then, recourse to the usual histogram method, based on counting the relative frequencies of the time
series’ values within each subinterval, is made. Of course, in this approach the temporal order in which the time-series
values emerge plays no role at all. The only pieces of information we have here are the xt-values that allow one to assign
inclusionwithin a given bin, ignoring just where they are located (this is, the subindex i). Note that the division procedure of
the interval [a, b] provides the natural order sequence for the evaluation of the PDF gradient involved in Fisher’s information
measure.

Consider, in example, the time series generated by the logistic map with r = 4, whose associated dynamics is the totally
developed chaos [21]. It iswell known that in this situation the logisticmap exhibits an almost flat PDF-histogram (histogram
on the amplitude values in the interval [0, 1]), with peaks at x = 0 and x = 1. This PDF constitutes an invariant measure
of the system [21]. In consequence, if we use this PDF we obtain S[P] ∼= Smax and F [P] ∼= 0, which makes the logistic
map almost indistinguishable from a pure-noise signal (uncorrelated random process), although one certainly knows that
chaos is not noise. Thus, if one want to use quantifiers based on information theory with the purpose of characterizing and
distinguishing deterministic signals (chaos) from noise (random process) one should demand for some improvements in
themethodology used for associating a PDF to a time series (extracted from a dynamical system). This can be achieved if the
time causality (in the series’ values) is duly taken into account for generating the pertinent PDF, something that one gets
automatically from the Bandt–Pompe methodology.

2.1. The problem to be addressed here

The Bandt–Pompe procedure does not specify which order for generating ordinal patterns should be privileged. That is,
how to specify the ordering of index series {i} and, consequently, for a pattern length D, we have D!! possible i-sequences.
Therefore, we face an ambiguity when local information measures are evaluated. The issue does not affect at all the
evaluation of global entropic quantifiers (like Shannon entropy). Different orders would lead, though, to different ‘‘local’’
information contents. This is the crux of the problem to be addressed in this communication.

As in the case of the PDF-histogram, we can reduce drastically the number of available D!! possibilities if we proceed
to form patterns of length D starting from those of length D − 1 (see Appendix). However, some lack of precise definition
remains in the assignation of the pattern indices {i}. We will analyze serious consequences that arise out of such ambiguity
by considering two different manners of (i) sequentially generating ordinal patterns and (ii) deciding just how to assign our
pattern of indices {i}. The two procedures we use are frequently found in the literature:

• the algorithm described by Keller and Sinn [22].
• a different type of implementation, called the Lehmer one [23].

The differences that arise out of following one or the other algorithm will be illustrated with reference to the pattern of
indices resulting in a scenario for which the embedding dimensions are D = 2, 3, or 4, as displayed in Table 1. We see that
the sequences of all possible ordinal patterns are different. This affects the information-content FIMmeasured, as evidenced
by its application to the dynamics of the logistic map and its variation with the parameter r .

2.2. Using the Fisher–Shannon information plane

The Fisher–Shannon information plane was introduced by Vignat and Bercher in Ref. [24]. These authors showed that
the simultaneous examination of both Shannon’s entropy and Fisher’s information is required to characterize the non-
stationary behavior of a complex signal. Also, Vignat and Bercher demonstrated that scaling and uncertainly properties,
together, highlight the fact that FIM and Shannon entropy are intrinsically linked (see Ref. [25] for explicit relationships), so
that the characterization of signals should be improved when considering their localization in the Fisher–Shannon plane.
Accordingly, it is plausible to expect that the Fisher–Shannon information plane may help to get insights concerning the
evaluation of PDFs based on Bandt and Pompe’s time-series procedure. The best sequence for ordinal-patterns’ generation
will be the one that, as a function of the dynamical system’s parameters, produces the best planar-separation between the
different dynamics regimes.

3. Logistic map application

The logistic map constitutes a paradigmatic example, often employed as a testing-ground in order to illustrate new
concepts in the treatment of dynamical systems. Thus, it is almost obligatory to test our BP ideas in such scenario. It is
well-known that the logistic map is a polynomial mapping of degree 2, F : xn → xn+1 [21], described by the ecologically
motivated, dissipative system described by the first order difference equation

xn+1 = r · xn · (1 − xn), (5)
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Table 1
Sequence-patterns for both Keller’s and Lehmer’s generating algorithms. The pattern lengths (embedding dimensions) are, respectively,
D = 2, 3, and 4.

D = 2 D = 3 D = 4

{i} Keller Lehmer {i} Keller Lehmer {i} Keller Lehmer

1 {01} {01} 1 {012} {012} 1 {0123} {0123}
2 {0132} {0132}
3 {0312} {0213}
4 {3012} {0231}

2 {021} {021} 5 {0213} {0312}
6 {0231} {0321}
7 {0321} {1023}
8 {3021} {1032}

3 {201} {102} 9 {2013} {1203}
10 {2031} {1230}
11 {2301} {1302}
12 {3201} {1320}

2 {10} {10} 4 {102} {120} 13 {1023} {2013}
14 {1032} {2031}
15 {1302} {2103}
16 {3102} {2130}

5 {120} {201} 17 {1203} {2301}
18 {1230} {2310}
19 {1320} {3012}
20 {3120} {3021}

6 {210} {210} 21 {2103} {3102}
22 {2130} {3120}
23 {2310} {3201}
24 {3210} {3210}

with 0 ≤ xn ≤ 1 and 0 ≤ r ≤ 4. We scrutinize the logistic map dynamics for the parameter range 3.8 ≤ r ≤ 3.87, which
includes a mixture of order and chaos (the corresponding bifurcation diagram is presented in Fig. 1(a)) [18,19].

A period-three attractor arises through a saddle–node bifurcation at r1 ∼= 3.82842 (tangent bifurcation) till r2 ∼= 3.8415
(flip bifurcation). The chaotic dynamics that prevails before reaching r1 is called Chaos 1. As r grows beyond r2, the period-
three solutions experience a new sequence of period-doubling bifurcations that ends in a totally chaotic dynamics at
r3 ∼= 3.84943. The chaotic attractor consists of three narrow disjoint segments with several periodic windows, referred
to as Chaos 2 with periodic window. At r4 ∼= 3.85681 (interior crisis) this chaotic attractor is again replaced by another one
designed as Chaos 3 which ‘‘lives’’ in a wider region that includes the three sectors of the previous attractor.

The FIM-behavior, evaluated with both Keller and Lehmer’s sequential order, in the parameter range 3.8 ≤ r ≤ 3.87, is
depicted in Fig. 1(b). Globally, one finds a good characterization of the different dynamics. Differences arise, though, in the
numerical values that emerge in the distinct chaotic zones. For r < r1 we see a smooth increasing behavior until r ∼ r1,
where one finds for either FKeller and FLehmer a smooth transition between Chaos 1 and period 3 regimes. For r2 ≤ r ≤ r3 a
period-doubling region occurs, where FKeller = FLehmer = 1. At the parameter range r3 ≤ r ≤ r4 another remarkable feature
emerges, a ‘‘band splitting’’ phenomenon. The iterates alternate between the three bands in periodic fashion. However, in
the interior of each band motion becomes chaotic. The behavior of both measure is similar. At r > r4 the Chaos 3-zone
arises and we encounter a clear difference between the results from the two ways of computing the information measures.
While Fkeller tends to reach values similar to those of Chaos 1, FLehmer descends to considerably lower values than those of
Chaos 1.

In Fig. 2, we display the plane FKeller × FLehmer for the parameter range 3.8 ≤ r ≤ 3.87 (the control parameter does not
explicitly appear in the graph, of course). The continuous line in the graph represents FKeller = FLehmer . We see that both
measures’ results coincide for the periodic regime and for the Chaos 2 with periodic window zone, as above. They do differ
in the remaining chaotic zones.

The Fisher–Shannon information plane [24], in which the Normalized Shannon entropy is used (H[P] = S[P]/Smax) is
depicted in Fig. 3. From this plot we see that, in the parameter range variation 3.8 ≤ r ≤ 3.87, the results based on the
Lehmer-sequential algorithm for the generation of ordinal patterns (D = 6 and T = 1) produce the better differentiation
(planar localization without overlapping) between the different dynamical behaviors associated to the values of r .

The Fisher–Shannon planar behavior-characterization based on Lehmer’s sequence (see Fig. 3(b)) reveals fine details
concerning the intermittency-regime in the chaotic zones named Chaos 1 and Chaos 3. A feature of the intermittency is
the convergent trajectory-clustering to the left of a tangent bifurcation, which gives rise to a period-3 window at r1. After
the interior crisis at r4 one detects least 8 divergent clusters of trajectories leading to a totally developed chaos. We thus
appreciate intermittency-differences in a chaotic dynamics that the planar representation recognizes via their respective
locations, signaling the existence of two dynamical regimes without overlapping, a perhaps surprising result.
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Fig. 1. Results for the logistic map, as a function of the parameter 3.8 ≤ r ≤ 3.87. (a) Bifurcation diagram (1r = 0.0006). (b) Fisher information measure
evaluated with the Keller and Lehmer pattern-sequence (1r = 1×10−5). In the logistic time series-generation we discard the first 105 iterations and then
N = 2 × 106 data time series are generated. In building up Bandt and Pompe’ PDF we consider D = 6 and T = 1. The vertical lines represent the different
dynamical windows described in the text.

4. Conclusions

We have conclusively shown that some ambiguity arises in trying to apply the Bandt–Pompe methodology to the
construction of local entropic quantifiers. This happens when these indicators are associated to time series generated by
a nonlinear dynamical systems. We have given explicit evidence of this fact with reference to Fisher’s information measure.
The order of the pertinent symbols turns out to be not uniquely predetermined.

We analyzed the results obtained when two usual algorithms for sequential, ordinal pattern-generation are employed.
In order to decide which one is the best, we advanced using the localization-behavior of the local quantifiers in the
Fisher–Shannon information plane. The best way of ordering our symbols should be that which produces the most clear
distinction between different nonlinear dynamic regimes. We illustrated this assertion with reference to the logistic map.
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Fig. 2. Fisher Keller–Fisher Lehmer plane for the logistic map. The parameter range is 3.8 ≤ r ≤ 3.87. For the Bandt and Pompe’s PDF we consider D = 6
and T = 1.

Appendix

We present here some technical details that may help understanding the text but can be omitted at a first reading of the
manuscript.

A.1. Dealing with symbolic sequences

Different symbolic sequences may be assigned to a given time series [26]. In this respect, an issue of some importance
is that of ascertaining whether the order in which the distinct time-series’ values emerge is taken into account or not. In
the first case one says that causal information has been taken into account [10,11]. This is not the case, obviously, for the
second instance above. If one merely assigns a symbol a of the finite alphabet A to each xt of the time series, the ensuing
symbolic sequence can be regarded as a non causal coarse grained description of the time series under consideration. The PDF
‘‘extracted’’ from the time-series will not have here any causal information. The usual histogram-technique corresponds to
this kind of assignment.

Causal informationmay be duly incorporated into the construction-process that yields P if one symbol of a finite alphabet
A is assigned instead to a (phase-space) trajectory’s portion, i.e., we assign ‘‘words’’ to each trajectory-portion. The Bandt and
Pompe (BP) methodology for extracting a PDF from a time series corresponds to the causal type of assignment and the
resulting probability distribution P constitutes thus a causal coarse grained description of the system (for methodological
details see below).

The advantage of the Bandt and Pompe approach lies in the fact that it solves the problem of finding time-series’
generating partitions. Thus one expect that for increasing patterns’ length (embedding dimension) the BP approach retains
all relevant essentials of the original continuous (in phase-space) dynamics.We consider that the Bandt and Pompe approach
for generating PDF’s is one of the simplest symbolization techniques which incorporates causality in the evaluation of the
PDF associated to a time series. Its use has been shown to yield a clear improvement on the quality of information theory-
based quantifiers (see i.e. Refs. [9,27–29] and reference therein).

A.2. The Bandt and Pompe approach to building up PDF

Which is the appropriate probability distribution function (PDF) that one is to associate to a given time-series? Bandt
and Pompe (BP) [1] answered this question by introducing a simple and robust symbolic method that takes notice of time
causality in dealing with a given system’s dynamics. The appropriate symbol sequence arises naturally from the time series.
No model-based assumptions are needed. ‘‘Partitions’’ are devised by comparing the order of neighboring relative values
rather than by apportioning amplitudes according to different levels.

Given a time series S(t) = {xt; t = 1, . . . ,M}, an embedding dimension D > 1 (D ∈ N), and an embedding delay
T (T ∈ N), the BP-pattern of order D generated by

s →

xs−(D−1)T , xs−(D−2)T , . . . , xs−T , xs


, (6)
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a

b

Fig. 3. Fisher–Shannon information plane in the parameter range 3.8 ≤ r ≤ 3.87. (a) Evaluating the Fisher information measure with Keller’s algorithm
for the generation of sequence ordinal patterns and (b) Lehmer’s algorithm.

is the one to be considered. To each time s BP assign a D-dimensional vector that results from the evaluation of the time
series at times s − (D − 1)T , . . . , s − T , s. Clearly, the higher the value of D, the more information about ‘‘the past’’ is
incorporated into the ensuing vectors. By the ordinal pattern of order D related to the time s, BP mean the permutation
π = (r0, r1, . . . , rD−1) of (0, 1, . . . ,D − 1) defined by

xs−rD−1T ≤ xs−rD−2T ≤ · · · ≤ xs−r1T ≤ xs−r0T . (7)

In this way, the vector defined by Eq. (6) is converted into a definite symbol π . So as to get a unique result BP consider that
ri < ri−1 if xs−riT = xs−ri−1T . This is justified if the values of xt have a continuous distribution so that equal values are very
unusual.

For all the D! possible orderings (permutations) πi when the embedding dimension is D, their associated relative
frequencies can be naturally computed according to the number of times this particular order sequence is found in the
time series, divided by the total number of sequences,

p(πi) =
♯{s|s ≤ M − (D − 1)T ; (s) has typeπi}

M − (D − 1)T
. (8)

In the last expression the symbol ♯ stands for ‘‘number’’. Thus, an ordinal pattern probability distribution P = {p(πi), i =

1, . . . ,D!} is obtained from the time series.
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Fig. 4. Illustration of the construction-principle for ordinal patterns of length D [30]. If D = 4, full circles and continuous lines represent the sequence
values x1 < x2 > x3 < x4 which lead to the pattern {0321}.

In Fig. 4, we illustrate the construction principle of the ordinal patterns of length D = 2, 3 and 4 [30]. Consider the values
sequence {x1, x2, x3, x4}. For D = 2, there are only two possible directions from x1 to x2, up and down. For D = 3, starting
from x2 (up) the third part of the pattern can be above x2, below x1 or between x1 and x2 as illustrated in the Fig. 4. We
can have similar situation starting from x2 (down). For D = 4, for each one of the 6 possible positions for x3 we will have
4 possible localizations for x4, leading in this way finally to the D! = 4! = 24 different ordinal patterns. In the diagram of
Fig. 4, with full circles and continuous line we represent the sequence values x1 < x2 > x3 < x4 which lead to the pattern
{0321}. A graphical representation of all possible patterns corresponding to D = 3, 4 and 5 can be found in Fig. 2 of Ref. [30].

A.3. Bandt–Pompe and time series

It is clear that this ordinal time-series’ analysis entails losing some details of the original time-series’ amplitude-
information. Nevertheless, a meaningful difficulty-reduction of the problem posed by the description of a given complex
system is indeed achieved by just referring to its intrinsic structure via BP. The symbolic representation of time-series
by recourse to a comparison of consecutive points (T = 1) or non consecutive (T > 1) points allows for an accurate
empirical reconstruction of the underlying phase-space, even in the presence of weak (observational and dynamical) noise
[1]. Furthermore, the ordinal-pattern’s associated PDF is invariant with respect to nonlinear monotonous transformations.
Accordingly, nonlinear drifts or scalings artificially introduced by a measurement device will not modify the quantifiers’
estimation, a nice property if one deals with experimental data (see Ref. [31]). These advantages make the BP approach
more convenient than conventional methods based on range partitioning. Additional advantages of the method reside in
(i) its simplicity (we need few parameters: the pattern length/embedding dimension D and the embedding delay T ) and
(ii) the extremely fast nature of the pertinent calculation-process. The BP methodology can be applied not only to time
series representative of low dimensional dynamical systems but also to any type of time series (regular, chaotic, noisy, or
reality based), with a very weak stationary assumption (that is, for k = D, the probability for xt < xt+k should not depend
on t [1]).

The BP-generated probability distribution P is obtained once we fix the embedding dimension D and the embedding
delay T . The former parameter plays an important role in the evaluation of the appropriate probability distribution, since
D determines the number of accessible states, given by D!. Moreover, it has been established that the length M of the time
series must satisfy the condition M ≫ D! in order to achieve a reliable statistics and proper distinction between stochastic
and deterministic dynamics [9]. With respect to the selection of the parameters, BP suggest in their cornerstone paper [1]
to work with 3 ≤ D ≤ 7 with a time lag T = 1. Nevertheless, other values of T might provide additional information.
Soriano et al. [32,33] and Zunino et al. [34] have recently showed that this parameter is strongly related, when it is relevant,
to the intrinsic time scales of the system under analysis. In the present work, D = 6 and T = 1 are used. Of course it is also
assumed that enough data are available for a correct embedding-time delay procedure (attractor-reconstruction).

A.4. Forbidden patterns

For deterministic one-dimensionalmaps, Amigó et al. [35–38] have conclusively demonstrated that not all possible ordinal
patterns (as defined using Bandt and Pompe’s methodology) can effectively materialize into orbits, which in a sense makes
these patterns ‘‘forbidden’’. We insist: this is an established fact, not a conjecture. The existence of these forbidden ordinal
patterns becomes indeed a persistent feature, a ‘‘new’’ dynamical property. For a fixed pattern-length (embedding dimension
D) the number of forbidden patterns of a time series (unobserved patterns) is independent of the series length M . Such
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independence does not characterize other properties of the series like proximity and correlation,whichdie outwith time [36,
38]. For example, in the time series generated by the logistic map with r = 4, if we consider patterns of length D = 3, the
pattern {2, 1, 0} is forbidden. That is, the pattern xk+2 < xk+1 < xk never appears [36]. Moreover, one can numerically
verify that the number of forbidden patterns of length D in the case of logistic map decreases as the parameter r of the
logistic increase, becomes maximal at r = 4 (see Fig. 4 in Ref. [29]). In consequence, the PDF of Bandt and Pompe’s will not
everywhere pi ≠ 0 since for the forbidden patterns we necessarily have pi = 0 (independently of the time series length
M). Thus, for such a PDF, its logistic map version makes Shannon’s entropy obey 0 < S[P] < Smax (see [9,29]) and FIM
0 < F [P] < Fmax.

Stochastic processes could also exhibit forbidden patterns [27,28]. However, in the case of either uncorrelated (white
noise) or certain correlated stochastic processes (noise with power low spectrum f −k with k ≥ 0, ordinal Brownian motion,
fractional Brownianmotion, and fractional Gaussian noise), it can be numerically shown that no forbidden patterns emerge.
In the case of time series generated by an unconstrained stochastic process (uncorrelated process) every ordinal pattern has
the same probability of appearance [35–38]. If the time series is long enough, all the ordinal patterns should eventually
appear. If the number of time-series’ observations is sufficiently large, the associated probability distribution function is the
uniform distribution, and the number of observed patterns should depend only on the length M of the time series under
study. Accordingly, in applying the Bandt and Pompe technique to an unconstrained stochastic process with enough data,
the PDF is pi = 1/N ≠ 0∀i and, one has S[P] = Smax and F [P] = 0.
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