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In this paper we review the current status of our efforts to model the Fe–Cr system, which is a model alloy
for high-Cr ferritic–martensitic steels, using large-scale atomistic methods. The core of such methods are
semi-empirical interatomic potentials. Here we discuss their performance with respect to the features
that are important for an accurate description of radiation effects in Fe–Cr alloys. We describe their most
recent improvements regarding macroscopic thermodynamic properties as well as microscopic point-
defect properties. Furthermore we describe a new type of large-scale atomistic kinetic Monte Carlo
(AKMC) approach driven by an artificial neural network (ANN) regression method to generate the local
migration barrier for a defect accounting for the local chemistry around it. The results of the thermal
annealing of the Fe–20Cr alloy modelled using this AKMC approach, parameterized by our newly devel-
oped potential, were found to be in very good agreement with experimental data. Furthermore the inter-
action of a 1/2 h1 1 1i screw dislocation with Cr precipitates as obtained from the AKMC simulations was
studied using the same potential. In summary, we critically discuss our current achievements, findings
and outline issues to be addressed in the near future development.

� 2010 Elsevier B.V. All rights reserved.
1. Introduction

The commonly proposed structural materials for advanced nu-
clear reactors such as fusion reactors, Gen IV fission reactors and
accelerator driven systems are high-Cr ferritic–martensitic steels
(�9–12 at.%Cr), possibly containing dispersed oxide particles
(oxide-dispersion-strengthened, or ODS, steels). This choice is sup-
ported by their superior radiation resistance as compared to
austenitic steels. Up to present, large international effort is devoted
to extend the understanding of radiation damage effects in such
steels by studying different phenomena in body centred cubic
(bcc) model materials (e.g. [1,2]).

In recent years, the computer based multi-scale modelling ap-
proach has established itself as a promising tool for developing
quantitative models to describe radiation effects in materials.
Computer experiments can help interpret experimental data by
separating the effects of the different physical processes causing
the changes occurring in materials under irradiation and so reveal
the fundamental physical mechanisms leading to a degradation of
the material’s properties. Computer models can also give access to
phenomena that are impossible to observe experimentally, but are
known to be at the origin of radiation damage (e.g. displacement
ll rights reserved.
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cascades, properties of point-defects and their clusters, core effects
on dislocations, etc.). However, these models cannot encompass
the whole chemical complexity of real materials and appropriate
reference model alloys must be selected for their application. A
large number of experimental observations support the fact that
chromium is the element that mainly determines the properties
of ferritic martensitic high-Cr steels. We thus take the Fe–Cr binary
model alloys as references for our modelling.

Amongst other irradiation induced and accelerated phenom-
ena, binary Fe–xCr alloys and high-Cr ferritic martensitic steels
undergo a–a0 phase separation if the Cr content, xCr, exceeds �9
at.% in the region of temperatures potentially important for tech-
nological applications (>600 K) [3–11]. The formation of finely-
dispersed, nanometric-size Cr-rich precipitates (a0 phase) in the
bulk (a phase) and at dislocations is long known to be the cause
of hardening and embrittlement of high-Cr ferritic martensitic
steels with xCr > 14% after thermal ageing (475 �C embrittlement
[3–7]), as well as, at even lower temperature and Cr content, un-
der irradiation, which is found to accelerate the phase separation
process [9–11], or possibly induce it [12–14]. Therefore, a quanti-
tative understanding of the kinetics of a–a0 decomposition and its
impact on mechanical property changes in Fe–Cr alloys must be
pursued.

In support of this endeavour, we present our latest develop-
ments regarding large-scale atomistic simulations in the Fe–Cr



168 D. Terentyev et al. / Journal of Nuclear Materials 409 (2011) 167–175
binary. As a starting point, we present here our improved inter-
atomic many-body potential for the Fe–Cr binary system (the full
details on fitting methodology will be presented in [15]). This po-
tential forms the core of the large-scale atomistic methods devel-
oped and applied as described in this paper. To simulate the
microstructural evolution in the Fe–Cr alloys we present our recent
developments regarding an innovative atomistic kinetic Monte
Carlo (AKMC) technique [16]. The latter uses an artificial neural
network (ANN) as a regression tool to predict the point-defect
migration barrier for a given local chemical environment. In the
case reported, the ANN is trained on a database of vacancy migra-
tion barriers consistently obtained with our interatomic potential.
As a first validation of the ANN driven AKMC code, we simulate
thermal annealing process in Fe–20at.%Cr at 773 K and compare
the results, i.e. precipitate morphology, average size and density
with available experiments done in a binary Fe–20 at.%Cr alloy.
Subsequently, we use the AKMC results to study with the same
interatomic potential, by molecular dynamics (MD) and static
(MS) simulations, the interaction of a 1/2 h1 1 1i screw dislocation
with Cr precipitates. We conclude the paper with a critical discus-
sion on the limitations of the applied methods and present an out-
look for our near future developments.
2. Background and methods

2.1. Role of Cr content in Fe–Cr alloys

The addition of chromium to iron influences significantly the re-
sponse of the alloy to irradiation. It has been shown that the swell-
ing in Fe–Cr is about one order of magnitude lower than in pure Fe
at the same dose [12,17,18]. A remarkable effect of Cr is also ob-
served in the shift of the ductile-to-brittle transition temperature
(DBTT) in irradiated high-Cr ferritic–martensitic steels. This shift
is found to reach a minimum around 9 at.%Cr [19], in a range of
irradiation temperatures from 300 to 410 �C and for doses from 7
to 36 dpa. This result is in fact the main reason for the selection
of Fe–9Cr as a basis for commercial reduced activation steels.

Even in the absence of irradiation, the Fe–Cr system exhibits a
number of peculiarities. Density functional theory (DFT) calcula-
tions on the Fe–Cr binary have shown that the mixing enthalpy
exhibits a change of sign [20–24], which is negative below a critical
concentration �10 at.%Cr and positive above it. A negative mixing
enthalpy indicates full solubility and a tendency to partial order-
ing, while a positive value indicates that Cr atoms cluster into a
separate Cr-rich phase (a0 phase). This is compatible with experi-
mental results showing an inversion of the sign of the short-range
order parameter from negative to positive, crossing zero at about
9–10 at.%Cr [25,26]. In turn, this behaviour is reflected in the Fe–
Cr equilibrium phase diagram [27,28], which was recently revised
[27,62] and consists of a meta-stable miscibility gap (when ignor-
ing the sigma phase) with large Cr solubility even at low tempera-
ture (�8 at.%Cr below 750 K).
2.2. Interatomic potentials

In the literature two interatomic potentials have been devel-
oped in an embedded atom method (EAM)-like formalism capable
of reproducing a complex behaviour of the mixing enthalpy as a
function of composition. These potentials are (i) a two-band model
(2BM) potential developed by Olsson et al. [29] (henceforth OLS)
and (ii) a concentration dependent model (CDM) potential devel-
oped by Caro et al. [30] (henceforth CAR). The 2BM is a modifica-
tion of the EAM, where a second embedding term is added to
account for a contribution of s-band electrons. The CDM, on the
other hand, keeps the EAM form but has a mixed pair interaction
that depends on both distance and local concentration. Although
formally different, both formalisms have been shown to be equally
capable of reproducing the required mixing enthalpy shape of the
Fe–Cr binary [31]. In addition, the OLS model (henceforth we refer
to the potential fitted to DFT data obtained using the projector aug-
mented wave approximation [29]) has proven to be an excellent
potential with respect to the description of the interaction between
Cr and point-defects in Fe (see [32,33] and references therein).

Both potentials, however, suffer from some important draw-
backs. A first shortcoming concerns the pure elements, which in
both cases are described by the same single-element potentials.
In particular, the pure Fe potential developed by Ackland et al.
[34] (henceforth A04) does not seem to provide stable glide of a
1/2 h1 1 1i screw dislocation in the {1 1 0} plane when subjected
to a load [35], in contrast to experimental findings [36,37]. The
pure Cr potential developed by Olsson et al. [29] (henceforth
O05), on the other hand, does not predict a compact core of a 1/2
h1 1 1i screw dislocation, in contrast with direct DFT calculations
[38] and atomic row method parameterized using DFT [39]. More
regarding the limitations of both potentials applied to simulate
dislocation movement can be found in Section 2.4.

Regarding the alloy, the OLS potential predicts stable interme-
tallic compounds at 50 at.%Cr and at the Cr-rich side (>90 at.%Cr),
which are experimentally not observed and contradict to DFT cal-
culations [40]. As a consequence of the latter, the mixing enthalpy
is negative above 90 at.%Cr, again contrary to DFT calculations [20–
24]. The CAR model, on the other hand, largely underestimates the
experimentally observed excess vibrational entropy [40]. As a re-
sult, the phase diagram obtained with that potential fails to de-
scribe full solubility below melting temperature, while
experimentally a full solubility is observed above 900 K. In addi-
tion, the interaction of Cr atoms with interstitial defects in a pure
Fe matrix (i.e. dilute Fe–Cr alloys) is poorly described by the CAR
potential, as are the vacancy migration barriers [33]. As described
in what follows, our new Fe–Cr potential corrects most drawbacks
and is therefore used in our AKMC and MD simulations to describe
thermal ageing and dislocation-precipitate interaction in Fe–Cr
binary alloys.

2.3. Atomistic kinetic Monte Carlo

In the framework of a rigid lattice AKMC method, the migration
of point-defects (a single vacancy in our case) is driven by a local
atomic environment (LAE)-dependent jump frequency
C ¼ v0 � expð�Em=kBTÞ. Here v0 is an attempt frequency (usually
taken constant, for example, the Debye frequency of the host crys-
tal), kB is Boltzmann’s constant, T is the absolute temperature and
Em is the LAE-dependent point-defect migration barrier. In this
scheme, each defect jump corresponds to one MC step. The jump
to be performed is chosen based on its probability, evaluated in
terms of the corresponding jump frequency C. The time between
two jumps is calculated according to the mean residence time
algorithm, i.e. for a bcc lattice, by taking the inverse of the sum
of the eight (only 1st nearest neighbour jumps are considered) pos-
sible jump frequencies. Thus, for a single MC step, Em must be esti-
mated eight times, if only one vacancy is present in the system.
Accurate methods to estimate Em, such as the drag method [41]
or nudged elastic band (NEB) method [42] are time consuming
and can not be effectively used in long-term AKMC simulations
which typically cover >105 MC steps. Therefore a computationally
efficient regression method capable of accurately reproducing the
LAE-dependent vacancy migration barriers is necessary for any
long-term large-scale AKMC simulations.

In the literature, heuristic methods are generally used to esti-
mate the energy barriers. Broken bond methods are frequently
used, see e.g. [43]. Other methods make use of the Kang–Weinberg



D. Terentyev et al. / Journal of Nuclear Materials 409 (2011) 167–175 169
decomposition [44] to correlate the energy barrier with the total
energy difference of the equilibrium state before and after the de-
fect jump, considering the excess energy, that is used to define the
barrier, as a constant. All of these methods, even when parameter-
ized on ab initio reference data, lack accuracy to estimate the
migration barriers for a variety of local chemical arrangements.
In addition, these methods cannot account for lattice distortion ef-
fects, due for example to over- or under-sized solutes surrounding
the migrating defect [45,46]. On the contrary, once trained the ANN
regression scheme can predict local migration barriers with an
accuracy of the same order as the NEB method, thereby fully
accounting for chemical and relaxation effects (at 0 K), at a fraction
of the computation time required by a full NEB calculation, i.e. with
a speeding factor of 106.

Briefly, the ANN regression scheme takes as an input the LAE
around the migrating defect and provides its migration barrier as
output. The ANN regression scheme is trained once using an
extended dataset of migration barriers for a defect (about 105

entries), calculated with the NEB method for a variety of LAEs.
The generation of such a dataset is the time consuming step and
can be obtained by applying interatomic potentials or ab initio
techniques. Typically �40% of the database is used to train the
ANN, while �60% is used to validate its predictive capability. A de-
tailed description of the method and its successful application to
vacancy diffusion in various alloys can be found in [16,46–48]. To
conclude, we note that this method inherently includes 0 K relax-
ation effects which are thus indirectly taken into account in the
AKMC approach we use, whereas the efficiency of a rigid lattice
simulation is maintained.

2.4. Movement and interaction of a 1/2 h1 1 1i screw dislocation with
precipitates in bcc Iron

In bcc metals and alloys there is a strong difference in Peierls
stress between the screw and edge dislocations. The former has
the Peierls stress which is about two orders of magnitude higher
than the latter. Thus, the mobility of 1/2 h1 1 1i screw dislocations
controls the slip and hence plasticity in bcc materials, at least below
room temperature (see e.g. [49]). EAM potentials have been exten-
sively used in the past to characterize properties of both edge and
screw dislocations in bcc materials, in particular Fe (see [50] for a re-
view). In general, EAM potentials were found to predict a degenerate
symmetry-broken threefold core structure for a 1/2 h1 1 1i screw
dislocation in bcc Fe [51,52] and Cr [50]. This result is, however, in
contrast with data obtained using DFT, which suggests that all
DFT-studied bcc metals of group VB and VIB exhibit an isotropic
non-degenerate core structure [53–56]. A reliable prediction of the
core structure is believed to be important for the adequate descrip-
tion of the Peierls barrier and a stable glide in a specific {1 1 0} plane.
As discussed in [57], a 1/2 h1 1 1i screw dislocation can keep its ori-
ginal ð1 �10Þ glide plane if kink pairs are systematically nucleated in
this plane, or if they nucleate in all three {1 1 0} planes of the
[1 1 1] zone such that, on average, the dislocation glides on the
(1 1 0) plane. The nucleation of kinks in the ð1 �10Þ plane in turn is
only compatible with a non-degenerate core that retains the same
configuration after each atomic move and can systematically emit
kink pairs in the same plane. Recent refits of Ackland’s potential
for bcc Fe [34,58], have shown that the standard EAM formalism is
good enough to reproduce a non-degenerate structure [59]. None-
theless, as mentioned in Section 2.2, the potential from [58] predicts
a stable glide of a 1/2 h1 1 1i screw dislocation in the (1 1 0) plane at
finite temperature [57], while with the A04 potential the dislocation
sometimes produces cross-slip events [35].

O05 Our potential for Cr, on the other hand, predicts a degenerate
core structure [60]. Hence, one may expect that isotropic-to-degen-
erate core transformation may occur once the dislocation enters the
precipitate. This was studied in [60] and it was shown that such a
transformation indeed exists and yields in an additional increase
of the interaction energy (i.e. increase of the repulsive interaction be-
tween the dislocation and precipitate). Since DFT data suggest a
compact core structure for pure Cr [38,39], it is important to clarify
the role of the core structure in the interaction mechanism. We thus
perform comparative static and dynamic calculations using OLS and
the newly refitted potential (which predicts isotropic core structure
in pure Cr) to study the interaction of a 1/2 h1 1 1i screw dislocation
with Cr precipitates in bcc Fe matrix.
3. Development of interatomic potential

In this section we compare the performance of the different
potentials surveying the properties of direct interest to simulate
thermal annealing and 1/2 h1 1 1i screw dislocation-precipitate
interactions. For the former, a good reproduction of the experimen-
tal phase stability and local vacancy migration barriers are essential,
while for the latter, a correct reproduction of the dislocation core
structure and stable glide in a {1 1 0} plane are important. We men-
tion, however, that our potential was fitted to many other properties
that are summarized in Table 1, but not discussed in this paper (see
[15] for a complete discussion). In this table we indicate how well
properties calculated with the potentials compare to DFT and exper-
imental data. We managed to develop a potential that corrects most
of the important shortcomings mentioned in Sections 2.2.

The phase diagrams based on the three potentials (OLS, CAR and
developed here) are plotted in Fig. 1. In all cases vibrational and
configurational entropy were accounted for in a direct or indirect
way (see [40,61] for details). In the same figure, a re-parameteriza-
tion of the Calphad miscibility gap [62], based on [27,28] is added.
When focussed on the Fe-rich side, we observe large Cr solubility
at low temperature, due to the negative heat of mixing. As shown
in the figure, this behaviour is well reproduced by all potentials. At
about 750 K the Fe-rich solubility limit increases until full solubil-
ity is observed above �900 K. The curve resulting from the OLS
potential follows this trend at best, where full solubility is ob-
served above �1000 K, closely followed by the one from our poten-
tial. In the case of the CAR potential, on the other hand, no full
solubility is observed below melting temperature. On the Cr-rich
side, little Fe solubility is observed at low temperature, which is
well reproduced by both our and the CAR potential. In contrast,
the OLS potential predicts high Fe-solubility as an unphysical arte-
fact of the negative heat of mixing at the Cr-rich side (see Sec-
tion 2.2). Thus, from the viewpoint of phase stability, our
potential seems the best choice.

In Fig. 2 we compare vacancy migration barriers for different
LAEs calculated by the three potentials with DFT data [48]. The
LAE configurations correspond to different Cr occupancies at first
nearest neighbour positions around the migration saddle point in
the bcc Fe matrix. This comparison shows that neither of the
potentials provides a one-to-one agreement with the DFT values.
However, the OLS and our potentials are clearly closer to the DFT
data, especially for low migration energy values, i.e. relevant for
the most frequent transitions. Globally, both our potential and
OLS, with mean errors from the DFT values of 10% and 11%, respec-
tively, perform better than the CAR potential, whose mean error is
23%. Based on the description of phase stability and vacancy migra-
tion barriers, our potential seems to be the most appropriate choice
to simulate thermal annealing.

In Fig. 3, the differential displacement maps [63] for the 1/2
h1 1 1i screw dislocation core in Cr obtained using static relax-
ations with our potential and O05 potential are compared. The
latter shows a threefold symmetry, while the core is compact
according to the here developed potential, so, as predicted by



Table 1
Schematic summary of the performance of the different central-force interatomic potentials developed for Fe–Cr system.

Potential Thermodynamics Point-defects

Disordered alloy Intermetallic compounds Vibrational entropy Substitutional Interstitial Vacancy Dislocations

This work Consistent Consistent Underestimated Consistent Consistent Consistent Consistent
OLS Inconsistent Inconsistent Overestimated Consistent Consistent Consistent Inconsistent
CDM Consistent Consistent Inconsistent Consistent Inconsistent Inconsistent Inconsistent
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Fig. 1. Comparison of the phase diagrams resulting from the different potentials
with the Calphad data. The curves for the OLS, CAR and Calphad models were taken
from [40,62,63,27], respectively.
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Fig. 2. Comparison of vacancy migration barriers in the Fe-matrix for different local
Cr configurations between the different potentials and DFT [48]. Fig. 3. Core of a 1/2 h1 1 1i screw dislocation obtained using our newly developed

potential (a) and O05 potential (b). The h1 1 1i direction is normal to the paper,
atoms are shown in h1 1 1i projection distributed in three different layers (indicated
by the circles with different contrast) separated by the distance a/6 h1 1 1i. The
screw component of differential displacement is depicted as an arrow, with length
proportional to the magnitude of displacement, positioned between relevant pair of
atoms.
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DFT [38]. As mentioned in Section 2.4, a correct reproduction of the
dislocation core structure is a priori important to obtaine adequate
results from dynamic simulations. Recalling that the potential from
Ref. [58] provides a stable glide in a (1 1 0) and A04 not necessarily
(see Sections 2.2 and 2.4), we believe that our newly fitted Fe–Cr
potential suits better to simulate the interaction of a 1/2 h1 1 1i
screw dislocation with Cr precipitates.
4. Development of atomistic kinetic Monte Carlo

Prior to presenting the results of our simulations of thermal
annealing, we discuss the reliability of the ANN regression scheme
obtained. In Fig. 4 the barriers calculated with NEB using our po-
tential are compared to the ANN predicted values. With an average
error of 3.8% and correlation factor of 0.99, we can conclude that
using the ANN to estimate the vacancy migration energy in the
AKMC cycle is equivalent to doing NEB calculations on the fly. To
give an idea about the performance of heuristic methods such as
the Kang–Weinberg decomposition [44], we show the data ob-
tained with the newly developed potential. The average error
was estimated to be 27% and the correlation factor is less then
0.1. Therefore we believe that, at present, the ANN regression pro-
vides the best compromise between accuracy and computational
speed, at least in the case of vacancy migration in concentrated
Fe–Cr alloys.
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The thermal annealing of an Fe–20%Cr alloy at 773 K was simu-
lated in a cubic box containing 0.128 M atoms with an initial ran-
dom distribution of Cr atoms. The evolution of the system leading
to the atomic redistribution was driven by a single vacancy. The
thermal annealing process was simulated until the coarsening re-
gime was reached, for the reasons discussed below. During the
AKMC simulation, the formed precipitates were characterized in
terms of average size and density, using a numerical treatment
presented in [64,33]. For an adequate comparison of the obtained
size and density evolution with experiments, AKMC time (tMC)
was renormalized to account for the discrepancy in the vacancy
concentration in the modelled crystal (CMC

V = 1/128,000) and in
the real specimen during annealing (Creal

V ) [65]. Following Refs.
[66,33] we rescaled the tMC so as to fit the first experimental data
point for the average precipitate size.

The average precipitate diameter and density are presented in
Fig. 5 as a function of annealing time, together with experimental
data obtained by small angle neutron spectroscopy (SANS) [8] and
atom probe (AP) [67]. From our simulations, we could identify the
different stages of the precipitation process, namely, nucleation,
growth and coarsening.

Reasonably good quantitative agreement with experiments is
obtained for both presented curves, given that only the average
precipitate diameter was fitted using the first data point from
Ref. [8]. It thus seems that our potential in combination with the
ANN driven AKMC technique forms an excellent tool to study the
early stages of a–a0 phase separation under thermal annealing
conditions. The last stage, i.e. the coarsening process proceeds very
slowly and can not be efficiently studied with the present tools, as
discussed in Section 6.
5. Modelling of dislocation – precipitate interaction

In this section we describe the results of atomistic simulations
performed to study the mechanisms of interaction of a 1/2
h1 1 1i screw dislocation with Cr precipitates in the bcc Fe matrix.
Although in the case of a–a0 phase separation Cr precipitates are
present in a concentrated solid-solution, we consider a pure Fe ma-
trix and Cr precipitates extracted from the AKMC simulations (see
Section 4), because these simulations provide exclusive informa-
tion about effects related to the Cr precipitate alone, avoiding pos-
sible background ‘noise’ due to Cr in solid-solution. Even though
the latter can be important, their statistical treatment is time con-
suming and not straightforward. The comparative study using both
two-band model potentials (OLS and ours) is divided into two
parts. Firstly, we perform static simulations to investigate the
effects of Cr precipitates on the dislocation core structure and esti-
mate the interaction energy between the dislocation and precipi-
tate as a function of distance and precipitate size. In these
simulations we considered precipitates with diameters ranging
from 1 to 5 nm, following the results obtained from the AKMC sim-
ulations (see Section 4). Secondly, we performed dynamic simula-
tions to model the interaction of the dislocation with a 2 nm Cr
precipitate at T = 300 and 600 K. The interaction mechanism and
related stress–strain curves are then analyzed and compared.
5.1. Static simulations

For our simulations we used a bcc simulation box of
20 � 12 � 28 nm3 with principal axes oriented along the ½�1 �12�,
½1 �10� and [1 1 1] directions. Periodic boundary conditions were
only applied in the [1 1 1] direction and following [59] a straight
screw dislocation with left-handed thread and Burgers vector
b = 1/2 [1 1 1] was created in this direction, as schematically
shown in Fig. 6. Following this, a Cr precipitate was inserted at a
defined distance from the dislocation line with centre in the
ð1 �10Þ glide plane. Several such configurations were then relaxed
for different precipitate-dislocation distances and precipitate sizes
(diameter 2, 3, 4 and 5 nm) and their interaction energy EI was esti-
mated (positive values indicating repulsive interaction). For more
details the reader is referred to similar calculations performed in
[52,60].

The results of these calculations are presented in Fig. 7 for the
OLS (figure a) and our potential (figure b), respectively. From the
figure we observe that the dislocation interacts repulsively with
the precipitate, as is expressed by the increase of the interaction



Fig. 6. Geometry of the interactions considered. The sketch illustrates the position of the precipitate before interaction with the left-handed screw dislocation line. The glide
plane of the screw dislocation is ð1 �10Þ and it moves in the ½11 �2� direction under the applied shear stress s.
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energy that reaches a maximum in the precipitate centre. For the
OLS potential the maximum of EI is, however, about twice as high
as for our potential. Another important observation, seen with both
potentials, is that the largest gradient of EI (i.e. the maximum force)
occurs at �70% of the precipitate radius. Note that for the OLS
potential this value is consistently 30–40% higher than for our
potential. An in-depth analysis of the interaction energy and con-
tributions originating from different sources (chemical energy,
shear modulus misfit, core energy misfit) is given in [60]. Here
we only mention that the contribution from the modulus misfit
was found to be the highest among the others in the case of the
OLS potential. In the same work it was also shown that the core en-
ergy misfit, which can be explicitly accounted for with the aid of
atomistic simulations in the shear modulus misfit model, is not
negligible. This in turn shows the importance of the compact-to-
degenerate core transformation at the moment when the disloca-
tion enters the Cr precipitate. In the simulations with our potential,
no such transformation was observed. At the same time, the shear
moduli estimated by shearing (h1 1 1i{1 1 0} loading mode) pure Cr
crystals, were calculated to be 130 and 89 GPa for the OLS and our
potential. The combined effects explain the higher values for EI ob-
tained with the OLS potential.

To summarize, according to our static results, the maximum
force needed to shear a Cr precipitate at its centre is about 40%
smaller with our potential than according to the OLS model. In
what follows we present the results of dynamic simulations.
5.2. Dynamic simulations

For dynamic simulations, the model crystal was divided along
the [1 1 1] direction into three blocks of atoms. Those in the central
region were free to move in the MD cycle, whereas those in the
upper and lower blocks were held rigidly in their original position
with respect to their neighbours in the same block. The size of the
inner region was 21 � 7.5 � 20 nm3. External action to induce the
dislocation to glide was applied by simultaneous displacement of
the upper and lower blocks in the [1 1 1] direction to produce
the shear strain exz. This procedure results in a force per unit length
F = sb in the ½11 �2� direction for glide of the left-handed screw dis-
location on the ð1 �10Þ plane (see Fig. 6). The induced shear stress s
was calculated from the external force exerted on the blocks by the
atoms in the central region. Strain was applied at a constant rate
_e = 3.43 � 107 s�1 to boxes previously equilibrated at the tempera-
ture, T = 300 or 600 K. The steady state velocity, vD, of an isolated
dislocation at this strain rate was estimated from the Orowan rela-
tion (e.g. [68]) _e = qDbvD between strain rate and dislocation
density qD (=6.5 � 1015 m�2) to be 21 ms�1. To visualize the inter-
action mechanisms in detail, we have identified the dislocation
core using an analysis described in [69]. From our simulations
we observed that the motion of the dislocation proceeds via the
nucleation of kink pairs and their propagation along the dislocation
line. In MD simulations, in the specified range of temperature and
strain rate here applied, the velocity of the dislocation is controlled
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by the rate of nucleation of stable kink pairs, which is a probabilis-
tic event. Hence, a typical stress–strain curve, such as the one
shown in Fig. 8a, consists of a set of irregular saw-like peaks, whose
height and interspacing fluctuate. To see the relation between the
stress state and dislocation movement we displayed its evolution
in a (1 1 1) plane. The evolution along the ½�1 �12� direction gives
information about advance of the dislocation core in the ð1 �10Þ
glide plane, while the evolution along the ½1 �10� direction deter-
mines the cross-slip movement. Such a typical loading diagram is
also shown in Fig. 8a for the dislocation moving in pure Fe at 300 K.

The loading diagrams shown in Fig. 8b and c correspond to a
dislocation interacting with a 2 nm precipitate at T = 300 K, simu-
lated using both the OLS and our potentials, respectively. The inter-
action process is described as follows. The dislocation moves
towards the precipitate under constantly increasing stress. As soon
as the dislocation reaches the precipitate matrix interface it starts
to curve around the precipitate. This behaviour was observed with
both potentials. From this point onwards, however, the interaction
mechanism differs. In the simulations with the OLS potential, the
dislocation cross slips downwards in the inclined {1 1 0} plane
across the precipitate surface, as can be seen from the core evolu-
tion along the ½1 �10� direction in Fig. 8b. The dislocation line moves
under the precipitate and gets pinned at its bottom. When the re-
solved stress reaches 550 MPa, the dislocation cross-slips up (again
over the precipitate surface) and detaches, leaving the precipitate
unsheared. The cross-slip events were clearly seen to be related
with the emission of kink pairs at the precipitate matrix interface
where the compact-to-degenerate core transformation takes place.
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Fig. 8. Stress–strain loading diagrams: (a) screw dislocation in pure Fe and T = 300 K,
precipitate at T = 600 K, modelled using the OLS potential; (c) screw dislocation inter
potential. The evolution of position of the dislocation core on the [1 1 1] plane is also sh
In simulations with our potential, the dislocation enters the
precipitate at a stress of about 360 MPa and after a few successive
jumps gets blocked again inside the precipitate. This occurs due to
the excess of the friction stress for the screw dislocation inside
the Cr precipitate. Indeed, the difference in the Peierls stresses
in Fe and Cr computed from static simulations, is �550 MPa for
both potentials. After applying a substantial load (of 1.2%) result-
ing in the resolved shear stress equal to 370 MPa, the dislocation
leaves the sheared precipitate. As can be seen from Fig. 8c, two
single cross-slip events occurred during the interaction process
while the dislocation was shearing the precipitate. Firstly the dis-
location core was shifted up and then moved down, back to the
original glide plane. Similar difference in the interaction mecha-
nisms modelled with both potentials was found in simulations
at 600 K.

As was shown, the interaction mechanisms seen in dynamic
simulations differ significantly for the two potentials. Both poten-
tials predict similar difference for the Peierls stress of a 1/2 h1 1 1i
screw dislocation in Fe and Cr, but different core structures. It
therefore seems that the latter feature determines the cross-slip
around the precipitate, observed with the OLS potential. From
the view point of the dislocation core structure, the results
obtained with our potential are considered to be more realistic.
However, a sensitivity of the two observed mechanisms to ambient
temperature, precipitate size, dislocation length and applied strain
rate is still to be studied, as well as features of the potential that
govern the cross-slip of the dislocation around the precipitate. This
will be addressed in our future work.
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174 D. Terentyev et al. / Journal of Nuclear Materials 409 (2011) 167–175
6. Concluding remarks and summary

Prior to summarizing the presented results and drawing conclu-
sions, we critically discuss our achievements and outline our cur-
rent and near future developments. The first and probably most
essential point of this discussion is the application of central force
type many-body potentials to describe ferromagnetic metals and
alloys. Clearly, such a formalism cannot describe magnetic interac-
tions and their response to temperature, especially related to mag-
netic entropy, for example the ferromagnetic-to-paramagnetic
transformation in pure iron at the Curie temperature. However,
central force type potentials can satisfactorily describe DFT data
at 0 K in the ferromagnetic phase and can account correctly for
vibrational entropy effects at finite temperature. The reliability of
central force type potentials applied to describe defect properties
of the complex Fe–Cr system has proven to be reasonably accurate,
as shown in [32,70]. The application of more involved formalisms,
such as spin lattice dynamics [71], to correctly account for mag-
netic interactions is highly desirable, but has not yet reached suffi-
cient level of maturity for routine and widespread use, such as for
classical molecular dynamics. It must be noted, in addition, that
advanced techniques come at the price of computational efficiency
and therefore more approximate methods as central force type
potentials remain useful for large-scale atomistic simulations.

The ANN regression method applied here was trained to predict
vacancy migration energies, thereby relying on the trustworthiness
of our potential. Since the ANN regression performs with an accu-
racy comparable to the NEB method itself, the limiting factor is the
accuracy of the potential. The issue of training the ANN using di-
rectly a DFT dataset is the limited number of configurations that
can be obtained in a reasonable amount of time. Experience gained
using central-force interatomic potentials shows that the optimal
regression is obtained for vast databases, containing about 105

configurations. Currently efforts are taken to prepare an extended
DFT dataset for vacancy migration barriers, and at the same time to
optimise the ANN regression training, so as to use as small data-
base as possible.

Another disadvantage of any rigid lattice Monte Carlo technique
is the natural absence of any possible structural transformation
and the ignorance of the vibrational entropy (besides the magnetic
one, due to the limitations of the potential formalism). Considering
the problem of a–a0 phase separation in Fe–Cr alloys (with content
less than 20%Cr), however, the formation of non-coherent phases
can be excluded. The vibrational entropy, on the other hand, may
play important role in finding the equilibrium state. Nonetheless,
for the kinetic problem, the vibrational entropy term is of the sec-
ond priority, as it only modifies the prefactor in the attempt fre-
quency and is less sensitive to changes of temperature than the
exponential part of the expression for the jump frequency.

In the simulated thermal annealing experiment we have only
accounted for mass transport by vacancy diffusion, as the vacancy
concentration is several orders of magnitudes larger than intersti-
tial concentrations under these conditions. Under irradiation,
however, mass transport assisted by interstitials can become
important, and may even lead to non-equilibrium precipitation
on sinks. Currently, we are developing an ANN regression scheme
and AKMC technique to account for both vacancy and interstitial
diffusion to be able to describe the microstructural evolution of
Fe–Cr under irradiation conditions.

Finally, even though our ANN driven AKMC code essentially im-
proves accuracy without loss of computational speed, the problem
of time and length scale for the coarsening process remains un-
solved. Indeed, statistically reliable modelling of coarsening, which
is characterized by large precipitates and low densities, requires
the usage of extremely large simulation crystals and therefore nar-
rows possible simulation time. So far, no fully established solution
to this problem exists, except resorting to parallelisation tech-
niques [72] which, however, have not yet been applied to treat
complex problems.

To summarize, we have applied and combined different atomic-
scale simulation techniques to study a–a0 phase separation in the
Fe–20Cr alloy. Firstly, we presented our newly developed Fe–Cr po-
tential. Compared to existing ones, the potential we developed is
improved with respect to a correct description of the core structure
of a 1/2 h1 1 1i screw dislocation in Cr, a good description of the va-
cancy migration barriers and a phase diagram in a good agreement
with the experimental one, obtained for ferromagnetic Fe–Cr al-
loys. The developed potential was applied to model thermal
annealing of Fe–20Cr using the ANN driven AKMC technique. The
obtained time evolution for average precipitate size and density
was found to be in a good agreement with experiments. The pre-
cipitate configurations obtained were subsequently used to study
the interaction of a 1/2 h1 1 1i screw dislocation with Cr precipi-
tates using both originally and improved two-band model poten-
tials. Preliminary results, whose thorough analysis will follow,
already revealed an essential difference in the interaction energy
and mechanisms between the two potentials. In the case of the
OLS potential, the dislocation was found to cross-slip under a
2 nm precipitate, thus avoiding its shearing. In simulations with
our new potential the dislocation kept gliding in a {1 1 0} plane
and sheared the precipitate.
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