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A vertical Hele-Shaw cell was used to study the influence of temperature on Rayleigh-Taylor

instabilities on reaction-diffusion fronts. The propagation of the chemical front can thus be

observed, and experimental results can be obtained via image treatment. A chemical front

produced by the coupling between molecular diffusion and the auto-catalysis of the chlorite-

tetrathionate reaction, descends through the cell, consuming the reactants below while the product

is formed above. Buoyancy-driven instabilities are formed due to the density difference between

reactants and products, and the front takes a fingering pattern, whose growth rate has temperature

dependence. In this study, the effect of temperature on the linear regime of the instability (that is,

when the effects of such instability start to appear) was analyzed. To measure the instability,

Fourier transform analysis is performed, in order to obtain the different wave numbers and their

power as a function of time. Thus, the growth rate for each wave number and the most unstable

wave number is obtained for each of the temperatures under study. Based on repeated experiments,

a decrease in the growth rate for the most unstable wave number can be observed with the increase

of temperature. VC 2012 American Institute of Physics. [http://dx.doi.org/10.1063/1.4753924]

The aim of this work is to study the dynamic evolution of

interfaces in chemical systems. These studies of instability

development at reaction fronts were done experimentally

in order to understand the underlying physicochemical

phenomena. Fingering processes at the interface are quite

common in areas as diverse as oil recovery, reservoir en-

gineering, combustion, etc. The dynamics of the processes

are complex, e.g., temperature changes and heat losses in

exothermic reactions could have important effects. Due

to their influence on physical and chemical processes, it is

important to analyze how the fingering instability could

be affected by different factors like the temperature of

the medium. From the broad spectrum of fingering insta-

bilities, we have focused on buoyancy-driven instabilities

at the interface of two miscible fluids with chemical reac-

tion. The analyzed system is a traveling front formed by

an exothermic autocatalytic chemical reaction coupled to

diffusion. As the denser solution is put on top of the one

with smaller density, the interface remains unstable. The

chemical reaction triggers a deformation at the interface

modifying the fingering pattern. From the experimental

point of view, the phenomena were analyzed in Hele

Shaw cells. Laboratory experiments were designed and

performed in order to observe instabilities produced by

chemical reactions at different temperatures. Visualiza-

tion techniques previously developed to observe reaction

fronts and instabilities were used.

I. INTRODUCTION

The buoyancy-driven Rayleigh-Taylor instability takes

place when a denser fluid lies on top of a lighter one in the

gravitational field.1,2 Such a situation can be found when a

chemical front separates a solution with larger density from

another one. The initially flat front which results from the

coupling between the chemical kinetic and the molecular dif-

fusion3,4 loses stability due to the buoyancy effects and then

develops a fingering pattern.5

Our aim will be to analyse how the linear stability in

Rayleigh-Taylor instability of reaction-diffusion front into

porous media is modified by the temperature. This research

is motivated by the interest of understanding and controlling

the chemohydrodynamical instabilities, based on the impor-

tance of this knowledge in industry and the environmental

sciences. We will use in our study the chlorite-tetrathionate

(CT) acid reaction as a model system.6,7 The stoichiometry

of the CT redox reaction becomes

7ClO2
� þ 2S4O6

2� þ 6H2O ! 7Cl� þ 8SO4
2� þ 12Hþ:

When the reaction front propagates downwards, Rayleigh-

Taylor type instability takes place due to the fact that the den-

sity of the upper product solution is larger than that of

the reactant solution. Previous experimental and numerical

works have shown that this instability can be controlled if we

modify certain parameters such as: permeability of the

medium where the reaction develops, external force fields

(gravitational, electrical), compositions of reactants, etc.8–11

The works were carried out in a Hell Shaw cell,12 which con-

sists of a thin layer of solution placed between two parallel flat

plates with a small thickness of separation. The system

behaves two-dimensionally, allowing a model of potential

flow in the dynamics of fluids.20 The kinetic constant of the

reaction is another parameter that must be considered in these

systems. This constant can be modified by controlling the tem-

perature of the environment in which the system under study is
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immersed. Varying the temperature of the reactor when ana-

lyzing the dynamics of an exothermic autocatalytic chemical

reaction (CT reaction), could allow control over the develop-

ment of the instabilities produced by the density difference. In

the work done by Casado et al., the effect of the temperature

on these systems for the non linear regime was shown.13

There are a great number of theoretical works dealing

with hydrodynamics of reacting interfaces,11,14–30 there is a

need for experimental studies to provide data comparable with

those of the simulation. In our study, we analyse the instability

development for short times (linear systems) by measuring the

most unstable wave number at different temperatures (8.4 �C
to 34.9 �C) for the acid CT reaction. The most unstable wave

number is defined as the wave number for which the growth

rate rk is maximum. In previous works, it has been shown that

the most unstable wave number depends not only on the dif-

ference of density between products and reactants but also on

the velocity and thickness of the chemical front.18–20,31

The chlorite oxidation of tetrathionate is an acid-

catalyzed reaction (product) in a slight excess of chlorite.

This chemical reaction is exothermic with an enthalpy of

reaction DH¼ (�3960 6 50) kJ/mol.15 The density of the

product solution (q2) is larger than the density of the reactant

solution (q1); hence the downward travelling front is buoy-

antly unstable and density fingers develop over time.

We introduce the Damk€ohler number (Da) as the ratio

between the characteristic hydrodynamic time and the char-

acteristic chemistry reaction time. This is expressed as:

Da¼ sh/sc. We introduce U as the characteristic speed term

that appears from the viscosity and buoyant force balance as

U¼ (DqgK)/�, where Dq¼ (q2 – q1)/q0 ratio between the

density differences relative to that of pure water and �¼ l/q0

is the kinematic viscosity. We define the hydrodynamic time

scale as: sh¼Da/U
2 and characteristic chemical time as:

sc¼ 1/qa0
3, where Da is the diffusion coefficient of species,

a0 is the initial concentration of tetrathionate ion

(a0¼ [S4O6
2�]0) and q is the reaction rate constant. With

these expressions we arrive to Da¼Da�
2qa0

3/(DqgK)2,

using K¼ a2/12 (a is the Hele Shaw cell gap), the Da is equal

to 144Da�
2qa0

2/(Dqga2)2. Unfortunately, there is an uncer-

tainty on the kinetic constant values of q and the diffusion

coefficient Da as mentioned in Ref. 13, therefore there is an

uncertainty in the Da, limiting its use, but we can do a quali-

tative analysis of its dependence with the temperature by

means of the parameters q, �, and q.

The outlines of the article are the following: in Sec. II,

we give a description of the system used in our experiments.

The experimental results for different temperatures are

shown in Sec. III. In this section, we show the dispersion

relation for a particular case of temperature, the most impor-

tant wave number and the maximum growth rate as functions

of temperature, which are directly related to the kinetic con-

stant of the reaction. In Sec. IV, we discuss the obtained

results and conclusions are shown in Sec. V.

II. EXPERIMENTAL SETUP

We built a device consisting of a Hele-Shaw cell made of

two Plexiglas plates of 20 cm� 20 cm� 1 cm each (Fig. 1).

The cell is placed into a thermal bath at a constant tem-

perature. We employed a Cole Parmer refrigerator model

Polystat, and the temperature was measured with a Fluke II

K-52 thermometer and a type-K thermocouple located inside

the thermal bath.

The system is vertically oriented, with the gravity field

along the y axis (Fig. 1). The initial solutions were prepared

using analytical grade chemicals of the highest purity (Sigma,

Aldrich, Reanal) and ultra pure water (Alpha Q). Bromophenol

Blue was used as a pH indicator, which imparts a blue color to

the alkaline solution (reactants) and a yellow color to the acid

solution (product). The composition of the reactant solution is

[NaClO2]¼ 0.020 M, [K2S4O6]¼ 0.005 M, [NaOH]¼ 0.001 M

and [Bromophenol Blue]¼ 0.1 g/100 cm3. The cell is filled

with a syringe containing the reactant solution after being

cooled down to the selected temperature.

A downward planar front is induced by means of Pt-

wire electrodes (0.25 mm diameter) that trigger the chemical

reaction in the upper side of the cell by applying a 4 V poten-

tial difference for 4–5 s. The density of the products is larger

than the one of the reactants. For density measurement, we

used a densimeter (Ant�on Paar DMA 35N), and we measured

temperature with the same densimeter. The measurement

was made by placing a beaker with the solutions in a thermal

bath.

The experiments were filmed and recorded using a digi-

tal video camera. The image resolution obtained was of

720� 480 pixels and was digitalized at 0.25 s intervals by

applying programs based on language C in order to obtain

the travelling front (interface position), the pattern wave-

length as a function of time and the power spectral density,

for each wave number. To determine the pattern wavelength,

the program finds the front shape on every image and com-

putes the power spectral densities as a function of time for

the different experimental cases. Previously, we choose the

image with the best contrast between reactants and product

in the red-green-blue (RGB) split.

III. EXPERIMENTAL RESULTS

A vertically oriented system was tested at different tem-

peratures in order to obtain the growth rate as a function of

wave number at each temperature. The bottom part of the

FIG. 1. Schematic representation of the Hele Shaw cell. The Pt wires that

trigger the reaction are illustrated.
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cell is filled by means of a syringe containing the reactants.

The cell then remains filled with the reactants a couple of

minutes in order to ensure that the whole system has the

same temperature.

The chemical reaction is initiated at the top of the cell

yielding a moving front. The density of the product solution

is larger than that of the reactant solution; hence the travel-

ling front is buoyantly unstable. The buoyantly instable front

is modified when the chemical front velocity increases (more

stable) (Fig. 2).

From the study of the length of the mixing zone (non

linear system), we have found (in a previous work13) that

this zone increases when the temperature of the system

decreases. In this work, we analyze the growth rate (linear

system) dependences with the temperature.

The profiles of the interface obtained after the treatment

of the images (see Ref. 13) are shown in Fig. 3. We do a

one-dimensional Fourier transform of the interface, and then

we obtain the power spectral densities as a function of the

wave number for each studied temperature (Fig. 4). Repeat-

ing this at successive times eventually gives the time depend-

ence of the power of the most unstable mode (Fig. 5) and the

slope in the linear regime gives the growth rate. The time

when the system stops acting in a linear regime, and the

growth rate for that time can be obtained from this type of

graph. Fig. 6 shows the growth rate for different wave num-

bers (dispersion curve) for temperature equal to 8.5 �C and

18.2 �C, as an example. These results were fitted with a

FIG. 2. Images obtained at different

times: (a) T¼ 12.4 �C; (b) T¼ 18.2 �C
and (c) T¼ 34.9 �C. Fresh reactants are

represented in the blue zone, while the

product (downward orientation) is repre-

sented in the yellow zone. We can

observe the waves in the chemical front

and the influence of the temperature.

The experiments are similar to those

studied in the nonlinear regime of the

dynamics in Ref. 13.

420 6
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FIG. 3. Front profiles for different times for T¼ 18.2 �C and Dt¼ 3.6 s.

These front profiles correspond to Fig. 2(b).
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FIG. 4. Power spectral densities P of the fingers for different times. The first

one is the black dotted line at 2 s and the latest one is the full black line at

14 s. Note that the basic modes (k¼ 1.03 mm�1) has the maximum growth

rate. The temperature is 18.2 �C and Dt is 2 s.
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quadratic function just to guide the eye. Although these fit-

tings were done just to guide the eye and they do not have

any physical meaning, they help to identify trends varying

the temperature. The most unstable wave number kmax (with

maximum growth rate rk) can be observed. In order to calcu-

late the growth rate, data from several experiments under the

same conditions are averaged (Figs. 7 and 8). In Fig. 7, the

most unstable wave number is shown for each temperature.

It can be seen that there is no clear tendency with the varia-

tion of temperature, with values oscillating between 8.5 �C
and 25 �C.

In Fig. 8, we see how the maximum growth rate rk.

decreases in a temperature range that goes from 8.5 �C up to

25 �C. It is also noticed that the front velocity is larger when

the temperature of the system increases. This kind of phe-

nomenon was observed in a previous experiment.13 Experi-

ments were carried out at 34.9 �C but at that temperature

there is no instabilities, therefore it is not possible to measure

the wave number and the growth rate.

Considering Fig. 8, we can say that if temperature is

increased in such a way that the kinetic constant q of the

chemical reaction is the predominant factor in the number of

Da, the fingers will disappear in order to achieve a stable

front. We foresee this for a temperature of 39.4 �C, although

this situation could be also revealed at a bit lower tempera-

ture. The variation of the growth rate with temperature

(Fig. 8) shows that for low temperatures the growth rate

increases, while for high temperatures the value is practically

close to zero.

IV. ANALYSIS AND DISCUSSION

The dependence of the Da on temperature is caused

mainly by the effect of temperature on q, � and q. Of these

three, the most important effect is on q, the chemical reaction

rate constant; as is mentioned in Ref. 13. For higher tempera-

tures, the chemical reaction rate constant increases, then the

Da increases, this means that the characteristic chemical

time becomes shorter than the hydrodynamic characteristic

time.

We see that as the temperature (or Da) increases, the

growth rate decreases. This can be due to the strong influ-

ence of temperature on q for the reaction, which increases

0 10 20 30 40 50 60
time (s)

256

512
P 

(c
m

)

k = 1.03 mm-1

σ = 0.022 s-1

FIG. 5. The power spectral density P of the wave number kmax with maxi-

mum growth rate as a function of time. The solid lines are the linear fitting

for obtain the growth rate corresponding to the wave number. We can see

that for large times (t> 10 s) the system is non-linear and the growth rate

decreases. The temperature is 18.2 �C.

0.8 0.9 1 1.1 1.2 1.3
k (mm-1)

0

0.05

0.1

σ 
(s

-1
)

18.2 C
8.5 C

FIG. 6. Growth rate as a function of wave numbers. We can see the maxi-

mum growth rate for kmax¼ 1.03 mm�1 when the temperature is equal to

18.2 �C and kmax¼ 1.01 mm�1 for 8.5 �C. The lines are just to guide the eye.
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FIG. 7. Most unstable wave number as a function of temperature.
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FIG. 8. Maximum growth rate rk for different temperatures values. Each

point is the mean on several experiments.
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exponentially with the increase of temperature. Thus, we

find that the finger patterns formed due to buoyancy, in times

close to zero are frozen in time, that is, with growth rates

that are nearly zero, as can be seen for temperature 25 �C
with growth rate equal to 0.0024 s� 1. This concurs with pre-

vious works13 where the mixing zone, defined as the distance

between the average of the most advanced and the least

advanced points for the instability, remains nearly constant

for temperatures near to 40 �C. For temperatures above

39.4 �C, no linear instability analysis was performed due to

the fact that no fingering patterns appear for such tempera-

tures. Hence, since for high temperatures, the reaction veloc-

ity is much larger than the speed in which the fingers are

propagated, if there are chemical reaction present at high

temperatures in the system, a completely flat descending

front would be observed.

In lower temperature (lower Da), we see that when the

temperature decreases, a larger growth rate is observed. This

is due to the fact that the speed of the front (refers to the

speed at which the front moves because of coupling of reac-

tion and diffusion) is lower, which allows the buoyancy-

driven instabilities to develop, as was previously mentioned.

It is necessary to emphasize that the temperature range for

this work is in the range of 10–40 �C, the variation of the

density gradient for water with temperature is similar but

larger than the region of temperatures where it is smallest

(around 4 �C). On the other hand, the exothermic CT reaction

produces a local temperature variation of about 1–2 �C in the

region close to the reaction front, so there is a small decrease

in density in that area, producing a destabilizing effect on the

front which is superimposed on the destabilizing effect of

the reaction itself. In any case, both effects are stabilized

when the kinetic constant increases, due to the fact that the

chemical front moves faster than the buoyancy induced

fingering.

No significant variation was found for the wave number

with maximum growth rate with the variation of tempera-

ture. Thus, we can say that there is no effect on this from the

increase of the reaction rate. This could be due to the fact

that the instabilities always begin in the same conditions

(the concentration of the reactants, the gap width of the

Hele-Shaw cell, which is related to the permeability of the

medium) except the changes of temperature. So the initial

conditions for the instability were always the same, generat-

ing a similar initial wave number.

V. CONCLUSIONS

As a conclusion we can say that Rayleigh-Taylor insta-

bilities due to self-catalyzing chemical reactions are strongly

influenced by the external temperature of the system. The

growth rate will be diminished if the temperature increases,

producing a smaller development on the instability with

time. A different effect occurs for the wave number, which

will produce a deformation of the planar wave front inde-

pendent of the temperature of the reaction. Thus, controlling

the temperature, the growth of the instability can be con-

trolled, but not the front deformation.
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