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A nonequilibrium molecular dynamics (MD) study of the vibrational relaxation of the amide T mode
of deuterated N-methylacetamide (NMAD) in aqueous (D,0O) solution is carried out using
instantaneous normal modes (INMs). The identification of the INMs as they evolve over time, which
is necessary to analyze the energy fluxes, is made by using a novel algorithm which allows us to
assign unequivocally each INM to an individual equilibrium normal mode (ENM) or to a group of
ENMs during the MD simulations. The time evolution of the energy stored in each INM is
monitored and the occurrence of resonances during the relaxation process is then investigated. The
decay of the amide I mode, initially excited with one vibrational quantum, is confirmed to fit well
to a biexponential function, implying that the relaxation process involves at least two mechanisms
with different rate constants. By freezing the internal motions of the solvent, it is shown that the
intermolecular vibration-vibration channel to the bending modes of the solvent is closed. The INM
analysis reveals then the existence of a major and faster decay channel, which corresponds to an
intramolecular vibrational redistribution process and a minor, and slower, decay channel which
involves the participation of the librational motions of the solvent. The faster relaxation pathway can
be rationalized in turn using a sequential kinetic mechanism of the type P— M+L— L, where P
(parent) is the initially excited amide I mode, and M (medium) and L (low) are specific midrange
and lower-frequency NMAD vibrational modes, respectively. © 2010 American Institute of Physics.
[doi:10.1063/1.3435212]

. INTRODUCTION mainly involves the stretching of the peptide C=0 bond, is
sensitive to the three-dimensional structure of the protein4
and can therefore be used as a probe to determine the con-
formational dynamics of the molecule in solution.'” The
advent of two-dimensional infrared spectroscopy has in this
sense provided a new source of reliable experimental data for
the elucidation of the conformations of peptide building
blocks. In addition, some experimentallz’22 and
224 studies have recently analyzed the energy
transport through biomolecular systems, considering differ-
ent excitation techniques (UV or IR excitations, temperature
jump, etc.).

During the past decade great advances have been made
in the time-resolved infrared and Raman spectroscopic
techniques,]*12 which made it possible to monitor the vibra-
tional energy flows occurring within small organic molecules
in aqueous solution on a time scale of several hundred
femtoseconds.”” A significant number of these studies fo-
cused on compounds with peptide bonds. Ultimate under-
standing of the structural-dynamics-function relationship in
proteins requires a detailed knowledge of the energy flow
within these molecules. In this respect, vibrational energy
relaxation and intramolecular vibrational energy redistribu-

theoretical

tion are fundamental processes associated with the biological
function of a large variety of proteins.m_17 The excitation of
the amide I mode of a peptide group in particular has been
proposed as the first step in the function of ATP-binding
proteins.18 The energy released by the vibrational relaxation
of the amide I mode can be used by the a-helix to change its
conformation.

The amide groups play an important role in the stabili-
zation of a protein fold due to their participation in both the
intramolecular backbone and solvent-protein hydrogen bond-
ings. The vibrational frequency of the amide I mode, which

YElectronic mail: bastida@um.es.

0021-9606/2010/132(22)/224501/13/$30.00

132, 224501-1

Following the pioneering experimental work by Hoch-
strasser and Hamm," different ultrafast pump probe spectro-
scopic techniques have been used to study a wide variety of
molecules with peptide bonds including N-methylacetamide
(NMA), small peptides, and large proteins.*'*** Although, in
principle, different relaxation dynamics of the amide group
are expected, depending on their exposure to the solvent and
the conformations of the peptide, experiments show” that the
decay time of the amide I mode is close to 1 ps for all
systems considered. This finding reveals in some way a gen-
eral intrinsic behavior of the peptide group in any kind of
environment. Accordingly, the comparatively simple NMA
molecule has become a suitable model to investigate the
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spectroscopy of the peptide bond, as evidenced by the large
number of experimental‘"10’6’26729 and theoretical®"*%® stud-
ies reporting on this system.

Although in most cases the vibrational decay of the
amide I mode measured in pump probe experiments fits well
to a single-exponential function,*'** a pronounced biexpo-
nential decay was reported by Hostraesser et al.*® for deu-
terated N-methylacetamide (NMAD) in aqueous D,O solu-
tion. Even in this case, the signal is dominated by the fast
decay component (0.45 ps), with the slow decay component
(4 ps) having an amplitude of only ca. 20% of the total
signal. The biexponential decay of the amide I mode of
NMAD has been confirmed experimentally more recently by
Tokmakoff er al.®® with shorter relaxation times for each
component (0.20 and 0.86 ps, respectively). These experi-
mental findings indicate that the process certainly involves at
least two relaxation mechanisms with different rate con-
stants. Accordingly, the intramolecular energy redistribution
(IVR) of the amide I mode into normal modes with lower
frequencies is expected to play a key role in the vibrational
relaxation of the amide I mode. In this line, it is worth noting
the previous study by Fujisaki and Straub® on the vibra-
tional relaxation of amide I modes in cytochrome ¢ solvated
with water using time-dependent perturbation theory. These
authors concluded that there are protein-mediated and water-
mediated pathways, depending on which residue is excited.

From the theoretical point of view, an adequate molecu-
lar dynamics (MD) simulation of a vibrational energy relax-
ation process requires first the use of accurate models for the
potential energy surfaces of the molecules involved in the
process. In this sense, a number of ab initio based potential
energy functions for NMA have recently been developed at
different levels of theory.SO’3 6384041 Thege potentials are ex-
pected to provide in principle a better description of relax-
ation dynamics of the amide I mode in solution than the
standard biophysical force fields such as AMBER,*
cHARMM,” GROMOs,* and opLs.* Comparison of the vibra-
tional frequencies calculated for different force fields shows,
however, that the accuracy of the ab initio over the empirical
force fields is not uniform for all modes. In addition, since
the experimental evidence reveals the universal character of
the amide I vibrational relaxation, thus favoring the use of a
generic force field suitable for different molecular systems
containing the amide group, and since most of the previous
theoretical descriptions of the NMA relaxation in water so-
lution have been carried out using standard empirical
potentialls,3l’3 37 we also assumed the use of these potentials
in this work.

The theoretical approach most widely used to describe
the dynamics of vibrational relaxation processes is Fermi’s
golden rule with classical force-force correlation
functions.”**™° For the vibrational relaxation of NMAD in
D,O, however, this method gives a decay time about two
orders of magnitude larger than the experiment.31 More ac-
curate results for this system are obtained by using time-
dependent perturbation theory, which accounts for the effects
of the nonhomogeneous environment in a more realistic
Way.35 This method has been improved by including the fluc-
tuations of the parameters in the Hamiltonian within the vi-
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brational adiabatic ::1ppr0ximation.37 The time-dependent nor-
mal mode frequencies along the MD trajectories are obtained
in this case from structures of NMA that are partially opti-
mized with fixed solvent molecules. Thus, the dominant re-
laxation pathways are characterized by introducing path-
specific decay times. According to all these time-dependent
studies, the relaxation of the amide I mode is essentially an
IVR process with little contribution from the solvent mol-
ecules, in which fast energy transfer from the amide I mode
to the lower-frequency modes of NMAD is mediated by
Fermi resonances. A very recent application of this method-
ology to NMAD/(D,0), (n=0-3) clusters provided, how-
ever, results which indicate that the amide II mode is the
main energy acceptor of the excited amide I mode, with an
important role played by the water molecules in the relax-
ation mechanisms.’’ Nevertheless, these time-dependent
methods are limited to the study of the short-time decay of
the amide I mode, so they are not useful in analyzing the
long-time contributions to the vibrational relaxation ob-
served experimentally.

Direct simulations of the vibrational relaxation process
can alternatively be performed by nonequilibrium MD.2*
This method has been used by Nguyen and Stock®! to study
the amide I vibrational relaxation of NMAD in D,0O, em-
ploying a quasiclassical sampling of the initial conditions to
mimic the initially excited system in combination with an
instantaneous normal modes (INMs) analysis.ssf57 By appli-
cation to this system, these authors established the validity
and the performance of the methodology proposed and con-
firmed the biexponential nature of the amide I energy relax-
ation. However the use of nonequilibrium MD plus INMs
analysis to monitor the intramolecular flow of energy among
the vibrational modes and thus elucidate the details of the
relaxation mechanism requires, in addition, a practical and
efficient way of assigning the INMs as they evolve over
time. It is known that the coupling between the amide I and
the HOH bending modes of the water solvent molecules is
responsible for the splitting into two peaks of the amide I
band of NMA in neat H20.58’59 For deuterated water, the
frequency of the DOD bending mode is however too low to
directly perturb the amide I band, so it is not clear to what
extent this mode affects the vibrational relaxation process.
The main pathways of IVR in solvated NMAD after amide I
excitation remain in this sense to be analyzed by MD simu-
lations.

The aim of this paper is therefore to address the vibra-
tional energy relaxation of the amide I mode of the NMA in
aqueous solution (D,0) and the subsequent intramolecular
vibrational redistribution of the energy, using nonequilibrium
MD simulations. For this purpose, we use equilibrium nor-
mal modes (ENMs) of the NMAD to propagate the normal
coordinates, instead of Cartesian coordinates, and INMs to
analyze the results extracted from the nonequilibrium simu-
lations. A new method is proposed which enables us to as-
sign “on the fly” each ENM to an individual INM or to a set
of INMs during the MD simulations, thus facilitating to a
large extent the analysis of the energy stored in each vibra-
tional mode. This procedure also allows us to investigate the
presence of resonances in the energy pathways and to follow

Downloaded 03 Sep 2010 to 200.130.18.1. Redistribution subject to AIP license or copyright; see http://jcp.aip.org/about/rights_and_permissions



224501-3 INM analysis of the relaxation of NMAD/D,0O

the time evolution of the energy flow. Direct use of ENM
coordinates to solve the equations of motion in addition per-
mits constraints to be applied to the motion of the system in
a straightforward way. The paper is organized as follows. In
Sec. IT we present the methodological aspects of the MD
simulations using ENMs coordinates, the way in which the
instantaneous normal mode analysis is carried out, including
the algorithm proposed to assign these modes to the ENMs,
and the computational details. Section III is devoted to the
discussion of the simulations results, especially those con-
cerning the main pathways of IVR, and finally a summary
and the conclusions are given in Sec. IV.

Il. METHODOLOGY
A. MD coordinates

In order to carry out the nonequilibrium MD simulations
of the NMAD/D,0,, system we express the total energy as
a sum of three terms as follows:

Eioi= Exmap + EDZO(U + VNMAD/DZO(I)- (1)

The term Eynyap contains all the contributions depending
exclusively on the coordinates of the solute NMAD mol-
ecule, including the molecular center of mass vector Rcy,
the quaternions ¢=q,,¢,,,q3,q4 that specify the rotation of
the molecule,52 and the ENMs Q?,i =1,...,N=30 that de-
scribe its vibrational motions. We use this set of coordinates
{Rcwm»q. 05, instead of the Cartesian coordinates usually
employed in MD simulations because they are more closely
related to the usual partition of the energy as the sum of the
translation, rotation, and vibration contributions, that is,

__ potrans TOt vib
Exmap = Exmap + Exmap + Exmap- 2)

The translational energy in this expression is given by

- For G

Etrans
NMAD — M ’
NMAD

where Pcy is the center of mass momentum and Myyap 1S
the total mass of the molecule. The rotational energy is writ-
ten in terms of the moments of inertia matrix I and the an-
gular velocity w in the usual way,

Exniap=s0lo (4)
and the vibrational energy is given in terms of the ENMs Qf
by

N
Eap = 52} (05)* + Vaman(Q5), (5)

where N is the number of vibrational degrees of freedom of
the NMAD molecule and Vyyap(Q7) is the intramolecular
potential energy function. The use of the normal modes as
propagation coordinates in addition allows us to carry out
simulations straightforwardly with some normal modes fro-
zen, which are required to analyze the different relaxation
pathways of the system, as shown in Sec. III below. Also
note in Eq. (2) that we neglected the rotational-vibrational
couplings, and therefore assumed that the NMAD molecule
rotates as a rigid rotor. In order to check this approximation,
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we calculated the instantaneous moments of inertia related to
the principle axes during a typical trajectory and found that
they deviate by less than 3% from their equilibrium values,
which validates the rigid rotor model employed.

The term EDzOm in Eq. (1) accounts for the energy of the

solvent. As shown below, the vibrational motions of the wa-
ter molecules do not play an essential role in the relaxation
process, so they are described using the Cartesian coordi-
nates for the sake of computational simplicity. The last term
in Eq. (1), VNMAD/D2O(])’ is the intermolecular potential en-

ergy that couples the motions of the solute and the solvent.

B. Instantaneous normal modes analysis

The ENMs Qf provide a decoupled description of the
vibrational motions of the solute NMAD molecule up to sec-
ond order at the equilibrium geometry. During the relaxation
of the initially excited amide I mode, the molecule of solute
may explore regions of the phase space which are far away
from the equilibrium geometry due to its proper thermal mo-
tion, to the energy fluxes originated in the relaxation and to
the intermolecular interactions with the solvent molecules.
The couplings between the ENMs are then enhanced, making
it eventually difficult to quantify the energy stored in each
individual normal mode. A convenient way of tackling this
problem is to use the INMs, to analyze the dynamics of the
system.ss_57 These modes are defined as the vibrational co-
ordinates which diagonalize the Hessian matrix at a given
configuration of the molecule, and they accordingly provide
an instantaneous decoupled second-order description of the
vibrational motions of the molecule at the corresponding
time-dependent configuration.

In order to use the INMs it is convenient to define them
in terms of the ENMs. This can be done by first expanding
the sum of the Vyyap and Vyu ADD,0, potentials in a power

series of the ENMs about the configuration of the molecule
at a given time ¢, as follows:

N
V= V(QS(ty) + 2 K{(QS - 05(1y))
i=1

N N

1
+ 22 D KO- Q)G - Qi) + . (6)

i=1 j=1

where K; and K;; are the corresponding linear and quadratic
force constant, and second by diagonalizing the resulting
Hessian matrix K,

LKL =X, (7)

to obtain the vibrational frequencies, v;= \e’x/277, of the
INMs, and the eigenvector matrix, L, which relates the INMs
with the ENMs as follows:

N
Q}NM = 2 lji(Q;': - Q;(to))- (8)
=1

Since the L matrix is orthonormal, we can conversely ex-
press the ENMs in terms of the INMs,
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N
05 =2 10N+ 0%(1p). 9)
i=1

By substitution of this expression into Eq. (6) we can write
the potential energy function V in terms of the INMs as

N
1
V= v0+52 MNOMM L)+ e (10)

i=1

where a; are the coordinate shifts given by

1 N
al’::EKjlji, (11)

ij=1

and V is the shift-corrected equilibrium potential,
L\
Vo= V(Qi(to) - 5 2 Ny (12)
i=1

Also it can be easily shown that the vibrational kinetic en-
ergy transforms in terms of the INM momenta as

N N
TR P ST NPT (13)
2i=1 2i=1

By neglecting the third and higher order terms in the poten-
tial energy function, we can write the vibrational energy of
each INM as

EMM =307 + 500 + a))? (14)

l

so the total vibrational energy of the solute is approximated
by
N

EI\GII\D/IAD =Vo+ E EﬁNM- (15)
i=1

The accuracy of this expression in accounting for the exact
vibrational energy given by Eq. (5) is verified in Sec. III
below.

Let us consider now the INMs of the NMAD molecule.
In Table I we include the time averaged frequencies of these
modes, with their standard deviations, as calculated from the
MD simulations described in Sec. III by sorting the time-
dependent frequencies in increasing order. As may occur,”
for the first three modes we found trajectories with negative
force constants \; which give imaginary frequencies. When
averaged, only the vibrational frequency of the first mode
remains imaginary and, as is usually done,” " we take its
value as negative. It is also observed in Table I that the
standard deviations of the INM frequencies vary appreciably
but for most of the modes the difference between two suc-
cessive frequencies is smaller than the sum of their standard
deviations.

The fact that the vibrational energy of the solute could
be expressed as the sum of the individual INM contributions,
as given in Eq. (15), is crucial since it allows us to calculate
the amount of energy which is stored in each mode during
the relaxation process. The problem with this lies in the iden-
tification of INMs as they evolve over time since they may
mix and cross when their time-dependent frequencies be-
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TABLE 1. Time averaged vibrational frequencies (in cm™") of the INMs of
the NMAD molecule including their standard deviations.

Order Frequency
1" —227.1£228.2
2° 55.6£204.5
3" 234.5+100.0
4 335.1%£59.7

5 431.5%+59.7
6 510.2+£49.7
7 5929+143
8 649.9+36.8
9 776.6 £22.7
10 832.8+27.9
11 961.4+46.0
12 1015.8£35.1
13 1057.7%£29.0
14 1094.7x£27.3
15 1139.1£30.7
16 1339.3£31.0
17 1376.0£25.0
18 1402.0£23.3
19 14278224
20 1457.0£21.0
21 1540.0£32.2
22 1616.5+21.5
23 1691.9£8.1
24 2432.5*7.1
25 2810.1£32.9
26 28759+17.5
27 2969.4 6.4
28 2979.1£5.8
29 2989.6 6.4
30 3002.5+14.2

“Imaginary frequencies are given as negative frequencies.

come close enough. Previous work®" has shown that sorting
the INMs by increasing frequencies is anything but useful in
this respect. We should note that a similar problem was
found by Kidera et al.®* in their analysis of results of MD
simulations based on the definition of a set of normal mode
coordinates at each time instant of the trajectory by principal
component analysis.62’63 As the authors indicate,’* there is a
difficulty in the definition of the correspondence when two or
more modes are in the resonance condition. In such a reso-
nance case, correspondence of the modes at different times
cannot be defined.

We propose the use of the ENM as templates to track the
identity of the INMs over time. Accordingly, the INMs can
be classified as pure or mixed, depending on the contribu-
tions of the ENM. In a pure INM, one of the elements of the
lineal combination (8) is dominant so the INM is quite simi-
lar to the corresponding ENM. A mixed INM includes, how-
ever, significant contributions from different ENMs. The
pure INMs are easy to identify at any time during the simu-
lation and correspond to well-defined motions of the mol-
ecule associated to the dominant ENM. In contrast, the
mixed INMs are difficult to identify due to the changes with
time of the sparse ENM contributions. These modes some-
times appear as groups of modes which exchange the contri-
butions of a given number of ENMs, displaying complicated
motions of the molecule.
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TABLE II. Time averaged values of the highest contributions of the ENMs
to the INMs of the NMAD molecule. The first data set given in columns two
and three is obtained by sorting the INMs by increasing frequencies, and the
second data set given in column four is obtained using the min-cost algo-
rithm to assign the INMs in terms of the ENMs.

Frequency ordering Min-cost assignment

INM Max overlap ENM Max overlap Label®
1 0.21 2 0.57 7(CHs)
2 0.37 3 0.59 7(CH;)
3 0.30 3 0.71 HCN)
4 0.48 4 0.78 S(CNC)
5 0.55 5 0.85 S(CCN)
6 0.42 6 0.72 Amide V
7 0.75 7 0.84 Amide IV
8 0.55 8 0.58 Amide VI
9 0.75 9 0.76 v(CC)
10 0.67 10 0.68 Amide TIT
11 0.14 11 0.39 rll(CH;)C
12 0.15 11 0.36 r 1 (CH;)N
13 0.14 13 0.32 rll(CH;)N
14 0.17 15 035 r L (CH3)C
15 0.23 15 0.38 (CN)
16 0.14 16 0.31 8,(CH;)C
17 0.10 16 0.42 8,(CHy)N
18 0.10 16 035 8,(CH,)C
19 0.10 16 0.27 8,(CHy)N
20 0.14 16 0.41 5,(CHy)C
21 0.51 21 0.52 8,(CH;)N
22 0.71 22 0.72 Amide II
23 0.91 23 0.91 Amide 1
24 0.98 24 0.98 Amide A
25 027 02 0.56 ,(CH;)C
26 0.23 25 0.54 v(CHy)N
27 0.12 27 0.43 v,(CH3)N
28 0.12 30 0.43 v,(CH;)N
29 0.11 28 0.42 v,(CH;)C
30 0.13 30 0.44 1,(CH,)C
Average 0.35 0.55

“From Ref. 68. 7 is the torsion, & is the bending, v is the stretching, r is the
rocking, a is asymmetric, and s is symmetric.

One way of quantifying the pure or mixed character of
an INM is to analyze the lizj values which, according to Eq.
(8), measure the weight of the ith ENM to the jth INM. In
the second column of Table II we give the time averaged
values of the highest lizj contributions of the ENMs to the
INMs, as selected again sorting as the INMs by increasing
frequencies. As observed, some INMs, such as the 23rd and
24th which correspond to the amide I and the amide A
modes, respectively, have a very pure character since the
overlap with the corresponding ENM exceeds 90%. These
modes in turn have well-defined frequencies (see Table I).
There is also a large number of INMs (about two-thirds of
them) for which the highest averaged contribution of a given
ENM is smaller than 50%, which is the value used to distin-
guish between the pure and the mixed INMs. Moreover, for
some INMs, the highest contribution comes from the same
ENMs, as for modes 16th-20th. It is then quite clear that a
realistic assignment of the INMs based exclusively on the
frequency ordering criterion becomes impractical.

J. Chem. Phys. 132, 224501 (2010)

In order to address this problem, in this work we propose
the use of a novel algorithm to assign the INMs in terms of
the ENMs. A good assignment in this respect should estab-
lish a one-to-one correspondence between both sets of modes
through the highest values of the l?j weights. This can be
done by selecting those elements of the L matrix, one for
each row, and each pertaining to a different column (or vice
versa), which maximize the sum of their squared values. This
is a well-known problem in Economics known as the min-
cost or min-sum assignment problem, which can be effi-
ciently solved using the so-called Hungarian method.** We
adapted this method to our problem using the code given by
Toth et al.** For a given matrix, this code in fact provides a
set of elements, each one belonging to a different row and
column, whose sum is minimal. So, in order to maximize the
sum of the lizj elements, as required in our case, we apply the
code to the matrix formed by the negative values of the lizj
elements.

In Table II we also include the results obtained from the
application of the min-cost algorithm to assign the INMs.
Apart from giving a one-to-one relationship between the two
sets of normal modes, the min-cost algorithm provides, in
general, higher values for the l?j elements selected than the
frequency ordering method, with more than half of the INMs
having maximum overlaps with the corresponding ENMs
higher than 50%. In spite of this improvement, there remain
groups of mixed INMs which cannot be unambiguously as-
signed to a single ENM. We also observed in the simulations
that the ENM contributions to these unassigned INMs fluc-
tuate quite a lot with time. The 11th-20th groups of INMs, in
particular, hereafter referred to as group a of modes, are
mainly formed by combinations of rocking and bending me-
thyl ENMs and a backbone ENM mode, which suppose an
overall contribution to the INMs of about 70%. The 27th—
30th groups of INMs, hereafter referred to as group » of
modes, are made up of more energetic stretching methyl
ENMs accounting for a total contribution of 55%. Interest-
ingly, the b modes also have a significant contribution,
~40%, from the dominant ENMs of group a, and the a
modes have a non-negligible contribution, ~15%, from the
dominant ENMs of group b. Both groups therefore share
some ENM character which allows the transfer of energy
between them, as will be discussed in Sec. IIL

C. Computational details

We performed the MD simulations by placing the
NMAD molecule in a cubic box of 1.975 nm length contain-
ing 251 D,0 molecules to reproduce the experimental
density® (p=1.104 36 g/cm?) with periodic boundary con-
ditions. Subroutines of the TINKER modeling package66 have
been used in our code to evaluate the forces and the potential
energy function. The AMBER force field** has been employed
to model the solute NMAD (H;C-COND-CH;) and the
flexible TIP3P water model® with doubled hydrogen masses
included in the CHARM force field (see below) to model the
D,O solvent. The equations of motion were integrated by
using the leap-frog algorithm with a time step of 0.5 fs. For
the rigid body rotational motion of the solute NMAD mol-
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ecule, we used the midstep implicit leap-frog rotational algo-
rithm proposed by Svanberg.67 A cutoff of 10 A was applied
for the nonbonded interaction calculations.

The ENMs were obtained from the optimized geometry
of the trans-cc-NMA conformer, which is the most stable as
calculated using the AMBER force field, and provides normal
modes frequencies which are in good agreement with previ-
ously reported values.**®*% The initial coordinates for the
vibrational relaxation dynamics were taken from 16 previous
MD simulations of 1250 ps at 300 K, which were started
using random velocities. An initial period of time of 750 ps
was used to equilibrate the system, collecting data at 20 ps
intervals in the last 500 ps. During the simulations the tem-
perature was maintained at a mean value of 300 K by cou-
pling to a thermal bath’® with a time constant of 0.1 ps. Thus,
400 sets of initial positions and momenta were stored for
subsequent nonequilibrium vibrational relaxation simula-
tions.

The simulations of the relaxation process were per-
formed in the NVE ensemble in order to avoid any influence
of the velocity scaling on the results. Accordingly, 400 tra-
jectories of 40 ps were propagated in order to obtain reason-
able statistics for all the quantities reported. At =0, an ex-
cess of energy of one vibrational quantum was suddenly
deposited in the NMAD molecule by displacing the amide I
mode until its energy reached the proper value [see Eq. (14)].
Finally, Eq. (9) was used to obtain the initial values of the
ENMs.

I1l. NUMERICAL RESULTS AND DISCUSSION
A. Vibrational relaxation of the NMAD molecule

We investigated first the validity of Eq. (15) to calculate
the vibrational energy of the NMAD molecule as a sum of
individual contributions of the INMs. These contributions are
given by Eq. (14) and their values depend on the q; shifts,
which are in turn inversely proportional to the harmonic
force constants \; [Eq. (11)]. As a consequence, large nu-
merical uncertainties are expected when any \; comes close
to zero, which is quite frequent for some of the lowest fre-
quency modes. Since the kinetic energy is free from singu-
larities of this type, we avoided this numerical problem by
using the virial theorem, E®=27"", to calculate the vibra-
tional energy of the INMs, We previously verified that the
virial theorem accurately applies to the medium and high
frequency modes and then we used this theorem to calculate
the energies of the remaining modes.

In Fig. 1 we plot the total vibrational energy of the
NMAD molecule as a function of time calculated using both
Eq. (5) in terms of the ENMs, which is exact, and Eq. (15) in
terms of the INMs but using the virial theorem for the three
lower-frequency modes. As seen, the agreement between
both results is excellent, which validates the use of the INMs
for analyzing the relaxation pathways. Both decay curves are
well reproduced by a single-exponential function as follows:

J. Chem. Phys. 132, 224501 (2010)
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FIG. 1. Vibrational energy of the solute NMAD molecule relative to its
equilibrium value as calculated using Eq. (5) in terms of the ENMs (black
line) and the virial theorem (red line) with the kinetic energy of the INMs
given by Eq. (13).

vib vib,eq
Exmap(t) = ENMab _ r

vib vibeq
ENMAD(O) - ENMAD

; (16)

where the superscript eq stands for the equilibrium value of
the NMAD vibrational energy. The calculated relaxation
time is 7=9.6 ps. This value is about twice that measured by
Dlott et al.” in their recent ultrafast infrared-Raman spec-
troscopy study of the relaxation of the v, (CH;) mode of
NMAD in D,0y. It is difficult to assert whether the differ-
ence between the experimental and the simulated relaxation
times of the NMAD molecule is exclusively due to the fact
that the initially excited modes are different. Nevertheless,
we note that the time scale of the relaxation of the vibrational
energy of the molecule provided by our simulations is simi-
lar to the experimental one. To reinforce this point, we refer
to a recent MD study carried out by Stock et al.” on photo-
induced heat transfer from the NMA molecule in various
solvents. In this study, the resulting NMA cooling curve in
water is well reproduced by a biexponential function, with
decay times of 0.07 ps (20%) and 7.7 ps (80%). Interestingly,
the largest decay time, which dominates the curve at the
energy range relevant to our study, is comparable to the re-
laxation time derived from our analysis, despite the excita-
tion method (a temperature jump) and the amount of energy
stored (the molecule is heated up to 500 K) being different
from those used in the present simulations.

B. Relaxation time of the amide | mode

The next issue that we addressed concerns the participa-
tion of the solvent in the relaxation of the amide I mode. The
time averaged frequency of the amide I mode is 1692 cm™!
(see Table 1), so, in principle, it should be possible to transfer
part of the energy initially acquired by this mode through an
intermolecular vibration-to-vibration (VV) mechanism, to
the bending modes of the deuterated water molecules of the
solvent, which have a measured frequency72 of w,
=1209.4 cm™!, and to deposit the spare energy in the water
librational modes, which are centered”” at L;=315 and L,
=520 cm™!' with bandwidths around 100 cm™'. In order to
check this, it is important to use a realistic flexible model for
the solvent D,O molecules. The TIP3P model included in the
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FIG. 2. Vibrational energy of the solute NMAD molecule relative its equi-
librium value as calculated using flexible (black line) and frozen (red line)
models for the D,O solvent molecules.

CHARMM force field"’ and used in this work gives, in this
sense, a bending normal mode frequency w, of 1264.7 cm™!
which is quite similar to the experimental value. We should
note also that the stretching frequencies measured for the
D,O solvent molecules,72 w,=2500-2600 cm™!, are too
high for these modes to be excited when the amide I mode is
relaxed. In order to check whether the intermolecular bend-
ing VV relaxation channel is open, we carried out an inde-
pendent set of simulations freezing the internal motions of
the D,O molecules by using of the SHAKE algorithm,74 thus
impeding the VV transfer of energy. In Fig. 2 we compare
the vibrational decay curves of the NMAD molecule ob-
tained with and without SHAKE. As observed, the two decay
curves are very similar. The relaxation time obtained for the
SHAKE curve, 9.7 ps, is practically the same as that calcu-
lated using the flexible solvent model, 9.6 ps, which demon-
strates that the vibrational relaxation of the amide I mode
does not proceed through a VV direct intermolecular transfer
process.

El
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FIG. 3. Vibrational energy of the amide I INM of NMAD relative to its
equilibrium value (black line). Red crosses are the biexponential fit with
amplitudes ¢;=0.80 and ¢,=0.20.

Let us consider now more specifically the relaxation of
the amide I mode. In Fig. 3 we plot the variation with time of
the vibrational energy of the amide I mode, as extracted from
the MD simulations. In agreement with previous experimen-
tal data*®'* and theoretical results,**"?" we verify first that
the decay curve is well reproduced by a biexponential func-
tion as follows:

Evib I(t) _ Evib,eq

amide amidel _ —t/7 —1/my
EVib (0) - EVibeq ~ cie + e 4 (17)
amidel amidel

where ¢ and ¢, are the exponential amplitudes which satisfy
c1+c,=1. In Table III we present the results for the fits to-
gether with those from previous theoretical calculations®"’
and from experiment.4’28 In order to reduce the uncertainties
derived from the use of three fitting parameters in Eq. (17),
we set the values of the amplitudes c¢; and ¢, equal to the
experimental values obtained both by Hochstrasser et al’
(0.8, 0.2) and by Tokmakoff er al.”® (0.55,0.45), and fitted

TABLE III. Vibrational relaxation times of the amide I mode (in picosecond) obtained from mono- and

biexponential decays [see Egs. (16) and (17)].

Experiment Hochstrasser et al.”
Tokmakoff et al.”
MD Present work Full

Solvent SHAKE
In vacuo
05" frozen

Nguyen and Stock®

Second order perturbation theoryd

7'1(C1) Tz(Cz) Tl
0.45 (0.80) 4.00 (0.20) 0.53
0.20 (0.55) 0.86 (0.45) 0.31
1.55 (0.80) 4.01 (0.20) 1.77
1.24 (0.55) 2.90 (0.45) 1.67
1.52 (0.80) 4.26 (0.20) 1.74
1.41 (0.80) 7.96 (0.20) 1.69
2.10 (0.80) 6.38 (0.20) 243
1.90 (0.80) 13.3 (0.20) 2.29
0.43 (1.00)°
0.60 (1.00)°
0.54 (1.00)¢
0.93 (1.00)"

“Reference 4.

"Reference 28.
“Reference 31.
dReference 37.

°INM with partial energy minimization and inhomogeneous averaging.

f; . - e . . . .

INM with partial energy minimization and dynamics averaging.

¥INM without partial energy minimization and inhomogeneous averaging.
"INM without partial energy minimization and dynamics averaging.
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only the relaxation times. As observed in Table III, the re-
sulting relaxation times differ significantly, with those ob-
tained using the second set of amplitudes (0.55,0.45) being
smaller. The relaxation curves for the two fits are, however,
practically indistinguishable, with the (0.8,0.2) fit being
slightly more accurate. This shows that special care has to be
taken when handling the biexponential relaxation times fitted
due to their strong dependence on the amplitudes used. It is
more convenient in this respect to use the average relaxation
time defined as

-1
T1=(ﬂ+2) , (18)

)

which allows us to characterize the rate of the whole relax-

ation process in a less ambiguous way. The T values for the
two fits of our simulations, also included in Table III, are, as
observed, very similar.

Closer inspection of the relaxation times included in
Table III shows first that the times derived by Tokmakoff et
al.”® from experiment are substantially lower than those pro-
vided by Hochstrasser et al.* also from experiment, and sec-
ond that all the relaxation times calculated theoretically from
MD simulations are noticeably larger than the experimental
ones. Moreover, the relaxation times extracted from our MD
simulations are shorter than those provided by Nguyen and
Stock,31 also from MD, with our results being closer to the
experimental values. The differences between both sets of
MD simulations are more likely to be due to the different
force fields used to describe the NMAD/D,0O; system than
to the use of different assignment methods since the amide I
mode is a very pure INM with a contribution of 91% from
the corresponding ENM (see Table II). We note also that the
larger relaxation time 7; obtained from our simulations for
the (0.8,0.2) amplitudes agrees quite well with the experi-
mental value, whereas the shorter relaxation time 7, is three
times longer than the experimental value. The differences
between the calculated and experimental relaxation times for
the (0.55,0.45) amplitudes are, in turn, larger. In Table III we
also include the 7 relaxation times recently calculated by
Fujisaki and Stock®’ using quantum time-dependent pertur-
bation methods. As observed, these methods provide values
for 7 in the range of 0.43-0.93 ps which are closer to the
experimental values than those extracted from the MD simu-
lations. This means that the fast component of the relaxation
curve is better reproduced when the quantum nature of the
vibrations is taken into account. Unfortunately, the long tail
of the relaxation curve cannot be simulated using these hy-
brid perturbation methods, which are limited to short times.
Overall, our MD-INM simulations are in reasonable agree-
ment with experiment, although the use of a quantum de-
scription for the vibrational modes of the NMAD molecule
through hybrid quantum/classical time-dependent
simulations” " merits further investigation.80

C. Relaxation pathways

Let us focus our attention next on the relaxation path-
ways. The INM assignment method used in this work allows
us to follow the energy flows through the INMs during the

J. Chem. Phys. 132, 224501 (2010)
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FIG. 4. Vibrational energies of assigned INMs of NMAD relative to their
equilibrium values. From bottom to top the plots correspond to the first to
ninth INMs. Red dashed lines are the corresponding equilibrium values

(Eﬂg":300 K~208.5 cm™), which are plotted at 100 cm™ intervals.

relaxation process. In Figs. 4—6 we show the evolution of the
vibrational energy relative to their equilibrium values for all
the assigned INMs. It is observed first that the relaxation
process is not statistical, since the energy deposited in each
INM varies significantly. The energies of the 1st to 6th, 8th,
25th, and 26th INMs deviate only slightly from their equi-
librium values during relaxation. The 7th, 9th, 21st, 22nd,
and 24th INMs become some more excited and recover their
equilibrium values after elapsed times of 20-30 ps. The
modes that receive the largest amounts of energy are the
tenth INM, which is associated with the amide III mode, and
groups a and b of INMs, as are clearly observed in Fig. 5.
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FIG. 5. Vibrational energies of assigned INMs of NMAD relative to their
equilibrium values. Plots (a), (b), and (c) correspond to the tenth INM and to
the a and b group of modes, respectively. Black lines are the results from the
simulations and blue lines are the fits to Eq. (20).
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FIG. 6. Vibrational energies of assigned INMs of NMAD relative to their
equilibrium values. From bottom to top the plots correspond to the 21st,
22th, 24th, 25th, and 26th INMs. Red dashed lines are the corresponding
equilibrium  values (E})'=300 K~208.5 cm™), which are plotted at
100 cm™ intervals.

At first sight, it is surprising how much energy is stored
in the group of » modes, which is made up of modes with
frequencies higher than that of the amide I mode. The trans-
fer of energy from low to high frequency modes, which does
not occur in quantum simulations, has been previously re-
ported in classical dynamics calculations.**®'™** In particu-
lar, this energy transfer mechanism has recently been de-
scribed in the vibrational relaxation of the amide II mode of
NMA, which transfers its energy to the C—H stretching
modes.”® In this case, the energy flows from the initially
excited vibrational mode to a vibrational mode with a fre-
quency double that of the initial mode, even when the initial
mode is excited with only a single quantum of vibrational
energy. In the present simulations, this unrealistic classical
result allows for an amount of 140 ¢cm™' of vibrational en-
ergy to be stored in the group of b modes. This amount,
which corresponds to ~8% of the energy released by the
amide I mode, is equivalent to ~1% population of each of
the four modes included in group b. Since the population of
the states is the quantity which is directly measured in the
experiments, we think that error introduced by the classical
description is practically residual. In addition, the energy
temporally stored in the group of b modes presumably, in our
opinion, comes from the group a for three reasons. First, as
previously indicated, the groups a and b of INMs share a
significant contributions of ENMs corresponding to motions
of the methyl groups. The overlap of vibrational modes has
been shown to be directly related to the coupling between
them®® since their excitation involves atomic displace-
ments of the same atoms within the molecule. Second, the
higher frequency modes of group a could be coupled to the
lower-frequency mode of group b through a 1:2 Fermi reso-
nance (see Table I for the corresponding frequencies). Third,
the vibrational energy curves of the a and b groups included
in Fig. 5 overlap nicely after proper scaling of the energy, as
will be shown more explicitly at the end of this section, that
is, the excitation and relaxation of the groups a and b of
modes occur simultaneously. In quite a similar way, the ex-
citation of the 24th INM, which corresponds to the amide A

J. Chem. Phys. 132, 224501 (2010)

TABLE IV. Main candidates for resonances for the vibrational relaxation of

the amide I mode. Overlined variables denote time averaged values and the

A symbol stands for the standard deviations. All values are in cm™'.

a+pB O+ g Wp0pag Awpag
7+14 1687.6 43 34.6
8+13 1707.6 15.7 533
4+17 17111 17.4 76.4
10+10 1665.5 26.4 55.1
6+15 1649.3 42.6 64.1
9+11 1738.0 —46.1 55.0

mode, takes place through a vibrational coupling with the
amide I mode. This is in agreement with previous experi-
mental results obtained using 2D femtosecond infrared
pump/probe spectroscopy, in which a time-dependent amide
A/amide 1 coupling during vibrational relaxation is
reported.27

Let us consider now why the energy from the amide I
mode flows toward the tenth and group a of INMs. From
their recent hybrid perturbation calculations, Fujisaki and
Stock®’ suggested that the possible relaxation pathways in
this system seem to be driven by simple resonance condi-
tions, so to identify the resonances which could play a role in
the relaxation, we calculated the differences between the fre-
quency of the amide I mode, which is the parent (P) mode,
and the frequencies of any two other « and 8 INMs, that is,

Wpap(t) = wpl1) — w,(1) — wg(1), (19)

and analyzed for which @ and B pairs of modes the time
averaged values of these differences become closer to zero,
®p,p~0, which is the resonance condition. The results ob-
tained are given in Table IV. As observed, the best candi-
dates for resonances are the (7,14), (8,13), (4,17), (6,15), and
(9,11) pairs of modes, each of them involving one mode of
group a, and the (10,10) pair of modes, which accounts for a
2:1 type of resonance. This selection is, in principle, in
agreement with the energy profiles previously discussed.
However, the lack of excitation of the fourth, sixth, and
eighth INMs and the small amount of energy stored in the
seventh and ninth INMs (see Fig. 4) seem to cast some
doubts about the viability of these energy transfer channels.
We should note in this respect that the energy stored in a
given INM depends on the excitation rate of that mode, and
also on its relaxation rate, that is, on the rate at which the
mode transfers its excess energy to other modes. Interest-
ingly, the fourth, sixth, seventh, and eighth modes have fre-
quencies of 335.1, 510.2, 592.9, and 649.9 cm™}, respec-
tively, which overlap quite nicely with those corresponding
to the libration bands of liquid deuterated water,73 which are
centered at 315 and 520 cm™' with bandwidths 104 and
124 cm™!. Although these libration frequencies correspond
to 0 °C measurements, they vary smoothly with temperature.
Accordingly, a fast intermolecular energy transfer between
the fourth, sixth, seventh, and eighth INMs of the NMAD
and the solvent librations is expected to occur, which would
be responsible for the lack of significant excitations in these
modes. The frequency of the ninth mode, 776.6 cm™, is
higher than the water librations frequencies, so the lack of
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FIG. 7. Vibrational energy of assigned INMs of NMAD relative to their
equilibrium values as obtained in simulations carried out in the absence of
solvent. From bottom to top the plots correspond to the first to ninth INMs.
Red dashed lines are the corresponding equilibrium values (E}§¥:3OO K
~208.5 cm™'), which are placed at 100 cm™' intervals.

excitation in this mode indicates that its participation in the
amide I relaxation is very limited, as supported by the fact
that this mode provides the most unfavorable resonance con-
dition of those included in Table IV.

The amide I mode could transfer its energy through reso-
nances to the group a of modes plus, alternatively, to the
water solvent librations instead of to the low-frequency
INMs of the solute NMAD molecule. In order to check
whether this possibility is feasible, we carried out additional
simulations of the amide I relaxation in vacuo, that is, in the
absence of the solvent, so that the vibrational energy initially
deposited in the amide I mode is obliged to redistribute into
the remaining INMs of the NMAD solute through pure IVR
processes. In these simulations, the final equilibrium energy
reached by each mode is 265.3 cm™, according to an equal
distribution of the excess energy in all INMs. The relaxation
plots obtained from these simulations for the first nine INMs
are shown in Fig. 7. As observed, while the first, second,
third, fifth, sixth, and ninth INMs increase their energies
monotonically, the fourth, seventh, and eighth INMs now
exhibit larger excitations and subsequent relaxations until
equilibrium is reached, that is, these three modes preferen-
tially accumulate the energy that cannot be dissipated to the
solvent. We should note also that if the relaxation of the
amide I mode took place through resonance processes with
the direct participation of the solvent librations, the absence
the solvent would result in an increase in the global amide I
relaxation time. This is not the case since the simulations in

vacuo provide an average relaxation time T, for the amide I
mode, which is quite similar to that obtained in the presence
of the solvent (see Table III). These results are therefore
consistent with the fact that at the initial stage, the amide I
relaxation is dominated by IVR, with little contribution from
the surrounding water molecules, in agreement with previous
experimental4 and theoretical® studies. We can conclude
then that the low-frequency fourth, seventh, and eighth
INMs, associated, respectively, with the S(CNC) bending,
amide IV and amide VI modes, along with their respective
group a resonance modes, are basically responsible for the

J. Chem. Phys. 132, 224501 (2010)

fast relaxation pathway of the amide I mode, acting as door-
ways to transfer the excess energy to the librations of the
solvent.

More specifically we also see in Table III that the in
vacuo simulations hardly change the fast relaxation time 7,
but nearly double the slow relaxation time 7,. This means
that the solvent must certainly participate in the slow relax-
ation pathway. Since the direct VV transfer to the bending
solvent modes is excluded in this respect, as previously dis-
cussed for the relaxation of the whole NMAD molecule, and
as demonstrated now in Table III by the fact that the two
amide I relaxation times do not change much when the sol-
vent molecules are frozen, we arrive at the conclusion that
the solvent participates in the slow amide I relaxation path-
way through its librational motions in combination with two
of the low-frequency modes of the solute so as to meet the
energy transfer balance. It is interesting to note in this con-
text that whereas the fast IVR relaxation proceeds through
third order couplings, the slow relaxation channel would im-
ply the simultaneous participation of four resonance modes,
thus justifying the different time scales of these two relax-
ation pathways.

An additional test that can be made to verify the relax-
ation mechanisms of the amide I mode discussed above is to
perform simulations with one of the low- frequency modes
of the solute that participates in the fast relaxation pathway
frozen. We have chosen for this purpose the seventh amide
IV INM, which forms part of the pair of modes that best
meets the resonance condition (@p,g=4.3 cm™), and have
accordingly carried out partially frozen simulations of the

system with Qg:O, thus closing the channel that connects the
amide I and amide IV modes. The short and long relaxation
times obtained from these partially frozen simulations, also
included in Table III, are 7,=2.10 and 7,=6.38 ps. They are
both appreciably larger than the corresponding relaxation
times extracted from the complete simulations 1.55 and
4.0 ps, respectively, thus corroborating the essential role that
this mode plays in both relaxation pathways, as previously
discussed. We also verified that the vibrational energy stored
in the tenth INM remains practically unaffected by the freez-
ing of the seventh amide IV ENM, as expected, since this
mode does not exert any influence on the direct 2:1 reso-
nance in which the tenth mode participates.

The results from our MD-INM simulations of the amide
I vibrational relaxation of NMAD in liquid deuterated water
can be rationalized using the three-stage kinetic model re-
cently proposed by Dlott and co-workers™## o account
for the vibrational relaxation of medium-size biological mol-
ecules in solution. In this model, the vibrational modes of the
solute molecule are classified in three tiers: the initially ex-
cited parent mode P, the midrange-energy modes M, and the
lower- energy modes L. Typically, the midrange modes have
energies in the 1200—1700 c¢cm™! range and the lower modes
have energies below 1200 cm™'. After initial excitation of
the parent vibration, the population of this mode decays via
IVR and its energy is transferred in the first stage to the
midrange M and low-energy L vibrations, with little or no
energy dissipated to the bath. In the second stage, the excited
M vibrations decay by exciting L vibrations plus the bath and
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the lower-energy vibrations decay by exciting the bath only.
Finally, in the third stage, the remaining L excitations decay
into the bath. As for the NMAD/D,0O; system, by identify-
ing the parent vibration with the amide I mode, the midrange
tier with the group a of modes, the lower-energy tier with the
fourth, seventh, and eighth INMs, and the bath with the sol-
vent librations, we find that the three-stage Dlott model de-
scribes quite well the main and fast relaxation pathway ex-
tracted from our nonequilibrium MD simulations.

To give numerical evidence of the efficiency of the Dlott
model, we analyzed the variation in the vibrational energy
content of the midrange M modes in the sequential kinetic
scheme P— M+L— L, which is given by

INM INM
—q—Ei 0= Ei’e = k(e_l/rrel - e_t/Texc) , (20)

INM INM =
E;7(0) - Ej g

where 7., is the excitation time corresponding to the P
—M+L step, 7 is the relaxation time for the M+L—L
step, k is a parameter related to the maximum value of the
energy content, and the subscript i denotes the specific
midrange mode considered. In order to keep the number of
fitting parameters to a minimum, we set 7.,.=1.55 ps, which
is the value extracted from our simulations for the fast relax-
ation time of the amide I. The resulting fits are included in
Fig. 5. As observed, the curves fitted reproduce our simula-
tion results quite well. We find also that the relaxation time
thus obtained for the tenth INM (7,,=5.8 ps) is substantially
shorter than that derived for the @ and b groups of modes
(1,=10.7 ps and 7,q=12.5 ps, respectively). This is not
surprising, since the frequency of the tenth INM is closer to
those of the lower-energy L modes, which facilitates the vi-
brational relaxation. It is also noticeable that the relaxation
times of the a and b groups of modes are similar to the
relaxation time of the total vibrational energy of the NMAD
molecule. This seems to indicate that this is the rate-
determining step of the relaxation pathways.

Finally it is interesting to discuss our results in connec-
tion with those obtained by Fujisaki et al. 33038 using differ-
ent time-dependent perturbation schemes. These hybrid per-
turbation treatments show that the amide I mode relaxes
mainly either through a combination of solute M+ L modes
or through a 2:1 Fermi resonance, although the relative con-
tributions of the different pathways vary substzlntiallly.35’36’38
These findings are therefore in agreement with the results
obtained from our nonequilibrium MD-INM simulations.
However the existence should be noted by other studies on
the relaxation of the amide I mode of the NMAD molecule in
water clusters’’ and in liquid heavy water,**%” which report
that the main relaxation channel is through the amide II
mode, with the excess of energy being directly transferred to
the solvent molecules.

IV. CONCLUSIONS

We performed nonequilibrium MD simulations of the
vibrational relaxation dynamics of the NMAD amide I mode
in liquid D,O and used the INMs of the NMAD molecule to
analyze the energy flows created by the relaxation of the
amide I mode through the rest of the NMAD modes, and
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thus elucidate the relaxation mechanism that controls the
whole process. The assignments of the INMs as they evolve
over time, in terms of the ENMs, are made using the so-
called min-cost algorithm originating from Economics and
properly adapted to our problem, which provides a one-to-
one relationship between both sets of modes. The INMs can
thus be classified as pure or mixed depending on the magni-
tude of the couplings among the ENMs at a given time.

The vibrational decay of the amide I mode, initially ex-
cited in the v=1 state, is found to be biexponential, in agree-
ment with previous experimental and theoretical studies,
which implies that the relaxation proceeds through at least
two mechanisms with different rate constants. A number of
differently designed MD simulations have been carried out in
order to understand the different aspects of the vibrational
relaxation  process, including simulations of the
NMAD/D,0Oy, system with and without SHAKE to con-
strain the internal motions of the solvent molecules, simula-
tions of the NMAD/D,0y, freezing a specific ENM, and in
vacuo simulations of the NMAD molecule. We then com-
paratively analyzed the time evolution of the vibrational en-
ergy deposited in every INM of the NMAD molecule and, by
calculating the time averaged vibrational frequencies of the
INMs, we localized the main resonances that control the en-
ergy flows observed in the simulations.

As a result of the INM analysis of the MD simulations,
we have found that the vibrational relaxation of the amide I
mode is not statistical since not all the vibrations receive the
same amount of energy, and that basically it proceeds
through two different channels. The major, and faster, relax-
ation channel is associated with three main pathways involv-
ing combinations of the fourth, seventh, and eighth lower-
frequency INMs with midrange-frequency modes. In
addition, the tenth vibrational mode also receives a signifi-
cant amount of energy from the amide I mode by a 2:1 reso-
nance. This fast relaxation channel has been summarized by
using a sequential kinetic mechanism of the type P— M +L
— L, where the parent P is the initially excited normal mode,
and M (medium) and L (low) are specific midrange- and
lower-frequency vibrations, respectively. The minor, and
slower, relaxation channel has been shown to be related to
the participation of the librations of the solvent along with
some low-frequency modes as the seventh INM. The use of
MD simulations freezing one of the modes has been revealed
as a particularly useful tool in this respect to elucidate the
relaxation paths. These kinds of simulations can be per-
formed in a straightforward way using the procedure de-
scribed in this work. Furthermore, the role of the solvent
during the vibrational relaxation has been discussed. While
no significant VV energy transfer takes place between the
NMAD normal modes and the bending D,O modes, a fast
vibrational energy transfer from the L modes to the rotational
and translational motions of the solvent is observed.

Although the nonequilibrium MD-INM simulations of
the NMAD/D,0y, system carried out in this work are in
reasonable agreement with the measured data, a quantum
description of the high frequency amide I mode is expected
to be more realistic and to provide more accurate results.
This suggests then the possibility of implementing hybrid
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quantum/classical time-dependent simulations to describe the
NMAD/D,0y, vibrational relaxation. Work along this line is
currently in progress in our group.
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