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Abstract

This paper describes an optimization procedure for the synthesis of complex distillation configurations. A superstructure based on the
Reversible Distillation Sequence Model (RDSM) is proposed embedding all possible alternative designs using tray-by-tray models. Generalize
disjunctive programming (GDP) is used to model the superstructure. Each column section of the superstructure is modeled using rigorous
MESH equations. Due to the large size and complexity of the formulation, as well as the great difficulty in coverging the corresponding
equations, a decomposition solution strategy is proposed where discrete decisions are decomposed into two hierarchical levels within an
iterative procedure. In the first level, the column sections are selected yielding a candidate configuration. In the second level, the feed location
and the number of trays of the selected sections are optimized. A preprocessing phase including thermodynamic information is considered
to provide a good starting point to the algorithm in order to improve the convergence and robustness of the method. Examples are presented
for zeotropic and azeotropic multicomponent mixtures to illustrate the performance of the proposed method. Non-trivial configurations are
obtained involving modest solution times.
© 2004 Elsevier Ltd. All rights reserved.
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1. Introduction The generation of complex column configurations has
been principally developed bgargent and Gaminibandara
The synthesis of a process addresses the fundamenta{1976) Agrawal (1996)andFidkowski and Agrawal (1995,
problem of finding a configuration that satisfies a set of 1996) Other superstructures include for instance the one by
goals and specifications. The separation of more than twoKoehler, Aguirre, and Blass (199@ho considered thermo-
components by continuous distillation has been usually ac-dynamic aspects. However, the problem of systematically
complished by arranging columns in series. However, even obtaining the optimal design out of superstructure was not
under the assumption of minimum reflux, past work has addressed by these authors. Some recent work has applied
shown that complex arrangements can lead to significantmathematical programming tools to rigorously solve the dis-
savings in the operating costs. Most of the effort in the tillation design problem. The superstructure most commonly
field of distillation synthesis has been applied to develop used inthe literature is based on the one proposegbogent
short-cut and simplified methodsAifnakou & Mizsey, and Gaminibandara (1976pr ideal mixtures and later
1996 Fidkowski & Krolikowski, 1986 Glinos & Malone, extended for azeotropic caseSafgent, 1998 A different
1988 Triantafyllou & Smith, 1992 As an example of re-  superstructure that is not so commonly used is the one
cent work,Caballero and Grossmann (200®jve presented  proposed byBauer and Stichlmair (1998pat uses thermo-
a systematic approach for generating all the thermodynamicdynamic information in the representation itself. These au-
equivalent structures for a given sequence. thors applied this representation in the design of azeotropic
sequences.
Dunnebier and Pantelides (1998ave considered the
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cooling water cost

steam cost

investment cost

operating cost
tray cost in sectiors
column shell cost in sectios
condenser cost in columa
reboiler cost in columik
diameter of trayn

feed flow
fugacity in the liquid phase of
component in tray n
fugacity in the vapor phase of
componenti in tray n
enthalpy of the feedf entering trayn
enthalpy of the liquid stream leaving tray
enthalpy of the vapor stream leaving tnay
enthalpy of liquid product leaving tray
enthalpy of vapor product leaving tray
enthalpy of produci
component
set denoting each column of
the superstructure
total liquid flow emerging from tray
mole flow of steam in columk
mole flow of water in columrk
number of trays of sectios
pressure of tray
total enthalpy of produgt
liquid product flow emerging column
vapor product flow emerging columm
flow of final productj
individual product flow of product
j in component
energy exchanged in tray
counter for the existence of a tray
temperature of the liquid phase in tray
temperature of the vapor phase in tray
total vapor flow emerging from tray
boolean variable denoting the
existence of a tran
mole fraction of componerit
in tray n in the liquid phase
mole fraction of componerit
in tray n in the vapor phase
boolean variable denoting the
existence of a sectios
mole fraction of componerit
in feed stream entering tray
mole fraction of componeritin feed stream
mole fraction of componeritin productj
recovery fraction of componemt
purity of component

distillation models and optimization. The solution of these
problems is non-trivial since they are solved in full space.
Yeomans and Grossmann (200@#veloped a disjunctive
programming procedure for the optimal design of ideal
and non-ideal tray-by-tray distillation units and separa-
tion sequences as well as complex column configurations
(Yeomans and Grossmann, 2000 hile in these methods
the size of the NLP subproblems is reduced the optimiza-
tion of superstructures is also non-trivial due to the non-
linearities and non-convexities inherent in these problems.

Based on our previous workBérttfeld, Aguirre, &
Grossmann, 2003vhere alternative representation and for-
mulations for single distillation columns were studied, a gen-
eral superstructure is presented in this paper that incorporates
tray-by-tray models and can synthesize complex columns.
Given the large size and complexity of the optimization
model, as well as the great difficulty in coverging the corre-
sponding equations, a new generalized disjunctive optimiza-
tion model for the synthesis of complex columns configura-
tions is proposed as well as a new effective decomposition
algorithm for optimizing the superstructure. Also, a prepro-
cessing procedure is included as the initialization phase in
order to increase the robustness of the proposed algorithm.
The major motivation in this work is to produce a method
that is robust and has reasonable computation requirements.

This paper is organized as follows. Bection 2the
problem is stated. IfBection 3 the solution strategy used
to model and solve the complex columns configurations
is outlined. The superstructure is describedSiection 4
while in Section 5 the detailed formulations are presented.
In Section 6 the detailed solution procedure is described.
In Section 7 several examples are produced to illustrate
the performance of the proposed synthesis method. Finally,
results and conclusions are discusse&éttion 8

2. Problem statement

The problem addressed in this paper can be stated as fol-
lows. Given is a multicomponent feed with known flowrate
and composition, and given are the desired products specifi-
cations. The problem then consists in selecting the structure
and operating conditions of a complex configuration of dis-
tillation columns involving minimum investment and oper-
ating cost. Complex columns configurations in this work in-
clude simple column sequences, Petlyuk columns, columns
with side-rectifiers and side strippers. It is assumed that con-
densers and reboilers are only placed at the extremes of the
column sections. For modeling purposes, tray-by-tray mod-
els are considered and we neglect effects of mass transfer
and assume that phase equilibrium is attained in every tray.

3. Outline of solution strategy

Tray-by-tray distillation synthesis models are very diffi-
cult to optimize due to the highly non-linear and non-convex



M. Barttfeld et al./ Computers and Chemical Engineering 28 (2004) 2165-2188 2167

equations that are involved, as well as to the large size of
the corresponding formulations. Convergence problems are
often found when solving these complex moddésujer &
Stichlmair, 1998 Dunnebier & Pantelides, 199¥eomans

& Grossmann, 2000b Therefore, there is a clear need for
developing a computational strategy that exploits the nature
of the decisions involved in this problem in order to yield
robust and computationally effective models.

In the optimal synthesis of complex distillation configu-
rations the discrete decision regarding the existence of eac
column has to be established. Moreover, if a given column
exists in the configuration, it is also desired to optimize the
feed tray location and the number of trays of that unit. For-
mulating and solving a single optimization problem to es-
tablish all the decisions simultaneously generally leads to a
very difficult problem that often fails to converge. For these
reasons, we first formulate the synthesis problem as a gener
alized disjunctive program, which does not have to be solved
simultaneously and is amenable to decomposition. In par-
ticular, we propose an iterative decomposition strategy that
exploits two major levels of decisions in the problem. In the
first level, a configuration is derived by making the decision
related to the selection of column sections. In this level each are the tasks. The arrows indicate the direction of the net
section is assigned a maximum number of trays in order to flows trough the network. From the feed stream, a distillate
produce a bounding solution. In the second level, the feed product with componentdA B C, is obtained as well as a
tray location and the number of trays of the selected sectionsternary bottom producB C D. These products become the
are optimized. feed of subsequent units. Note that the states in the network

The proposed algorithm solves the disjunctive program- are generated by removing the heaviest component from the
ming model by iteratively solving an MILP for selecting the distillate product and the lightest component from the bot-
sections, an MILP for selecting the trays of that configura- tom product. The tasks are defined as follows. All the states
tion and an NLP subproblem for optimizing the particular having the same components are joined, which is equivalent
design. A thermodynamic based NLP is solved for the ini- to coupling the units. IrFig. 2, the column representation
tialization of this decomposition method. Several numerical for the network presented ifig. 1is shown. Note that the
examples are presented to illustrate the efficiency and ro-stripping section of column 2 and the rectifying section of
bustness of the proposed method. column 3, both in the second level Biy. 2(a) are coupled,

which is equivalent to representing produBt,C, in only

one state. In all the levels of the Sargent—-Gaminibandara
4. Superstructure of complex configurations superstructure the columns can be coupled and represented

by one single unit (seEig. 2(b). For a mixture containing

The construction of a general superstructure for complex NC components this representation will hai¥C — 1) lev-
distillation column systems is a non-trivial problem due to els and a maximum of /2 NC(NC — 1) columns Sargent
the large number of alternative designs that are possible.& Gaminibandara, 1976
Different designs are obtained by making structural choices The superstructure considered in this paper is based on the
in the superstructure, such as the selection of the unit inter-Reversible Distillation Sequence Model (RDSM) proposed
connections, feeds, products and heat exchange locations aBy Fonyo (1974)which allows the introduction of thermo-
well as the selection of trays in each column. dynamic aspects in the design (for details of the RDSM the-

Most of the superstructures found in the literature are ory seeKoehler et al., 199Barttfeld & Aguirre, 2003. This
based on the superstructures proposed by Sargent anduperstructure can be automatically generated for zeotropic
Gaminibandara for zeotropic and azeotropic caSasgent, as well as for azeotropic mixtures. In the latter case, a com-
1998 Sargent & Gaminibandara, 19/6The superstruc-  position diagram of the mixture is assumed to be available
ture proposed by these authors is represented in termgFig. 3).

Fig. 1. Sargent-Gaminibandara STN representation for a four component
zeotropic mixture.

of the “state-task-network” (STN) introduced Ht§ondili, The RDSM-based superstructure can be generated us-
Pantelides, and Sargent (1998®) Fig. 1, the STN repre- ing the STN representation dbargent (1998) For the
sentation for a zeotropic mixture with componertsB, RDSM-based superstructure the states are defined in the

C, D (decreasing volatility fromA to D) is shown. The same way as in the Sargent—Gaminibandara superstructure,
circles represent possible states and the links between thenbut the tasks in this representation are different as seen in
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Fig. 2. Sargent-Gaminibandara superstructure.

Fig. 4 for a four component mixture. In order to approx- of the equipment for the RDSM-based superstructure for
imate reversibility conditions, only products having the a four component zeotropic mixture is shownFiy. 4(a)
same composition can be represented in one state. As arNote that in this representation, columns 2 and 3 (second
example, the RDSM STN two different states are defined level) cannot be coupled. However, other representations
for the mixture,B C, in the representation dfig. 3. These are possible for the RDSM superstructure ($€mehler
states come from stateg, B C, or B C D, and do not et al., 1992. In the RDSM representation considered col-
necessarily have the same composition. As a consequencemn coupling is only possible in those columns that yield
of this fact, for separating a NC-zeotropic mixture, the pure products, that is, in the last level of the superstructure.
RDSM-based superstructure has the same number of levelsNote that columns 4 and 5 are integrated to produce prod-
as the Sargent—-Gaminibandara representation, but a largeuct, B as well as columns 6 and 7 to produce pure product
number of columns, given by¥—1 —1. The representation  C (seeFig. 4(b). Therefore, in the superstructure proposed
in Fig. 4, it is not possible to represent in a level all the
columns by one single unit as in the representation of Sar-
gent and Gaminibandara &fig. 2 Only 2Y¢—2 columns
integrations (single columns) can be found in the last level
of the superstructure.

Therefore, compared to the Sargent and Gaminibandara
superstructure, the RDSM representation excludes certain
configurations that involve mixing of streams as would be
the case of a Petluk columP¢tlyuk et al., 196p However,
if desired additional streams can be added to the RDSM
superstructure in order to account for the same alternatives
as in the Sargent and Gaminibandara superstructure. Note
that for ternary zeotropic systems, both superstructures are
equivalent and involve three columns arranged in two levels.
It is interesting to note that from both superstructures, the
Petlyuk column can be derived.

Each column in the superstructureri§. 4is represented
by an adiabatic unit, and with one condenser and one re-
boiler. An indexk denotes each column in the superstructure.
Each unitk is represented by two sections, reahd strip.

The trays in each unit can be classified as intermediate or
permanent traysYeomans & Grossmann, 2000kPerma-
Fig. 3. RDSM STN representation. nent trays perpare those that are fixed in the superstructure.
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Fig. 4. RDSM superstructure for a four component mixture.

Each unit has three permanent trays: the feed tray and theermediate tray#;. Note that the column sections contain
top and bottom trays, temand bot, respectively, where the  intermediate trays and each section is located between two
energy exchange takes place ($8g. 5. The representa- permanent trays. An upper bound on the number of trays
tion selected for the column is the one that has been foundNT; is assigned to each section of colukn
to be the most effective to model distillation columns with The columns in the superstructure are interconnected by
GDP formulations Barttfeld et al., 2008 Those trays that  feeds and products streams. The columns where multicom-
can disappear in the superstructure optimization are the in-ponent separations take place (columns 1, 2 arfe,4),
are coupled by the feeds and products streams. Each column
can be fed by primary and secondary feeds. The primary feed
Sain Fr.. (seeFig. 5 is the stream containing the components
. that are to be separated, while the secondary fégdsand
| Sok+1., €nter in the top and bottom trays providing part or
| PV’”P* K . .
! the total amount of the reflux and reboil, respectively. The
Top ﬁ: primary products P¥p, and Plyo turn into the primary
feed Fo , and F11,, Of a preceding column, respectively.
rect, Secondary product$ ,,, turn into the secondary feeds of a
previous unit, as seen fig. 5.

Fin As was mentioned above, the unit sections located in the
_ - i last level of the scheme (columns 4—7Higy. 4(a) where bi-
St nary separations take place can also be coupled if the same

products emerge from them. Fig. 4, the stripping section

of column 4 is integrated with the rectifying section of col-

umn 5. In previous workRarttfeld & Aguirre, 2002, the

Azeo integration of the sections in the RDSM-based was consid-

ered. However, in this work the general superstructure for

i F the column integration is presented. fig. 6, the general

—_— 2k+1,n . . .

L ¢ superstructure for the coupling of sections is shown. Note
Ak that the reflux of columrk + 1 can be provided either by

Fig. 5. Single column superstructure. the liquid product flow Pket, from columnk bottom, by the

Stripy
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K superstructure. Ifrig. 4, the flow of the final product rich
= Qhy in componentA can be obtained by the liquid top product
from column 4, in addition to the contributions of the liquid
Frian top products from columns 1 and 2.
The RDSM-based superstructure embeds conventional
and complex columns configuratiortsoghler et al., 199p
To illustrate this point, considéfig. 7(a) where a general
superstructure for a three components zeotropic mixture is
PVigpis shown. Also, consider that the stripping section of column 2
sE PLipiar is not sellected. (se€ig. 7(b)). This then yie!ds the side strip—
w1 | Oc per configuration (sekig. 7(c) or the indirect sequence if
o there is no reverse flow from column 2 to column 1. Also
Fig. 6. Column integration superstructure. these two configurations can arise if both sections of column
2 are not selected. Note that two equivalent structures exist
condenser itself or by both. The same situation arises with for the side stripper configuration. The configuration shown
the reboil stream in columk. Because these two sections in Fig. 7(c)is equivalent to the one iRig. 7(d) In the same
are integrated, only one product Pftream is obtained. The  fashion, if the rectifying section of column 3 does not exist
product can be formed with the contributions of the lig- in the solution, either the side rectifier configuration or the
uid bottom product Phet, emerging columrk (note section direct sequence arises. As in the previous case, these two
k + 1 may not exist), by the liquid top product Bp, , of configurations are also obtained if column 3 is not selected.
columnk + 1 (note sectiotk may not exist) or by both. The If all the sections are selected in the superstructure of
total number of products streams is2NC~1. The products  Fig. 7, except for the rectifying section of column 2, the
that are rich in the most and the least volatile components design is not a feasible configuration. The same situation
are obtained not only in the columns of the last level of the occurs if all the sections are selected except for the stripping
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section of column 3. To avoid these infeasible designs, logic fashion as in the zeotropic case. However, for azeotropic

constraints will be included in the formulation presented in mixtures, the azeotrope is considered as a pseudo compo-

the next section. nents Sargent, 1998 The complete states and tasks defini-
The superstructure considered in this work can also betions are presented in the STN representatioRiq 8(b)

extended for azeotropic distillation. Due to the existence of The superstructure for the separation of this mixture into

distillation boundaries in this case, the order of the rela- pure products is derived iRig. 8(c) Note that the stream

tive volatility of the components cannot be predefined. As with the azeotrope composition is recycled to be fed in the

a consequence, it is not possible to define the states a priorfirst column of the scheme.

as in the zeotropic case. A composition diagram showing

the distillation boundaries is needed to define the feasible

states that can be achieved from a given feed. Consider a. GDP formulation

ternary azeotropic mixture with a topology composition di-

agram given byFig. 8(a) This mixture has one azeotrope In this section, the Generalized Disjunctive Programming

between the middle and the heaviest component. In order(Turkay & Grossmann, 199&ormulation for the optimal

to generate the STN representation, the mass balances fosynthesis for the separation of a NC-component zeotropic

each reversible separation tasia(ttfeld & Aguirre, 2002, mixture is presented. Let Fo aamfhy be the feed flow rate and

2003 Fonyo, 1974; Koehler et al., 199have to be de-  composition, respectively. L&E be the set of components

fined in this diagram. IrFig. 8(a) the feed composition is i present in the feed” = {ili = 1,... ,NC}. As defined

denoted byF. Two products are obtained from this feed: a in the previous section, let the indé&denote each column

distillate productD1 and a bottom produdl. Note that in the sequence: NCOk= {klk = 1,..., K = 2NC-1 _

due to the existence of a distillation boundary, prodbit 1}. Let NTRAY be the set of potential trays NTRAY¥:=

is a ternary mixture instead of binary, like in the zeotropic {njn =1,...,NT} and letN; represents the subset of trays

case. Assuming thdd1 is located in a different distillation  n in columnk: Ny = {ng|nxy = 1, ..., NT;}. Also consider

region than the feed)1 crosses the distillation boundary), the general RDSM superstructure shownFig. 9 for the

the procedure for generating the states follows in the sameseparation of a NC-zeotropic mixture.

A
DI1(ABC)
F(ABC)
B
BI(BC) Azeotrope
Azeo
(a)
B

—®  Azeotrope

(b)

Fig. 8. Azeotropic STN representation and superstructure.
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The formulation of the discrete choices regarding the In a second level of decision, boolean variabligs are
structural optimization is modeled through embedded dis- assigned to every potential tray of an active section to denote
junctions. In a first level of decision, boolean variab¥s its existence. If a value of true is assignedf, the tray
are defined to denote the existence of a sectidha value nis selected and the vapor-liquid equilibrium equations are
of true is assigned to the variablg, the sectiorsis selected applied. Otherwise, if the tray is not selected, the internal
for which ntray trays are to be selected in this section. If the vapor and liquid streams are bypassed and no mass transfer
section is not selected, the internal vapor and liquid flows process takes place. The embedded disjunction for a given
are set to zero and no trays are activated in this section.  sections is formulated as follows, where each term of the
disjunction applies for components:

v, _
ntray, = Znesec; stg, B Y 7
- ~Wa | nL,i =0
[ W | 4 =0 J=0
i = fL Payxnd) f)i=0 TV =1,
foi = ATy Pay ) TV =T), TL =T! |
fLo= ¢V TL = TL v V. =0 VseS (1)
e "l ln e seg
Tnv = TnL Vi = Vot L,=0
LIQu,; = Luxn,i Ly = Lny1 Xn,i = Xn—1,i
VAP,.i = Viyn.i Xn,i = Xp—1,i Yn,i = Yn4li
L stg, =1 Yn,i = Ynt1i ntray, =0 |
L stg, = 0 |
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In (1) Sis the set of rectifying and stripping column sections |: Y, } |: —Y, } Ve < STRIP

in the sequenceS = {s|s = rech, strip;, recb, strip,, ... , s € , n € Seq

rectg, stripg }. In order to assign a set of trays to a section, the Wi = Wat1 W = false

set segis defined to denote the set of potential intermediate 9)

trays that belong to section Note that the set RECT contains all the rectifying sections:
The design specifications and logic propositions are given RECT = {rec, rect, ... ,rect} and the set STRIP all

by the general expressions (2) and (3), which involve only the stripping sections: STRI {strip, strip,, ... , Stripg}.

boolean variables: Also, letNF bethe set of all feed streams in the superstruc-

ture:NF = {nfinf= F, S, L}.
$2(Y) =True Vse§ (2) The VLE and equilibrium conditions are applied for all
QW,) =True VnelT (3) the permanent trays of the sequenc&m (10) The set of
permanent stages in each colukare defined as follows:
In Eg. (3) the set IT denotes all the intermediate trays perm, = prod,|J,;feeds s, where prod is a tray where
of the superstructure: I'= Uk 1/Tx. These propositions  a product is withdrawn and feggdy is a tray where feed
model feasibility conditions for the separation and logic nf enters in columrk. Then, the set of all permanent trays
expressions. Feasibility conditions can be formulated for in the superstructure is given by PERM U,‘leperm(.
zeotropic mixtures considering that the minimum number of Eq. (11)include the summation of the mole fractions and
column sections required to achieve pure product&is-2) the definition of the enthalpies for the internal vapor and
(Agrawal, 1999. To illustrate feasibility conditions, con-  liquid streams:
sider a zeotropic ternary mixture. According to the super-

structure shown irFig. 7(a) the following logic feasibility Jui = f(Tn, Py, xn i)
propositions apply: IV = (T, Pu. yni)
_‘Ystripz = Ystrip3 A Yrecy 4) fn‘fz’ = nL,i
TV =Tk Vn € PERM, ieC 10
—Yrecy = Ystrip, A Yreck (5) " " " Mg (10)
. § . LIQ,; = Lyxn.
recy = T ¥strip, © AP, = Vi
—Ystrip; = —Yrecy (7) stg, =1

Eqg. (4)imposes the condition that if the stripping section

of column 2 is not selectedv{yip2 is false), column 3 has Zx,”- =1

to be selected¥stripz and Ysyrip3 true) in order to achieve a , 1

feasible design. The analogous situation is modé&ldn (5)

if the rectifying section of column 3 is not selectétl. (6) Z)’n i=1 vn € NTRAY (11)

avoids that the stripping section of column 2 is selected if L

the rectifying section of this column was previously acti- h“qn = AT, LIQ,)

vated. For column 3&q. (7)avoids the selection of the rec-  hvap, = A(T,), VAP, ;)

2%?)?;?53;3 ;‘Ctt?veatztélpplng section of this column was Efq (12)define the individual feed flow for each feed stream
For the trays which belong to selected sections, logic ex- "~

pressions are considered to avoid the possibility of obtaining FEEDxt,,.; = Fntn Zhi

multiple solutions with the same objective function value. v, ¢ PERM 1 ¢ feedi, nfe NF, i € C (12)

Egs. (8) and (9knforce that the selected trays be selected

above and below the feed trayygomans & Grossmann, The liquid and vapor intermediate product individual flows

20008: are defined inEqg. (13) as well as the liquid and vapor
products enthalpies. In this constraint, NPROD is the set
Y —Y; of products of the superstructure: NPR@DU,f:lnproq(,
|:Wn+l = Wn:| v |:Wn = fa|se:| Vs € RECT, n € seg where nprogl is the set of products stages in each column

ki nprod, = top, U bot(J,,sidep,,,. Note that the set
sidep,,« refers to the candidate trays from where a product
np can be withdrawn in columk.

PLIQ, ; = PL,xy,;
PVAP,; = PV,yu.i
hplia, = ATF, PLIQ, )
hpvap, = f(TY, PVAP, )

n>’

(8)

Vn e PERMn e NPRODi e C  (13)
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Mass and energy balances are formulated for every Egy(14)model the feed tray£q. (15)are applied to all intermediate
trays, andegs. (16) and (17inodel top and bottom trays, respectively. Note that TQEJ,‘f:ltopk and BOT= U,lebotk.
Eq. (18)are applied to those trays from where side products emerge.

Y FEEDy,i —LIQ,,; — VAP, ; +LIQ, 1, +VAP,41; =0 VieC

nfefeed r

) ) vnf e NF, n € feedy« (14)
Y hfeedy, — hlig, — hvap, + hlig,_; + hvap,;; =0
nfefeeds «
LIQ,; + VAP, —LIQ,_1;, —VAP,4+1;,=0 VieC
Qn,z + i Qn 1 +1, IS VnelT (15)
hlig,, 4+ hvap, — hlig,,_; —hvap,,; =0
VAP, 41 —LIQ,; —PLIQ,, —PVAR,; =0 VieC
+1i — LIQp; —PLIQ,, ’ l Vn € TOP (16)
hvap,,, — hlig, — hpliq, — hpvap, — 0, =0
LIQ,_1; — VAP, ; —PLIQ,; =0 VieC
.Q L R Q. l vn € BOT (17)
hlig,,_, — hvap, — hpliq, + 0, =0
LIQ,_1; + VAP, 1; — LIQ,; — VAP, ; —PVAP,; —PLIQ,; =0 VieC )
_ ' ) ’ . ' Vn € sidepy, (18)
hliq,_, + hvap,,, — hliq, — hvap, — hpvap, — hplig, =0 '

The energy requirements in the conder@ey and reboileiQhy, of every columrk are defined irEq. (19)

Qe =0, ne top,

] Vk € NCOL (19)
Qhy = Q, n eboy

Total mass and energy balances are formulated for the superstructie {20) In constraints (21) mass and energy
balances are formulated for each coluknof the superstructure (ségg. 9).

J
> Fpa=) PP
j=1

nefeedr, 1
J

> FEEDgui=» Pz; VieC (20)

nefeedr, 1 j=1
K J

> hfeedr, + ) (Qh —Qa) = ) Ph;
nefeedry 1 k=1 j=1
> > FEEDswai= ) (PLIQ,;+PVAR,)) VieC
neNg nfefeedht x neN; Vk € NCOL (21)
> ). hfeedys, +Qh —Qq = ) (hplig, + hpvap,)
neN; nfefeedh x neN

Column interconnection balances are considered next. The problem feed flow, composition and enthalpy are defined ir
Eq. (22)

Z FFl,nZFO

nefeedFlvl
Y FEEDp1.;=Fozfq VieC
nefeedFlvl

>~ hfeedw, = hfo

nefeedFM

(22)
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Primary feeds are defined iq. (23) The vapor (liquid) product emerging from the top (bottom) of a column becomes
the feed of a subsequent column of the sequenceNise®).

PVtOpk = Z Fry.n
nefeedr,, i
PVAPop.i= »  FEEDg, ,; YieC
nefeedFZk,k
hpvage, = Y. hfeeds, ,
nefeedpzj(.k
VkeNCOL, 1<k<K-—1 (23)
Plook = D Fryuam
nefeedFZHl,k
PLIQuy,;= Y. FEEDpy, ni VieC
nefeedFZkH,k
hplinot_,- = Z hfeed"z_fﬂ-,n
nefeedFZkH_k

The secondary feeds are definecEigs. (24) and (25)The liquid (vapor) side product emerging from a column becomes
the secondary feed of a preceding column in the superstructure.

2. Pli= D Fsa
nesidegk,,, nefeeds,

Z PLIQ,;= )  FEEDs.; VieC Vk € NCOL, 2 <k < K, k even (24)
nesidepy, nefeeds, «

> hplig,= Y hfeed;,,
nesidepskk nefeedsk.k

Note that the liquid side product from an even column becomes the secondary feed entering in the rectifying section of a
preceding column (i.e. ifig. 9, the products; is the secondary feed entering column 1 top).

Y PVu= ) Fya
nesidepy, nefeeds,

D PVAP,= ) FEEDs.i YieCly  NeoL 3<k <k kodd (25)
ne5|degk,k nefeeds,

> hpvap = > hfeed,
nesidepy, nefeeds, «

In Eq. (25) the side vapor product exiting from an odd column is the secondary feed entering in the stripping section of a
preceding column (i.e. ifrig. 9, the productSs is the secondary feed entering column 1 bottom). The balances for those
sections which are integrated are modeled fiBgs. (26) to (31)seeFig. 6). Eq. (26)define the secondary feed$, .



2176 M. Barttfeld et al./ Computers and Chemical Engineering 28 (2004) 2165-2188

Ploot, = Y Fren

nefeed,, x

PLIQuy,;> Y  FEED,.i VieC

nefeede_k

hplidpe, = Y hfeed,, ,

nefeede,k

PViop,., = Z Frigan

nefeedeJrl,k

PVAPop,,.i= . FEEDL  .i VieC

nefeedeH_k

hpvage, ., = Y hfeed,,,,

nefeedeH,k

Vk € NCOL, ke (N1 —1_-NC+m}, 0<m < K —1, m even

(26)

Eq. (27)define the products BRemerging from totally integrated sections. The inglelenotes each final product FP
{J|]= 1, ,]:3)( 2NC71}.

Ploot — > Fren +Pliop,,, = PP,
nefeede,k
PLIQuoy,i — . FEEDL i+ PLIQgp,,i=Pzi VieC
nefeed,, x
hplidse, — D hfeed,, , + hplidp, , = Ph;
nefeed,,

Vk e NCOL, jeFP ke {21 _1_NC+m}, j=3m—1, 0<m<K-—1, meven (27)

Constraints (28) define the final product that is rich in the lightest componant PP

PPJ = PLtopl + Z PLtOpk
keKzy
sz,i = PLIQtopl,i + Z PLIQtOpk,i VieC V] c FP, ] =1 (28)
kGKZ]_
Ph; = hplidp, .+ D MPlichop,
kEKZ]_

In Eq. (28) Kz is the subset of NCOL defined as followz; = {k[2 < k < 2V¢=2 k e {37 ,2""1} with 1 < m < NC}.
Note that the product rich in the lightest component,R$formed with the top product of column 1 and with the contributions
of all the top products of the first columns of each level Biee 9). Then,Kz; is the subset defining the first column at each
level of the superstructure.

Constraints (29) define the final product that is rich in the heaviest compongnt PP

PPJ = PLbotK + Z (PLbOtk - Z FF2k+1’n)
keKzp nefeedr,, «
Pzj; =PLIQnoy i+ Y (PLIQuoy;— > FEEDgy,,.i) VieC VieFP, j=J (29)
keKzp nefeedr,,  x
Phj = hp"quIK + Z (hp“qbot]\ - Z hfeed:ZkJrl’”)
keKzp nefeedry  «

In Eqg. (29) Kz is the subset of NCOL defined as followsz, = {k;|1 < k, < K, k, = 2k,—1+ 1, ko = 1,r € Z}. Note
that the product that is rich in the heaviest component BPformed with the bottom product of colunit and with the
contributions of all the bottom products of the last columns of each levelRigp&). Then,Kz is the subset defining the
last column at each level of the superstructure.
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PPi

PP2

PP3
PP4

PPs

PPs
PP7

PPs

PPy
PPio

PP11

PPi2

Fig. 10. Superstructure for a five components feed.

Next, the final products emerging from the non-integrated rectifying section are defined. Cdrigid&6f, where the
superstructure is shown for a five component feed. Two types of top products can be defined. ProdseePB. 10 is
formed by the contributions of the top products of column 10 and column 5. If column 10 is not selected, praoduch PP
in componenB will emerge directly from column 5. For a multicomponent mixtuge, (30)model this product as follows:

PPj = PLiop, + Pliop, ,
PZ;; = PLIQuop, i + PLIQyp, ,.i Vi€ C
Phj = hpIiQtopk + hp”thPk/z
keNCOL, jeFP ke{2"“?+2+m}, 5<k<K, j=4,1016,..., m=0,4,8,... (30)

Note that inFig. 10 product PR is formed by the contributions of the top product of column 12 as well as by the top products
of columns 3 and 6. If column 12 is not selected in the superstructure, then produeilPéEmerge from the top of column

6. If both columns 6 and 12 are not selected, this product will exit from the top section of column 3. For a multicomponent
feed the definition of this type of final product is given By. (31)

PP;j = Pliop, + Z PLtop,
keKzz
Pzj; =PLIQqp i+ »_ PLIQop.; VieC
keKzg
Ph; = hplicep, + Y hplicgy,
keKzz
ke NCOL, jeFP, ke {ZNC—2+4+m}, 12<k<K, j=7,14,..., m=0,4,8, ... (31)

In the aboveEq. (31) Kz is the subset of NCOL defined as followszz = {k,|3 < k, < K, k, = 2k,_1,ko = 3,r € Z}.
Note that for a five component feeldzs is the subset containing columns 3 and 6.
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The products from non-integrated stripping sections are
defined next.

PP; = PlLyoy, + PLbOt(k—l)/Z
sz,i = PLIQbOTJ(,l + PLIQbOt(k—l)/Z’i vieC
Ph; = hpligyg;, + hpliqbot(k—l)/Z

keNCOL, jeFP ke {2241+

keKzy nefeedFZkH,k

Pzj; = PLIQpoy,; + » . (PLIQpoy ; —

FF2k+1»n)

2

keKzy nEfeedF2k+1_k
Ph; = hplidpey, + > (hplidye, — > hfeeds,, 1)
keKzy nefeedp2k+l,k

kke NCOL, jeFP, ke (2N 2434+ m}, kk<K, j=6,12,..., m=0,4,8, ...

Eqg. (32)models the final products which are obtained by the
contribution of a column of the last level of the superstruc-
ture and by the bottom product emerging from a previous
unit. Note that inFig. 10 the bottom products of column
4 and 9 contribute to the product £Rn case column 9 is
not selected, the product PRill emerge from the stripping
section of column 4.

In Eq. (33) Kz is the subset of NCOL defined as follows:
Kzg = (k|2 < k, < kk k, = 2kr_1+ 1 ko = 2,1 € Z)}.
Note thatKz; defines the columns which contribute with
the final product. IrFig. 10 Eq. (33)would model product
PRs. For this exampleKz is the set containing column 2
and column 5. Also note that the detvas renamed akk
because a reference point is needed to défine

The column diameters are computedEi. (34) However,

a uniform diameter is considered for every column section
in (35) as well as the actual number of trays in each column.

Dcol, = AT, Py, V) Vn € NTRAY (34)

Dc, > Dcol, Vn € seg

NT, = ) stg, VkeNCOL (35)
neNy

The individual flows and enthalpies of the final products
are defined irEq. (36) Constraints (37) define the specified
recoveries; and puritiest;:

Pz, =zp,;PP; VieC

R VjeFP (36)
Ph; = hp, PP,
Pz;; > ¢;Fozfq | S

‘ VjeFP, j=i,ieC (37)
ZPj’i > T

Since the problem consists of designing a distillation se-
guence involving minimum cost, the economic objective
function in (38) involving the total annualized cost (TAC)
of equipment and utilities is minimized subject to the con-
straints (1)—(3), (8)—(37), (39).

min TAC = Cinv + Cop (38)

FEEDpy  1.ni) VieC
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ml, k<K, j=3,9,..., m=0,48, ... 32)
(33)
K
Cop= Z(mwk Ccool+ mv; Csteam (39)
=1

6. Solution procedure

In order to solve the model presented Section 5 an
algorithmic procedure will be proposed. The embedded dis-
junction given byEq. (1) models the discrete decisions re-
lated to the sequence structure and number of trays. Due to
the difficulty in solving the entire problem, the GDP model
proposed inSection 4will be decomposed into two levels
of decisions within an iterative procedure. In a first level,
the column sections are selected while in the second level
the optimization of the number of trays is performed for the
sections selected in levels.

Due to the size, non-linearities and non-convexities that
are involved in each of the subproblems, good initial val-
ues and bounds have to be provided in order to achieve the
convergence of the model. For that reason, a preprocessing
phase is considered in the solution of the economic opti-
mization problem. The main objective of this phase is to
generate a good initial solution for the optimization of the se-
guence. The preprocessing phase for zeotropic mixtures was
modeled and developed in a previous work where detailed
explanations can be foun@érttfeld & Aguirre, 2003. In
this work, the preprocessing procedure is generalized and
extended for ternary azeotropic mixtures (sggpendix A).

The optimization problems involved in each of the two lev-
els are described next.

6.1. Section optimization GDP problem

This tray-by-tray model considers each column section
with the number of trays fixed at the maximum valuso
that if the section is selected, all the trays within the section
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are active but with a lower bound for the cost (i.e. minimum  If a sections is selected, a number ntrais assigned to
number of trays). The idea is to provide a lower bound to each column section. However, to underestimate the invest-
the cost by providing the maximum scope for separation ment costs, a lower bound for the number of tray8, and
while underestimating the investment cost. The embeddedthe parameterg, and¢, are considered iq. (42) This
disjunction given byEq. (1)reduces then into the following  model does not include the calculation of the columns di-

simple disjunction: ameters. A constant average diameter is considered for each
- Y, T =Y
ntray, = 0
ntray, = »  stg, =y . &
neseg ni — 0
fEko= ATE, Py, xni) VnesegieC V=0
v v e
fn,,' = f(Tn ne Py, yn,i) v TnV — Tnv+l Vse S (40)
i = foi 7L =1L
s s n — “n-1
TV =Tk V,=0
LIQ,,; = Ly X, Ln=0
Xn,i = Xn—1,i
VAP, ; = ; ’ ’
L n,i n yn,t . i yn,i — yn+l,i 1

If Ysis true the sectiosis selected and the upper boupdf unit section and defined a@g = f,(Dcx) andgz = fc(DCy).
the number of trays become active. Then, the VLE equations The section diameters can be easily computed from the
are applied to these trays. If the section is not selected, thetray-by-tray preprocessing phase model by adding to the

VLE are not imposed and the vapor and liquid internal flows constraints (34) and (35) to the preprocessing formulation.
are set to zero. In summary, by solving the section optimization problem

The constraints for this problem are given Bys. (2), a candidate configuration with a lower bound for the cost is
(3), (10)—(31) and (36)—(40he problem then consists in  obtained. In the context of the algorithm the MILP approx-
minimizing the total annualized cost TAC, which is defined imation to the GDP problem will be used.
in Eg. (38) In addition, the following equations are added
to the model. The investment cost Cinv involves the cost for
the column trays Ctray the cost of the column shell Ceol
and the condenser and reboiler costs Cgoadd CreR,
respectively (se&q. (41). Eq. (42)are global constraints
which define the trays and column shell costs.

6.2. Tray optimization GDP problem

The optimization of the number of trays is formulated
in a reduced space since the optimization is carried out
over a candidate configuration instead over the initial super-

K structure. This problem is solved in a reduced space since
Cinv = Z(Ctrays + Ccoly) + Z(CCOHQ + Creh,) (41) the sections that are not selected are excluded from this
N

k=1 problem.
Ctray, = y"°¢1 The embedded disjunction which models the discrete de-
4 Vse S (42) cision of selecting the number of trays of active sections is
Ccoly = y'°¢; given by the following constraint, which is only applied to

those trays within selected sectiof} = True):

W, _
[ W | fii=0

fhi= [T, Poxap) VieC | | fV=0

Fai = fCY Pay i) TV =TY,

Sii = I v Ty =T Vn € seg, for Y, = True (43)

T, =T} V, = Vo1

LIQ,.; = Ly Xn,i L, =Lyi1

VAP, i = Vi yn.i Xni = Xp—1,
L stg, =1 | Yn,i = Yn+1,i

| stg, =0
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If W, is assigned a value of true, the trays selected and In Fig. 11, the steps of the solution algorithm are pre-
the VLE equations are applied. Otherwise, the vapor and sented. After solving the initialization problem, the section
liquid streams are by passed and no mass transfer proces&DP problem is first solved as an MILP problem yielding an

takes place. optimal sequence configuration by selecting the column sec-
The other constraints of this problem are giverEyg. (3), tions. The boolean variables that define the existence of sec-
(8)—(31) and (34)—(39)Also, Eq. (44)is included for the tions (Y = true) are used to fix the configuration of the next
computation of the investment cost as welEag (45)which MILP problem for the optimization of the number of trays
model the cost for the trays and the column shell. which is solved in reduced space by eliminating the false
K terms in the disjunctions (e.g. equations for non-existent sec-
Cinv = Z(Ccond + Crely, + Ctray;, + Ccoly) (44) tlong). An NLP model is solved next for the gelected config-
= uration and number of trays and feed location. Integer cuts

involving the boolean variables related to the existence of

traysW, are then added to enforce the selection of a different
} Vk € SCOLs e S (45) tray selection in the next iteration of the algorithm. Note that

integer cuts involving the boolean variabMsare not added
Note that SCOL is the set relating one column with its t0 the section MILP problem because the same selection of

rectifying and stripping sections, e.g., for columnki{ 1), sections (configuration) can lead to different total costs if a
SCOLly = {rect;, 1 strip }. different number of trays is selected in the configuration.

These equations are global constraints that are functions The GDP algorithm stops when there is no improvement
of the number of trays of each unit NTand also of the  in the objective function of the NLP subproblems. It should

columns diameter, which is modeled Eys. (34) and (35) be noted that global optimality cannot be guaranteed due
The MILP approximation to this problem is also used in to the non-convexities involved in the model. Their effect,
the algorithm in the next section while the NLP subproblem however, is reduced with the GDP model since non-existing
arises for a fixed choice of the boolean variablés trays are not included in the NLP subproblem.

Ctray, = NTy fi(Dcy)
Ccol, = NT; f.(Dcy)

6.3. Solution algorithm ]
7. Numerical examples

After solving the preprocessing phase models, the ) ) _
logic-based outer approximation method Byrkay and The performance of the glgor!thm |s.tested with four ex-
Grossmann (1996and its modification byveomans and ~ amples that are presen.t(_ad in this section. In all cases, final
Grossmann (2000bjs applied to solve the GDP prob- Pure products are specified. A constant pressure of 1.01 bar
lem. The algorithm iterates between the two MILP master IS considered for each column. A feed flow of 10 mol/s and
problems and the reduced NLP subproblems. The MILP Saturated liquid products are specified. The thermodynamic
problems are formulated with accumulated linearizations Properties are taken forReid, Prausnitz, and Poling (1987)

and Big-M constraints, while the NLP subproblem simply ~ Example 1 and 2 involve the separation mpentane,
arises for fixed configuratior¥() and trays \V,). n-hexane and-heptane and uses ideal equilibrium while

All variables initialized

SECTION
Master 4— -

Problem (MILP) Rigorous Tray-by-
Selection of Tray Reversible
SECTION Separation (NLP)
Disjunctions

TRAY Master |

Problem (MILP) All variables initialized

Selection of
TRAY

Disjunctions

TRAY Problem

(NLP)

SOLUTION

Fig. 11. Decomposition algorithm.
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Table 1 1.0 N
Computational results for example 1 1 \A\
0.9
Preprocessing phase: NLP Tray-by-Tray Models 1) 1 \
Continuous variables 3297 g o8- \

- = ] N —n— Feed
Constraints 3225 o 07 Col 1
CPU time (min) 2.20 s ] AN —e—Lolumn

ipti S 06 \.\ —a— Column 2
w O

Model _descrlptlon_ 5 | N —e— Column 3

Continuous variables 3301 g 054

Discrete variables 96 = 1

Constraints 3230 § 0.4+ 00°

Non-linear nonzero elements 3244 “5 o 3_' l&°’° \

Number of iterations 5 s N \

NLP CPU time (min) 6.97 S o2d N N

. . 0,

MILP CPU time (min) 2.29 1 \o\ ‘\

CPU time (min) 9.25 0.1—_ °\°‘° ‘\A\A
Obijective value (US$/year) 140880 0.0

00 01 02 03 04 05 06 07 08 09 10

Total CPU time (min) 11.46

Mole fraction of n-hexane

. . . Fig. 12. Example 1: Preprocessing solution liquid profiles.
example 3 and 4 deal with the separation of the azeotropic

mixture methanol, ethanol and water and uses ideal gasa minimum recovery of 98% of each product. Each section
model for the vapor phase and the Wilson model for the lig- is assigned a maximum of 15 trays. Ideal VLE model was
uid phase. In all cases, the VLE equations involve the trans- used for this system.
formation of variables suggested Bauer and Stichimair The method proposed in this paper was applied to this
(1998)in order to improve the convergence of the NLP sub- problem and the solution is reported in Table 1. The prepro-
problems. This transformation yields more linear equations cessing phaseis solved in 2.20 CPU min. The preprocessing
when modeling the VLE equations. solution profiles are shown in Fig. 12. The decomposition
The examples were implemented and solved in GAMS algorithm isapplied next and the optimal solution was found
20.7 Brooke, Kendrick, Meeraus, & Raman, 1998 a after 5 iterations in 9.25 CPU min (6.97 min for the NLP
Pentium Ill, 667 MHz with 256 MB of RAM. The code  subproblemsand 2.29 min for the MILP subproblems). The
CPLEX 7.5 was used for solving the mixed integer linear total solution timeis 11.46 CPU min.
programming (MILP) problems and CONOPT?2 for the NLP The optimal configuration with a total cost of 140,880

subproblems. USSlyear is shown in Fig. 13(b) (see Table 1). The solution
configuration involves the 6 sections selected in the super-
7.1. Example 1 structure, as can be seen in Fig. 13(a). Column 1 has 22

trays selected with the feed entering in tray 12, column 2

A feed ofn-pentane (A)n-hexane (B) ana-heptane (C)  has 23 trays with a vapor feed entering in tray 14 and col-
with molar composition of 0.33/0.33/0.34 is given. The re- umn 3 also has also 23 trays and the feed stream in located
quired purity for the products is 98% fa, B and C with in tray 10. This scheme can be rearranged in terms of two

PP,

PP,
98% n-pentane !

98% n-pentane

Qc=2T1.3kW 1 M Qc=271.3kW
Deyrz=0.6m i
De=06m
__________ Oc = 524 kW
Deapr=045m 14 —————

F 26 Deyoy; =045 m
—_—
Deyorn = PP, - br,
Deeyipy =045m 98% n-hexane De=046m 98% n-hexane
2 Dees=045m 36
___________ e Dunpz=0.63m
Degryy3 =063 m
= W =2
7 Oh=2988kW 32 QOr=2988 kW
PPy PPy
(a) 98% n-heptane (b) 98% n-heptane

Fig. 13. Example 1: (a) Superstructure with selected sections; (b) optimal Configuration in terms of two columns.
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columns, according to the tray diameters obtained in the so-
[ution. Column 1, the stripping section of column 2 and the
rectifying section of column 3 have a diameter of 0.45m,
the rectifying section of column 2 has a diameter of 0.6 m
while the stripping section of column 3 has a diameter of
0.63m (see Fig. 13(a)). Therefore, the rectifying section of
column 2 is moved to the top of column 1 and the stripping
section of column 2 is placed on the top of column 3. In this
way, the configuration shown in Fig. 13(b) is obtained. In
the optimal rearranged solution, column 1 has 36 trays and
the feed stream enters in tray 26. Column 2 has 32 stages,
afeed is placed in tray 19 and two liquid product streams
are withdrawn from tray 9 and 32. Due to the column cou-
pling, column 2 does not have condenser. Column 1 has two
condensers, one on the top tray and the other in tray 12. It
is interesting to note that the existence of the equipment in
an intermediate tray of the column improves the efficiency
of the separation scheme since the heat is eliminated in tray
12 at alower temperature than in the top tray of column 1.

The liquid composition profiles for the optimal configu-
ration of Fig. 13(b) are shown in Fig. 14. As can be seen
from Fig. 14, the separation takes place close to minimum
reflux conditions since the composition profiles of column
1 intersect at the feed composition.

The same problem was formulated as a MINLP problem.
The formulation of this problem involved the optimization
of the feed stream and reboiler location. This representation
for tray optimization happens to be the most suitable repre-
sentation for the superstructure (Barttfeld et a., 2003). The
preprocessing phase was al so applied to this formulation and
DICOPT was used as the solver for this problem giving are-
laxed solution with acost of 140,088 US$/year. The problem
could not be solved as an integer problem, since no integer
feasible solution was found by the solver, even by applying
the domain reduction procedure (see Barttfeld et a., 2003)
over the binary variables to reduce the size of the problem.
The relaxed MINLP solution involves a slightly lower cost

—m— Feed

—o— Column 1 (trays 1 to 14)
—¢— Column 1 (trays 15 to 36)
—o— Column 2 (trays 1 to 9)
—A— Column 2 (trays 10 to 32)

0.8—-
0.7—-
0.6—-
0.5 —

0.4

Mole fraction of n-pentane

00 01 02 03 04 05 06 07 08 09 10

Mole fraction of n-hexane

Fig. 14. Liquid composition profiles of the optimal configuration.

than the solution found with the decomposition GDP al-
gorithm. However, since the integer mixed integer solution
could not be found, both solutions cannot be compared.

Two conventional alternatives which lead a feasible de-
sign for this separation were also optimized, the direct se-
guence configuration and the side-rectifier configuration.
The direct sequenceyieldsacost of 145,040 US$/year, while
the side-rectifier configuration has a total cost of 143,440
USS$lyear. This fact allows to conclude that the proposed
algorithm with 140,880 US$/year obtained a significantly
better solution for this example problem.

7.2. Example 2

This example aso involves the separation of n-pentane
(A), n-hexane (B) and n-heptane (C) but the molar compo-
sition considered is 0.6/0.2/0.2. The required purity for the
products is 98% for A, B and C with aminimum recovery of
98% of each product. Each section is assigned a maximum
of 15 trays.

The computational results are shown in Table 2. The pre-
processing phase is solved in 0.78 CPU min and the liquid
composition profiles for this solution are shown in Fig. 15.

The optimal configuration has a total cost of 137,760
USS$/year and convergence is achieved in 7 iterations of the
algorithm. The total solution time is 13.07min (8.85min
for the NLP subproblems and 4.22min for the MILP sub-
problems). The optimal solution selects all sections of the
superstructure as seen in Fig. 16(a). Column 1 has 23 trays
activated and uniform diameter of 0.5m, column 2 has 24
trays and a diameter of 0.62m for the rectifying section and
0.39m for the stripping section, and column 3 also has 23
trays and a uniform diameter of 0.39m. This solution can
be rearranged in terms of two columns, as shown in Fig. 16.

The MINLP formulation was aso used to solve this ex-
ample. In this case as in the previous example, we could not
solve the integer problem. However, the relaxed solution for

1.0 4

0.9+

08 7 —m— Feed

—a— Column 1
—<«— Column 2
—e— Column 3

0.7 4
0.6 4
0.54

0.4+

Mole fraction of n-pentane

00 01 02 03 04 05 06 07 08 09 10
Mole fraction of n-hexane

Fig. 15. Example 2: preprocessing solution liquid profiles.
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P 125kW
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Fig. 16. Example 2: (a) optimal configuration; (b) liquid composition profiles of the optimal configuration.

this problem yields a cost of 121,120 US$/year, which is
lower bound to the one obtained by applying the GDP de-
composition algorithm. Since the MINLP formulation could
not be solved as an integer problem no comparisons can be
made between the MINLP and GDP solutions.

The direct sequence which is a feasible design for this
problem, was optimized yielding a total cost of 138,480
US$/year, whichisamarginally higher than the one achieved
with the proposed method.

7.3. Example 3

A feed of methanol (A), ethanol (B) and water (C) with
molar composition of 0.5/0.3/0.2 is given. The specifica-
tions considered for this problem were taken from Yeomans
and Grossmann (2000b), where the required purity for the
products is 90%. Each section is assigned a maximum of 20
trays. This example usesideal VLE model for the gas phase
and Wilson model to formulate the vapor—iquid equilibrium

Table 2
Computational results for example 2

Preprocessing phase: NLP Tray-by-Tray Models

Continuous variables 3297
Constraints 2831
CPU time (min) 13
Model description
Continuous variables 3301
Discrete variables 96
Constraints 3230
Non-linear nonzero elements 3244
Number of iterations 7
NLP CPU time (min) 8.85
MILP CPU time (min) 4.22
CPU time (min) 13.07
Objective value (US$Hlyear) 137760
Tota CPU time (min) 14.37

in the liquid phase. The superstructure for this example is
shown in Fig. 17.

The solution found for this problem after applying the
decomposition algorithm is reported in Table 3. The prepro-
cessing phase is solved in 6 CPU min. The liquid compo-
sition profiles for the columns in the preprocessing phase
solution are shown in Fig. 18. Note that pure products are
obtained in each column since the distillate product of col-
umn one crosses the distillation boundary.

The decomposition algorithm is applied next and the op-
timal solution was found after three iterations in 56.1 CPU
min as shown in Table 3. Note that most of the computa-
tion time involved is used for solving the NLP subproblems
(54.7min for the NLP subproblems and 2.33min for the
MILP subproblems). The total solution time is 62.15 CPU
min (Table 4).

L » PP
4
PP,
r“““ PP,
1
1
! 5
[
|
F L . PP
PPs

—————-

 J

Fig. 17. Example 3: superstructure.
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Table 3

Computational results for example 3 Table 4 ‘
Computational results for example 4

Preprocessing phase: NLP Tray-by-Tray Models

Continuous variables 9025 Preprocessing phase: NLP Tray-by-Tray Models
Constraints 8906 Continuous variables 92025
CPU time (min) 6.05 Constr_al nts . 8996
CPU time (min) 6.05
Model description o
Continuous variables 8755 Model description
Discrete variables 210 Continuous variables 8755
Constraints 9466 Discrete variables 210
Non-linear nonzero elements 18230 Constraints 9466
Number of iterations 3 Non-linear nonzero elements 18230
NLP CPU time (min) 54.7 Number of iterations 3
MILP CPU time (min) 233 NLP CPU time (min) 36.26
CPU time (min) 56.1 MILP CPU time (min) 3.70
CPU time (min) 39.97
Objective value (US$lyear) 321,680 o
Objective value (US$lyear) 318,400
Total CPU time (min) 62.15 ‘ _
Total CPU time (min) 46.01

The optimal solution yields a total cost of 321,680
US%/year. Both sections of columns 1 and 2 were selected
from the initial superstructure. Column 1 has 40 trays with
adiameter of 0.70m. Column 2 has 39 trays with diameters
of 0.70 and 0.55m for the rectifying and stripping sections, 1
respectively. This solution can be rearranged in terms of
one column and a side stripper as shown in Fig. 19. The Deran = Deayp1 =0.7m
rectifying section of the origina column 2 was placed on 01 0c=468.9 kW
the top of the first column since both have the same di-
ameter. The main feed enters in tray 40 of column 1 and B ©

. . . . . F;=10 mol/s
product is withdrawn from this column in tray 20 to provide ABC
part of the main product PP; (see Fig. 19). Note that the
product rich in methanol (A) is formed by the contributions ST
of both the liquid top product of columns 1 and 2. Note that 0w =761.16 kW
the liquid top product emerging from column 1 top has a
higher purity (98.9% of A) than the one required in the final
product, but this stream is mixed with the liquid product
withdrawn in tray 20 of column 1 (51% of A) to meet the

A

Z_ 00=684.6 kW

—

Fig. 19. Example 3: optimal configuration for products purity of 90%.

1.0+

1.0
1 —m— Feed composition ]
0.9+ —m— liquid composition profile column 1 0.94
] :o: I!qu!d compos!t!on prof!le column 2 % L —=— Feed composition
0.8+ =— liquid composition profile column 3 = 0.8 e Col 1 liquid it fil
1 —a—liquid composition profile column 4 S 1 "~ “oumn 1 liquid composition profile
c 0.7+ —e— liquid composition profile column 5 “z 0.7 4 —o— Column 2 liquid composition profile
o o ]
2 ] [}
& 0.6 E 06+
& i = i
% 054 S 05+
5 ]
£ A 8 0.4
= 0.4+ a o
o g J
& 8 03+
£ 0.3+ = 7]
2 T g 0.2
Q <]
= 0.2 £ ]
] Q .
= 0.1
0.1+ E R
g 0.0 +——"4—7—7F—"T—"Tr—T—"—"T"T 7P
0.0 - =+t ———— 7 00 01 02 03 04 05 06 07 08 09 10
00 01 02 03 04 05 06 07 08 09 10 Ethanol Composition (mole fraction)

Ethanol (mole fraction)
Fig. 20. Example 3: liquid composition profiles of the economic solution

Fig. 18. Example 3: liquid composition profiles in the preprocessing phase with products purity of 90%.
solution.
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Fig. 21. Example 4: optimal configuration for products purity of 95%.

required purity of 90%. This situation is shown in Fig. 20,
where the liquid composition profiles of the configuration
of Fig. 19 are presented.

It is worth noting that the optimal configuration found by
the algorithm does not produce products with the azeotropic
composition. This is because of the required purity of the
products. As can be seen in Fig. 20, column 1 separates the
feed into a bottom product rich in water (90%) and a top
product which is located on a different distillation region
than the original feed. This product enters column 2 to be
separated into atop product with high purity in methanol and
into a bottom product which already achieved the required
purity of methanol. It should be noted that the separation
is performed close to minimum reflux conditions since the
columns involve a large number of trays.

7.4. Example 4

Another example involving a higher purity requirement
for the products was solved for the same feed composition
in example 3. In this case, a purity of 95% was specified for
the system in Example 2.

The optima configuration is shown in Fig. 21 where
columns 1, 2 and 3 were selected form the initial super-
structure. The cost is $ 318,400/yr, which is lower than the
90% purity design, an indication that the latter corresponds
to a suboptimal solution due to nonconvexitiesin the model.
This solution was found in 3 iterations of the decomposition
algorithm and the recycle of a stream with the azeotrope
composition in order satisfy the products purity. The total
solution time is 46 CPU min (36.26 CPU min for the NLP
subproblems, 3.70 CPU min for the MILP subproblems and
6 CPU min to solve the preprocessing phase). Column 1
involves 39 trays and a diameter of 0.65m, column 2 has 38
trays and a diameter of 0.56 m while column 3 has 35 trays

and adiameter of 0.32m. In Fig. 22, the liquid composition
profiles for the optimal configuration are presented.

Finally, the use of intermediate condensers in column 1
was analyzed. In Fig. 23, the preprocessing solution for a
feed composition of 0.3, 0.4 and 0.3 of methanol, ethanol
and water, respectively, is shown. In part (a) of Fig. 23,
column 1 has only one condenser located in the top tray
while the profiles shown in Fig. 23(b) were obtained by
placing four intercondensers in column 1 on trays 1, 3, 5
and 10. Column 1 of Fig. 23(b) requires less energy than
column 1 in Fig. 23(a). Both configurations achieved pure
products. However, the structure without intercondensers
has a column 1 profile which crosses more deeply into
the digtillation boundary than the scheme with intercon-
densers. The composition profile of Fig. 23(a) finishes at
the composition 0.594, 0.381, 0.024 of methanol, ethanol

1.0
0.9 »
] —u— Feed composition
0.8 —m=— Liquid composition in column 1
1 —e— Liquid composition in column 2
c 074 —A— Liquid composition in column 3
i) ]
g 0.6
% 0.5 L]
e ]
S 0.4
c
f_—“ ]
S 0.3
s ]
0.2
0.1+
00 ot p~ 14— : —— T 1
0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0

Ethanol mole fraction

Fig. 22. Example 4: liquid composition profiles of the economic solution
with products purity of 95%.
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Fig. 23. Preprocessing solutions for feed 0.3, 0.4, 0.3 of methanol, ethanol and water: (a) one condenser; (b) four intercondensers.

and water, respectively, while the profile of Fig. 23(b) fin-
ishes at the composition 0.574, 0.40 and 0.026. This fact
produces 3% of savings in the total energy of the process.
According to our experience, we can conclude that the use
of intercondensers alows crossing the distillation bound-
ary and locates the distillate composition closer to the min-
imum composition that has to be reached for crossing the
boundary and achieving pure products. It is interesting to
note that small perturbations in the composition space after
crossing the distillation boundary require large amounts of
energy.

8. Conclusions

This paper has presented an optimization procedure for
the synthesis of complex distillation configurations. A su-
perstructure using tray-by-tray columns and based on the
reversible model was considered. The problem was formu-
lated as a GDP model, where boolean variables related to
the existence of column sections and individual trays exis-
tence were defined.

A decomposition algorithm was proposed to solve the
problem. The problem is decomposed into two levels of
decisions and is solved in an iterative procedure. The algo-
rithm includes an initialization phase where the reversible
sequence is approximated. This initialization phase en-
hances the robustness and convergence of the economic
formulations.

Numerical examples were solved to test the perfor-
mance of the formulations. Two zeotropic examples were
solved and non-trivial configurations were found, which
include column coupling. In the azeotropic example, the
influence of the product purity specification was analyzed
with respect to the azeotrope recycle. Also, the influ-
ence of including intercondensers in the first column was
analyzed.

In al the examples, the solutions that were obtained with
the proposed method are non-trivial and require reasonable
solution times.
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Appendix A. Initialization phase of the
decomposition algorithm

In this section, the sequence preprocessing phaseis briefly
described. The procedure for zeotropic mixtures is first de-
scribed and extensions for azeotropic cases are then outlined.

A.l. Zeotropic case

In the preprocessing phase the reversible distillation se-
guenceis adiabatically approximated. In this phase aninitial
solution for the economic problem is generated.

This preliminary phase involves the solutions of two types
of problems. In afirst step, overall mass and energy balances
are formulated as NLP problems to compute the reversible
products in each single unit. In this step, the primary and
secondary products are specified to have the exhausting
pinch compositions flows and compositions in order to ef-
ficiently integrate the columns (Barttfeld & Aguirre, 2003).
For that reason, in a second step the reversible exhausting
pinch point composition is calculated using the information
of the reversible products computed previously. Then, a
problem is solved to generate initial values related to the
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sections integration in the last level of the superstructure.
This formulation computes the connection flows and energy
demands after the integration of the column takes place.
These preliminary formulations are well-behaved problems
that compute initial values and bounds for the rigorous
preprocessing NLP tray-by-tray formulation. The formula-
tions as well as an algorithmic procedure to sequentially
solve these problems are described in detail in Barttfeld and
Aguirre (2003).

After these problems are solved, initial values to ther-
modynamically optimize the superstructure of Fig. 9 are
available. Then, the RDSM-based sequence is optimized to
approximate reversible conditions. Some of the characteris-
tics of this problem are outlined next:

e All the columns of the superstructure are fixed. It means
that all sectionsand all trays are selected and no structural
optimization (discrete decisions) takes place.

e In order to approximate reversibility conditions, the
columns of the superstructure have the number of trays
fixed at the upper bound.

e The separation task performed in each column is the
reversible or preferred separation (Barttfeld & Aguirre,
2002; Fonyo, 1974; Koehler et a., 1992; Stichimair &
Fair, 1998).

e The main products are specified to have the exhausting
pinch point composition (Barttfeld & Aguirre, 2003). Sec-
ondary feeds are specified to be in equilibrium with the
main products.

e Heat exchange is alowed in all columns despite the fact
that integration between columns takes place. As a conse-
guence, the energy can be exchanged at intermediate lev-
elsof the superstructure, leading to more efficient designs.

Because good initial values and bounds are available for
this problem its convergence is enhanced. Thus, a good ini-
tial guess, which is a feasible solution for the economic
problem is generated.

This rigorous tray-by-tray problem approximates the re-
versible separation task in each column is described next.
The objective function is given by Eq. (A.1):

NC K K
inch,2 inch, 2
7= Zz(ytopk'l - yg)pkql) + Z(Xbotk,i - xEOtk,i)
i=1k=1 k=1
K e K inch
+ Y @ —xigg )P+ D @i — vpoy )
k=1 k=1
keven k odd
J
+ 3 (2P — xpj)? (A1)
j=1

Eqg. (A.1) expressesthe difference between each stream com-
position which connect the units respect to the reversible
exhausting pinch point composition. The first (second) term
of Eq. (A.1) specifies the vapor (liquid) composition yiop, i
(xtop,.i) €xiting from the top (bottom) of a column to have

the composition of the vapor (liquid) emerging from the re-
versible rectifying (stripping) exhausting pinch point zone
tpclggz‘ ( 3')2,(:2) (see Fig. 2). By including the third (fourth)
term in Eqg. (A.1), the liquid (vapor) secondary feed com-
position zfs, ; will be similar to the liquid (vapor) compo-
sition xf(')gfhl (yggr:::) entering in the reversible rectifying
(stripping) exhausting pinch point zone. Then, theliquid and
vapor streams connecting columns where multicomponent
separations take place have the composition and flow of the
reversible exhausting pinch point. Note that the pinch point
compositions were previously computed by solving the aux-
iliary NLP problems mentioned before. Then, these compo-
sitions are parameters in the tray-by-tray NLP model which
approximates the reversible sequence in the preprocessing
phase. The final products are also specified in the fifth term
of the objective function. In this term, xp;; is the desired
composition of the final product j.
The constraints of the rigorous pre-processing problem
are given by Egs. (10)—(31) and the following two extra
congtraints:

m

Pliop, = Fry.1, 1§k5K—Nc—Lke{Zy“1,
r=1

1<m<NC—1 (A2

Plip, =0 2<k<k—NC-1 (A.3)

Eq. (A.2) impose the condition that the flow from the bot-
tom of a column becomes the feed of a next column and it
does not contribute to form the final product PP;. In Fig. 9,
note that this condition requires that the bottom product flow
that emerges from column 1 is fed to column 3. No flow
contributing to the product PP, is allowed. This condition
isimposed in the preprocessing problem because every col-
umn has a number of trays fixed in the upper bound. It
means that no structural optimization is considered in this
phase and the problem is solved keeping all the columns of
the initial superstructure. Eg. (A.3) models the analogous
situation for the top products, requiring that no liquid prod-
uct emerge from any top tray. Since no sections are elim-
inated in this phase, the final product PPy is formed just
with the contribution of the top product of column 2N¢—2
(see Fig. 9).

A.2. Azeotropic case

The preprocessing procedure presented above can be eas-
ily extended for ternary azeotropic mixtures containing a
composition diagram similar to the one in Fig. 8. The main
difference in the scheme in this case relies on the fact that
due to the existence of a distillation boundary, the distil-
late product of the first column is given by a ternary mix-
ture. Then, the reversible product composition and flows
cannot be computed by overall mass and energy balances
as in the zeotropic case. Moreover, since the distillate prod-
uct of column 1 has the same number of components as the
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feed stream, the reversible exhausting point does not take
place in the rectifying section of column 1. For that rea-
son, for azeotropic mixtures, a preprocessing phase for col-
umn 1 as a single unit has to be included. In this phase,
the single column is modeled as a tray-by-tray model to
approximate reversible conditions. Details on this proce-
dure can be found in our previous work (Barttfeld et al.,
2003).

After solving the single column preprocessing phase for
column 1, the composition of the ternary distillate prod-
uct yigoo; is known. As was shown in our previous work
(Barttfei d et a., 2003), this composition crosses the digtilla-
tion boundary. Then, the objective function for the azeotropic
case is given by the following expression:

NC K
rever \2 pinch,2
= Z()’topl,i — Yiop,,)* T Z()’topk,i — Yiop,.i)

i=1 k=2
X inch X inch
pinch2 pincn 2
+ ) (cboti — Koy )+ D (i — xpp )
k=1 k=2
k even

K J
+ Z (zfs,.,i — yE'onf})z + Z(ij,i —xp;)?  (A.4)
k=2 j=1
k odd
Note that Eqg. (A.4) only differs from Eq. (A.1) in the term
formulated for the top product exiting column 1. The dif-
ference between the distillate product composition yiop, i
from column 1 and the reversible composition yig;™ is min-
imized. Also note that there is no secondary feed in the rec-
tifying section of column 1 since the exhausting pinch point
does not take place. The constraints of the problem are the
same than in the zeotropic case.
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