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1 Laboratorio de Colisiones Atómicas, Facultad de Ciencias Exactas, Ingenierı́a y Agrimensura and
Instituto de Fı́sica Rosario, CONICET-Universidad Nacional de Rosario, Av Pellegrini 250,
2000 Rosario, Argentina
2 Centre d’Etudes Nucléaires de Bordeaux Gradignan, Université Bordeaux 1, CNRS/IN2P3, CENBG,
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Abstract
Single ionization from water molecules by impact of protons, alpha particles and C6+ ions is
studied. The post- and prior-versions of the continuum distorted wave-eikonal initial state
(CDW-EIS) model within an independent electron approximation are employed to compute
double differential cross sections. To avoid the complexity of using numerical molecular
continuum states in the cross-section calculations, effective Coulombic continuum
wavefunctions are employed. However, this may lead to the appearance of post–prior
discrepancies and this fact is examined in detail. Moreover, the influence of the dynamic
screening on this behaviour is studied. In addition, the contribution of different molecular
orbitals to the angular spectrum is analysed for several ejection electron energies. Finally, the
sensitivity of CDW-EIS calculations to the representation of the initial bound molecular
orbitals is investigated.
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1. Introduction

Electron ionization of atoms and molecules by charged
particle impact is of fundamental relevance in many areas
like astrophysics and plasma physics. This process is also
essential in radiobiological studies and medical physics as it
is the main mechanism leading to energy loss for swift ions in
the living matter at high impact energies. In order to calculate
with accuracy the energy deposition by ionizing radiation
in an absorbing medium, which is commonly modelled by
water, a detailed description of the charged particle tracks
is then needed. The determination of these patterns depends
on an extensive set of total and differential cross-sections
for the primary interactions of the relevant particles with the

constituents of the biological tissue [1]. Then, it is important
to obtain accurate theoretical and experimental cross sections
for describing, in the best way, the ionization process induced
by light and heavy ions on water molecules.

Besides, there is a relatively scarce number of
experimental measurements devoted to the analysis of the
electron ionization of isolated water molecules by the impact of
bare ions. In general, published results concerning this process
deal with the impact of light ions (essentially protons and
alpha particles) [2–11] and to a lesser extent with the heavy
ion impact [12–14].

On the theoretical side, several semi-empirical methods
were employed to calculate differential and total cross sections
for the ionization of vapour water [15–19]. Also, different
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treatments based on the Born approximation [13, 20–25] and
on the continuum distorted wave-eikonal initial state (CDW-
EIS) approach [19, 26] were used to analyse the ionization
reaction of water molecules, among other molecular gases,
by light and heavy ion impact. Finally, let us note that
concerning the first Born approximation, a review of the
existing predictions for ionization and charge transfer reactions
in the high-impact energy regime, for bare ions impinging on
vapour and liquid water, is reported in [27].

In this paper, attention is focused on the existence of
the discrepancies obtained when prior- and post-versions
of the scattering amplitude are used to compute double
differential cross sections (DDCS) corresponding to the
ionization reaction of water molecules due to the incidence of
bare ions. It is shown that these discrepancies come from the
dynamic screening produced by the electrons remaining bound
to the residual target on the evolution of the ionized one. Also,
the role played by the representation of the initial wavefunction
in the computation of DDCS is analysed. To this end, two
different descriptions of the bound states of the molecular
target are considered, within the post- and prior-version of
the CDW-EIS model: the complete neglect of the differential
overlap (CNDO) approximation, and the linear combination
of atomic orbitals-self consistent field (LCAO-SCF) one
provided by Moccia [28–30]. The continuum wavefunctions
are represented by a double product of projectile and target
Coulomb continuum factors and a plane wave. Let us add that
Champion and co-workers [31] have analysed very recently
the influence of the target description on the cross-section
calculations for ionization and capture processes induced
by heavy charged particle impact on biological targets, this
study being performed within the framework of the first-order
Born approximation with correct boundary conditions (CB1)
and within the CDW-EIS model, together with the CNDO
approach.

Atomic units will be used throughout unless otherwise
stated.

2. Theory

Let us consider an incident bare ion of charge ZP impinging on
a molecular target with a velocity �v parallel to the z-axis of the
laboratory reference frame. The impact energies considered
here are high enough, so the vibrational and rotational times
of the target are much larger than the characteristic times of
the collision. It is then possible to assume that the molecular
nuclei remain fixed in their initial positions during the reaction.
With regard to the multielectronic problem, it is reduced to the
analysis of a one-active electron system by considering that
all the other electrons (the passive ones) are frozen in their
initial orbitals during the collision and that the active electron
evolves independently of them in an effective mean field of
the residual target [32].

For an electron emitted from a molecular target, DDCS as
a function of the electron energy εk and the corresponding
subtended solid angle �k = (θk, φk) may be defined as
follows:

σ (2)(εk, θk)= dσ

dεk d�k
= k

8π2

∫ ∫
d� d�ρ |a±

i, f (�ρ,�)|2, (1)

where the sign + (−) refers to the post- and prior-
version of the transition amplitude ai, f (�ρ,�), �k is the
momentum of the electron, �ρ is the impact parameter
vector, and � indicates the molecular orientation. The
factor 8π2 is introduced since DDCS are averaged over
all possible molecular orientations. Introducing the two-
dimensional Fourier transform of a±

i, f (�ρ,�),

R±
i, f (�η,�) = 1

2π

∫
d�ρ exp(i �η · �ρ) a±

i, f (�ρ,�), (2)

that depends on the transverse momentum transfer �η, and
employing Parseval’s theorem [33], DDCS can also be
calculated as

σ (2)(εk, θk) = k

8π2

∫ ∫
d� d�η |R±

i, f (�η,�)|2. (3)

Following the procedure given in [34] (see also [17, 32]),
the passive electrons are supposed to affect the projectile
trajectory whereas the ejected one is assumed to move
independently of them. Thus, into the straight line version of
the impact parameter approximation and within the distorted
wave model, the first-order approximation of the transition
amplitude for the active electron may be written in the post-
version as

a+
i, f (�ρ,�) =

∫ +∞

−∞
dt 〈χ−

f |
(

H − i
∂

∂t

)∣∣∣∣
†

�r

|χ+
i 〉 (4)

and for the prior-one as

a−
i, f (�ρ,�) =

∫ +∞

−∞
dt 〈χ−

f |
(

H − i
∂

∂t

)∣∣∣∣
�r

|χ+
i 〉. (5)

In equations (4) and (5), χ+
i (χ−

f ) represents a distorted
wavefunction that satisfies correct outgoing (incoming)
asymptotic boundary conditions, and H is the active-electron
Hamiltonian

H = −∇2
r

2
+

∑
j

(−ZTj )

x j
+ Vap(�r) − ZP

s
, (6)

where the sum runs over all the molecular nuclei with nuclear
charges ZTj . Moreover, in the preceding expression, �x j is
the coordinate of the jth target nucleus with respect to the
laboratory reference frame, and �s is the electron position
vector with respect to the projectile nucleus. The term Vap(�r)
appearing in equation (6) represents the interaction between
the active electron and the passive ones, this potential being
averaged over the passive electron initial distributions

Vap(�r) = 〈ϕp({�rp})|
∑

p

1

|�r − �rp| |ϕp({�rp})〉 (7)

with �r the active electron position vector with respect to the
laboratory reference frame. Also in equation (7), {�rp} indicates
the ensemble of the passive electron positions�rp, and ϕp({�rp})
represents the passive electrons wavefunction.

In the continuum distorted wave-eikonal initial state
(CDW-EIS) approximation, χ+

i and χ−
f are chosen as

χ+,EIS
i (�r, t) = ϕi(�r) exp(−iεit)L+,EIS

i (�s), (8)

χ−,CDW
f (�r, t) = ϕk(�r) exp(−iεkt)L−,CDW

f (�s), (9)
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with ϕi (ϕk) the bound (continuum) wavefunction of the active
electron, εi is the active-electron orbital energy and εk = k2/2.
Eikonal and continuum distortion factors, associated with the
presence of the electron in the field of the projectile, introduced
in equations (8) and (9), are given by the expressions

L+,EIS
i (�s) = exp[−iν ln(vs + �v · �s)], (10)

L−,CDW
f (�s) = N(ς )1F1[−iς; 1;−i(ps + �p · �s)], (11)

respectively, where ν = ZP/v, ς = ZP/p with �p = �k − �v
the momentum of the electron considered with respect to
a reference frame centred on the projectile nucleus, and
N(a) = exp(aπ/2) �(1 + i a), with 1F1(b; c; z) the Kummer
confluent hypergeometric function.

In order to avoid the complexity of the use of numerical
three-centre molecular continuum wavefunctions, the active
electron-residual target potential in the exit channel is
approximated by an effective Coulomb one

VT (�r) =
∑

j

(−ZTj )

x j
+ Vap(�r) ≈ −Z∗

T

r
, (12)

where Z∗
T is an effective charge. This charge is chosen in

correspondence with the energy of each one of the orbitals
composing the molecule. Moreover, in expression (4), a
residual perturbative potential

Vr(�r) =
(∑

j

(−ZTj )

x j
+ Z∗

T

r

)
+ Vap(�r) (13)

is usually neglected for ionization of atomic targets. This
term contains the influence of the passive electron on the
dynamical evolution of the active one that is only partially
taken into account in the potential −Z∗

T /r. Thus, the residual
target continuum state of the emitted electron is written as

ϕk(�r) = (2π)−3/2

× exp(i�k · �r) N(ξ ) 1F1(−i ξ ; 1;−i k r − i�k · �r), (14)

with ξ = Z∗
T /k. This effective Coulomb target continuum state

was applied with certain success to describe single ionization
in many high-energy collision systems involving ion beams
and atomic targets [17, 35].

From the neglection of (13) in (4), it is therefore
evident that even though the same initial and final
distorted wavefunctions were considered, DDCS calculations
performed with the post- and prior-versions of the model would
give different results. In the literature this is known as the so-
called post–prior discrepancies [36].

The initial wavefunction ϕi of the active electron bound
to a particular molecular orbital MO is described employing
two different descriptions. In the CNDO approximation
originally developed by Pople et al [37–39], molecular orbitals
for the valence electrons were proposed to be written as
a LCAO, the basis set being employed to this end is a
minimal one consisting of Slater-type functions (STF) with
fixed characteristic exponent values. On the other hand,
all inner shells were treated as a part of an unpolarized
core. But within this description, some difficulties appear
in the calculation of σ (2)(εk,�k), since all the crossed-
terms between different atomic orbitals should be obtained.

To simplify the computation of the DDCS, then we make
use of the method proposed by Senger et al [20, 21]. In
this treatment, all the overlapping integrals are neglected
and the resulting DDCS for any MO is then reduced to a
weighted sum of atomic DDCS corresponding to the atomic
constituents of the molecule. Then, for the particular case of
water, whose electronic configuration in the fundamental state
is (1a1)

2(2a1)
2(1b2)

2(3a1)
2(1b1)

2, double differential cross
section for the complete molecule can be calculated as

σ
(2)

H2O = σ
(2)

1a1
+ σ

(2)

2a1
+ σ

(2)

1b2
+ σ

(2)

3a1
+ σ

(2)

1b1
, (15)

where

σ
(2)

1a1
= 2 × σ

(2)
O1s

, (16)

σ
(2)

2a1
= 1.48 × σ

(2)
O2s

+ 0.52 × σ
(2)
H1s

, (17)

σ
(2)

1b2
= 1.18 × σ

(2)
O2p

+ 0.82 × σ
(2)
H1s

, (18)

σ
(2)

3a1
= 0.22 × σ

(2)
O2s

+ 1.44 × σ
(2)
O2p

+ 0.34 × σ
(2)
H1s

, (19)

σ
(2)

1b1
= 2 × σ

(2)
O2p

. (20)

The atomic orbital populations presented in equations
(16)–(20), which were calculated within the CNDO approach,
were taken from [40]. The corresponding orbital energies
are: ε

(1a1 )
i = −19.842 au, ε

(2a1 )
i = −1.18 au, ε

(1b2 )
i =

−0.67 au, ε
(3a1 )
i = −0.54 au and ε

(1b1 )
i = −0.46 au.

In the calculation of the atomic DDCS that appear in
equations (16)–(20), the initial bound wavefunctions were
described by Slater-type orbitals [41]. The effective charge
Z∗

T introduced in equation (12), is chosen as Z∗
T = √−2 n εi,

where n is the principal quantum number of each atomic
compound that constitutes the considered initial molecular
orbital of the active electron, and εi is the corresponding orbital
energy.

The second approximation considered in this work was
developed by Roberto Moccia [28–30]. In this approach, the
ground state orbitals of molecules of the type XHn were
constructed from a linear combination of STF all referred
to a common origin. This point was chosen to be located
at the position of the nucleus of the atom labelled X, since in
these types of molecules—which have a strong monocentric
character—the electronic cloud is located mainly around it.
However, these wavefunctions were derived for a particular
orientation of the molecule in space, but in experimental
conditions is unlikely to find oriented targets. Therefore, to
compare our theoretical results with the existing experimental
data, it is necessary to work with a randomly oriented molecule.
Let us consider that �r0 = (r,�0) represents the electron
coordinate with respect to the origin of the laboratory reference
frame corresponding to the orientation analysed by Moccia.
The bound state ϕi(�r0) can be written in the following way:

ϕi(�r0) =
N∑

j=1

anjl jm j ψ
STO
n jl jm j

(ξn jl jm j ,�r0), (21)

with anlm the coefficient of the linear combination associated
with the quantum numbers (n, l, m), and ψSTO

nlm the STF,

ψSTO
nlm (ξnlm,�r0) = Rnl (ξnlm, r) Slm(�0). (22)
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In the above expression, ξnlm is the STO characteristic
exponent, Rnl is the radial function, and Slm represents a
real spherical harmonic that can be expressed as a linear
combination of complex spherical harmonics Y m′

l ,

Slm(�) = b1,m Y −|m|
l (�) + b2,m Y |m|

l (�) + b3,mY 0
l (�), (23)

with the coefficients b j,m ( j = 1, 2, 3) given by

b1,m =
(

m

2|m|
)1/2

(1 − δm,0), (24)

b2,m = (−1)|m|2
(

m

2|m|
)3/2

(1 − δm,0), (25)

b3,m = δm,0. (26)

In equations (24)–(26), the symbol δi, j represents the
Kronecker delta.

An arbitrary oriented wavefunction ϕi(�r) may be obtained
by applying the rotation operator D(α, β, γ ) [42], depending
on the Euler angles (α, β, γ ), on expression (21).

After some algebra, it is possible to demonstrate that
the post- and prior-versions of the scattering matrix element
R±,CDW−EIS

i, f (�η) may be expressed as

R±,CDW−EIS

i, f (�η) =
N∑

j=1

l j∑
μ j=−l j

an jl jm j

[
b1,mj D

(l j )

μ j,−|mj |(α, β, γ )

+ b2,mjD
(l j )

μ j,|mj |(α, β, γ ) + b3,mj D
(l j )

μ j,0
(α, β, γ )

]
×R±,CDW−EIS

n j,l j,mj
(�η), (27)

where R±,CDW−EIS

nlm (�η) is an effective scattering matrix element
related to an atomic orbital with quantum numbers (n, l, m),
and D(l)

μ,m(α, β, γ ) is the rotation matrix element [42]. Taking
into account that the rotation matrix element D(l)

μ,m(α, β, γ )

satisfies the orthogonality property, it can be demonstrated that
DDCS for single ionization from a molecular orbital (MO) are
given by

σ
(2)

MO(εk,�k) =
N∑

j=1

l j∑
μ j=−l j

N∑
j′=1

l j′∑
μ j′=−l j′

k

2 l j + 1
anjl jm j anj′ l j′ mj′

×[
(b1,mj b1,mj′ + b2,mj b2,mj′ )δ|mj |,|mj′ | + b3,mj b3,mj′

]
×

∫
d�ηR±,CDW−EIS

n jl jm j
(�η)R±,CDW−EIS∗

n j′ l j′ mj′
(�η). (28)

DDCS for the complete molecule are computed by
summing the contributions from all molecular orbitals,

σ (2)(εk,�k) =
∑
MO

NelMO σ
(2)

MO(εk,�k), (29)

with NelMO the corresponding orbital occupation numbers.

3. Results and discussion

Discrepancies arising from the use of the post- and prior-
versions of the transition amplitude in the description of the
single ionization reaction of water molecules due to the impact
of bare ions are investigated. To this end, a comparison between

double differential ionization cross-sections calculated by
employing both formulations is presented.

Theoretical electron angular distributions calculated
with the post-formulation (post-DDCS) and with the prior-
one (prior-DDCS) corresponding to the collision between
4.5 MeV/u-O8+ ions and water molecules, as a function of
the electron emission angle and for emission energies εk =
20, 40, 100, 200, 240 and 320 eV are presented in figure 1,
together with experiments [14]. Both post- and prior-forms of
CDW-EIS are compared, considering the initial bound state
of the active electron described by Moccia wavefunctions.
From the comparison between these results, it can be seen
that prior-DDCS exhibit a better agreement with experiments
than the post-ones, indicating a clear evidence of post–prior
discrepancies. Recently, the same effect was observed in post-
and prior-CNDO calculations for this system [14] and also
in the case of 6 MeV/u-C6+ impact (results not shown here)
[43, 44], when Roothaan–Hartree–Fock (RHF) wavefunctions
[45] were used instead of Slater-type orbitals in the CNDO
approximation to compute the atomic-DDCS. The differences
between both sets of results can be attributed to the fact that
in the prior-version the influence of the passive electrons on
the dynamical evolution of the ejected one (the so-called
dynamical screening) is implicitly included, whereas in the
post-version it is only partially taken into account through the
use of an effective charge in the final continuum representation
[46, 47].

In order to give evidence of this effect, we analyse
the less bound 1b1 orbital and the tighter one 1a1. Both
orbitals correspond in a CNDO analysis to O2p and O1s

atomic states (see expressions (16)–(20)). Following a recent
work [48], where dynamic screening for atomic targets was
investigated, we describe the residual perturbative potential
given in equation (13) by a Green–Sellin–Zarcher (GSZ)
parametric one. Results obtained considering the inclusion
of the GSZ potential in the calculation of the post-DDCS
are presented in figure 2. In this case, RHF wavefunctions
[45] were used to represent the atomic states. According to
figure 2, an almost total agreement between the prior-version
and this ‘complete’ post-one of CDW-EIS is obtained. This
gives evidence that post–prior discrepancies are due to the
influence of passive electrons on the dynamical evolution of
the ionized one.

In figure 3, the contribution of different orbitals to
the DDCS is discriminated for impact of 6 MeV/u-C6+

on vapour water. Prior-version CDW-EIS calculations are
presented for different electron ejection energies. At the lower
ejection energy considered (εk = 19.2 eV), the preference for
ionization is ordered according to the initial orbital bound
energy, decreasing the contributions from the less bound
electrons in the 1b1 orbital to the more bound ones. However,
as the ejected electron energy increases, all orbitals start
to compete, so that for εk = 384 eV, the tighter electrons
(which correspond to the 1a1 orbital) dominate the DDCS at
forward and backscattering emission angles. This behaviour
can be explained by the fact that high energy electron emission
should be preferable from inner orbitals, considering that in
these states electrons possess higher linear momentum. We
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Figure 1. Angular distributions for the single ionization of H2O by the impact of 4.5 MeV/u-O8+, as a function of the emission angle and
for different electron emission energies. Dashed red lines correspond to post-DDCS, whereas solid blue lines represent prior-DDCS. All the
theoretical results were calculated with the Moccia representation of the bound state of the active electron. Filled circles represent
experimental data taken from [14].

Figure 2. DDCS for the impact of 6 MeV/u-C6+ corresponding to
the 1a1 and 1b1 molecular orbitals for electron emission energy
εk = 384 eV, calculated with the post- and prior-versions within the
CNDO approach. Molecular orbital 1a1: prior-DDCS (solid black
line), post-DDCS (dashed green line), complete post-DDCS (dotted
pink line). Molecular orbital 1b1: prior-DDCS (thin solid black
line), post-DDCS (thin dashed green line), complete post-DDCS
(thin dotted pink line).

should remind that for charged particles impact, the collision is
produced by the momentum exchange from the projectile to the
target. Moreover, at the high-impact energies considered here,
the charged projectile can penetrate easily in the region of the
inner orbitals of the molecule. All the other orbitals contribute
in a comparable way at the binary encounter peak, dominating
the DDCS in the corresponding angular region. Considering
that the orbital energy of the 1a1 orbital is more than one order
of magnitude larger than the ones corresponding to the other
orbitals, the less bound ones present a more pronounced binary
encounter character.

In the second part of our work, the influence of the
characterization of the initial bound state of the active electron
in the description of the single ionization reaction of water
is investigated for some collision systems. To this end,
a comparison between double differential ionization cross
sections for water molecules described by employing either
the Moccia representation of the electronic initial states or
the ones calculated within the Senger method with CNDO
populations is presented.

DDCS as a function of the emission angle θk, for fixed
values of the emitted electron energy εk, for single electron

5
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(a) (b)

(c) (d)

Figure 3. Prior-DDCS molecular orbital contributions for the impact of 6 MeV/u-C6+ on water, as a function of the electron emission angle
θk and for fixed values of the electron emission energy εk: (a) εk = 19.2 eV, (b) εk = 96.2 eV, (c) εk = 192 eV, (d) εk = 384 eV. Theory:
DDCS for the complete molecule (solid line); 1a1 contribution (dashed line); 2a1 contribution (dotted line); 1b2 contribution (dash-dotted
line); 3a1 contribution (dash-dot-dotted line); 1b1 contribution (short dotted line). All the theoretical results were calculated within the
CNDO approach. Experiments (triangles) taken from [13].

ionization of water were computed. Post-DDCS (calculated
without the residual perturbative potential of equation (13))
for impact of protons, alpha particles and C6+ ions are shown
in figures 4(a)–(d). Experiments are also shown for comparison
[2, 13, 23].

In general, it seems that differences between both initial
state descriptions are not significative over all the angular
range. For proton and C6+ ion incidence (see figures 4(a) and
(d), respectively), Moccia’s results show in general a small
enhancement with respect to the CNDO ones in the region
of backward angles for all the considered electron emission
energies. This behaviour is also observed for forward emission
but only in the heaviest ion impact case and for the values of εk

larger than 96.2 eV. On the other hand, from the curves plotted
in figures 4(b) and (c) it can be seen that both sets of theoretical
results are so close that they are almost indistinguishable
when the collision with alpha particle projectiles is studied.
Therefore, it can be concluded that CDW-EIS is not too
sensitive to the description of the initial bound state of the
emitted electron when the post-version of DDCS is calculated.
This behaviour may be explained from the fact that in the post-
version, the perturbation operator acts over the final state of the
ionized electron, and the continuum wavefunctions employed
in both Moccia and CNDO descriptions consider essentially
almost the same functions.

In figures 5(a)–(d), prior-DDCS for the same collision
systems presented in figure 4 are plotted. It can be seen that
CNDO results are slightly larger than the ones corresponding
to Moccia’s results for electron emission energies lower than

100 eV, whereas the opposite comportment is observed for
εk > 100 eV. It can be said then that as it happens for post-
DDCS, the initial representation of the molecular orbitals does
not have a noticeable influence in the prior-version calculation
of DDCS. This behaviour can be explained by the fact that
actually, the STO basis sets employed in both theoretical
approximations are not too different from each other. Although
Moccia’s basis set is larger than the minimal one used in the
CNDO method, the corresponding coefficients for STO with
n > 2 are in general much smaller than those with n � 2.
The molecular orbital 1b2 is the only exception, since the
contribution of 3d-type functions is not negligible compared
with the contribution of the 1s, 2s and 2p ones.

A better agreement with measurements is obtained when
the prior-version of CDW-EIS is employed. This was observed
previously for atomic targets [36, 46, 48]. It should also
be noted that CB1 calculations (not shown here for clarity
reasons) [13, 22, 23] obtained within a prior-version present in
general a better accordance with experimental data than CDW-
EIS results for backscattering angles. However, the reverse
situation is observed when forward scattering is studied, in
particular when the velocities of the projectile and the ionized
electron are comparable. This can be expected from the fact
that CDW-EIS is a two-centre approximation that considers on
equal footing the influence of the projectile and target fields
on the ejected electron. Moreover, CB1 calculations appears
to be more sensitive than CDW-EIS ones to the description of
the initial state [31].
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(a) (b)

(c) (d)

Figure 4. Post-DDCS as a function of the electron emission angle θk and for fixed values of the electron emission energy εk for single
ionization of H2O by impact of: (a) 500 keV-H+, (b) 6 MeV/u-He2+, (c) 10 MeV/u-He2+ and (d) 6 MeV/u-C6+. Solid red lines: DDCS
obtained with the Moccia description. Dashed black lines: DDCS calculated with CNDO populations. Experiments: circles [2], squares [23],
triangles [13].

(a) (b)

(c) (d)

Figure 5. Same as figure 4 but for prior-DDCS (solid blue lines corresponds to Moccia’s description).
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4. Conclusions

Single electron ionization of water molecules by the impact
of fast ion beams was investigated. The use of effective
Coulombic target Coulomb continuum wavefunctions
instead of numerical ones, introduced to simplify CDW-EIS
DDCS calculations, gives place to post–prior discrepancies
as observed for atomic targets. It is proved that these
discrepancies can be almost completely diminished if the
dynamic screening is properly included in the post-version.
Then, the prior-version appears as a good candidate to describe
the reaction.

Moreover, it is shown that electron ionization can be
dominated by the different molecular orbitals depending on
the final electron angular and energy conditions. In addition,
DDCS are found to be not very sensitive to the molecular
initial state description.

Future work is focused on a more complete representation
of the final continuum state for molecules with strong
monocentric character.
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