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Molecular dynamics simulations were performed on a first-principles-based effective Hamiltonian for
Pb�Sc1/2Nb1/2�O3 �PSN� with nearest neighbor Pb-O divacancy pairs. Simulations were performed for PSN
with ideal chemical order, chemical short-range order, and random chemical disorder. Divacancy concentration
vs temperature, X�Pb-O� vs T, phase diagrams were calculated, and they are shown to be topologically equivalent
to the previously calculated hydrostatic pressure vs temperature diagram. In PSN with ideal chemical order, the
Burns temperature defines an isotherm, which is analogous to the “Griffiths phase” in the magnetic dilution
problem.
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I. INTRODUCTION

Perovskite-based Pb�BB��O3 relaxor ferroelectrics
�RFE�,1,2 such as Pb�Sc1/2Nb1/2�O3 �PSN�, Pb�Sc1/2Ta1/2�O3
�PST�, and Pb�Zn1/3Nb2/3�O3 �PZN�, and relaxors �which
have no ferroelectric �FE� ground state�, such as
Pb�Mg1/3Nb2/3�O3 �PMN� and Pb�Mg1/3Ta2/3�O3,3 are tech-
nologically important transducer �actuator� materials with
extraordinary dielectric and electromechanical properties.
Chemically disordered PSN exhibits a RFE to normal FE
transition at TFE�373 K. Chu et al.4 demonstrated that the
addition of 1.7 at. % Pb-O divacancies depresses the FE-
transition temperature, from TFE�373 K to TFE�338 K,
and broadens the temperature range in which RFE properties
�e.g., frequency dispersion in the dielectric response� are ob-
served. Chu et al.4 also reported similar and more complete
results for isostructural PST.5–7 These results suggest that a
sufficient concentration of divacancy pairs, X�Pb-O�, will drive
the system to a fully relaxor state without a FE ground state.

Increasing hydrostatic pressure P �Fig. 1� drives chemi-
cally disordered PSN �probably with chemical short-range
order �C-SRO�� into a fully relaxor state.8 The results of
previous simulations by Tinte et al.9 convincingly explained
this in terms of a delicate balance between the energetics that
stabilize normal ferroelectricity �proportional to FE well
depths� and the spatial ensemble average strength of local
random fields that promote the RFE state: �1� P has a negli-
gible effect on the average strength of local “random fields”

�h� i� �� � indicates spatial averaging� that arise from the
charge difference between Sc3+ and Nb5+; �2� P smoothly
and monotonically reduces FE well depths10–12 and thus de-
stabilizes the FE phase relative to the RFE state; �3� keeping

�h� i� approximately constant while reducing FE well depth

corresponds to a relative increase in �h� i�. Because P does not

significantly change �h� i�, it will only induce a FE�RFE
transition, instead of a FE�PE transition, in a sample that
has some RFE character even at P=0, e.g., chemically dis-

ordered PSN. In a sample without significant �h� i�, e.g.,
BaTiO3 or PbTiO3 �or PSN with perfect chemical order�,
moderate pressure �P�0.2 GPa� induces a FE�PE
transition.13

Defects such as Pb vacancies �VPb�,14 oxygen vacancies
�VO�, or charge-compensating nearest neighbor �nn� Pb-O
divacancy pairs �VPb-O

nn � �Ref. 15� are another source of local

fields, �h� i�. Increasing X�Pb-O� enhances relaxor properties be-
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FIG. 1. �Color online� Simulated temperature vs pressure phase
diagram for Pb�Sc1/2Nb1/2�O3 �Ref. 9� in the NO cation configura-
tion: 20 chemically ordered clusters, of 800 Pb-sites each, in a
percolating disordered matrix. TFE

0 =TFE in the ideally NaCl-ordered
cation configuration, which has zero VPb-O

nn divacancy. Temperature
scales for all phase diagrams in this work are normalized to TFE

0 .
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cause it directly increases �h� i�. In a system with sufficient
chemical disorder to induce RFE characteristics at P=0 �e.g.,
chemically disordered PSN�, one expects that the T vs X�Pb-O�
phase diagram will be topologically equivalent to the T vs P

phase diagram �Fig. 1�. Even if �h� i�=0 initially, e.g., as in
PSN with perfect chemical order, one expects an increase in
X�Pb-O� to induce a FE→RFE transition and when X�Pb-O� is
larger than some critical value, XC, to induce a fully relaxor
state.

In previous simulations,16 the presence of VPb vacancies14

or VPb-O
nn divacancies16 in PSN lead to more diffuse FE phase

transitions with broadened dielectric susceptibility peaks;
however, the RFE state was not clearly delineated. Here,
simulations are used to construct T−X�Pb-O� phase diagrams
for PSN with random, perfectly ordered and nano-ordered
�NO� cation configurations; the NO configuration has 20
NaCl-type ordered clusters, per periodic supercell, in a per-
colating random matrix. Concentration and temperature
ranges for paraelectric �PE� and FE phases, and for RFE and
relaxor states, were identified from changes in polarization
correlations.9 As expected, a fully relaxor state is induced at
some chemical-configuration dependent critical concentra-
tion of VPb-O

nn divacancies, XC, regardless of the Sc:Nb-cation
configuration.

II. SIMULATIONS

Simulations were performed by using the first-principles-
based effective Hamiltonian Heff that is described in detail in
Ref. 16; it expands the potential energy of PSN in a Taylor
series about a high-symmetry perovksite reference structure,
including those degrees of freedom relevant to ferroelectric
phase transitions,

Heff = H����i	� + H�e��� + H����i	,e��� + PV

+ H����i	,��l	,�VPb-O	� , �1�

where ���i	 represents Pb-site-centered local polar distortion
variables of arbitrary magnitudes and orientations, e�� is the

homogeneous strain term, H����i	 ,e��� is a strain coupling
term, and PV the standard pressure-volume term. The first
four terms are sufficient to model pressure-dependent phase
transitions in a normal FE perovskite without local fields.17

The fifth term, H����i	 , ��l	 , �VPb-O	�, represents coupling be-

tween polar variables and “random” local fields, h� i,
16,18,19

from �1� screened electric fields from the quenched distribu-
tion of Sc3+ and Nb5+ ions ��l	 and �2� by VPb and VO.

Experiments20–22 on PbTiO3 and Pb�Zr1−XTiX�O3 indicate
distributions of VPb, VO, nn Pb-O divacancy pairs, and
second-nn divacancies, VPb-O

2nn , but relative proportions of the
various defects were not reported, nor were concentrations of
various defects. �In general, the inn superscript in VPb

inn indi-
cates the ith nn Pb-O divacancy pair, i=1,2 ,3. . ., but when
i=1, 1 is omitted and only “nn” is written�. Calculations of
formation energies �Ef for VPb-O

nn and VPb-O
2nn divacancies yield

approximately equal values, �1.6�0.1 eV /divacancy,23

which suggest approximately equal populations for VPb-O
nn and

VPb-O
2nn . The simulations presented here only consider a “VPb-O

nn

approximation,” in which a random distribution of nn diva-
cancy pairs are treated as fixed �1,1 ,0�� local dipoles �su-
perscript � indicates the “star” of 12 �1,1 ,0�-type direc-
tions�, i.e., this is a 12-state Potts model24 on a subset of Pb
sites. Dipole moments of the VPb-O

nn divacancies in the VPb-O
nn

approximation are assumed to be equal to those calculated
for VPb-O

nn divacancies in PbTiO3.15 This treatment is clearly a
serious simplification, but it is sufficient to elucidate qualita-
tive trends in the FE�RFE transitions or temperature vs
X�Pb-O� phase diagrams. Also, constructing a more realistic
model that includes VPb-O

nn , VPb-O
2nn , VPb-O

3nn , . . . divacancies would
require assumptions about their unmeasured relative concen-
trations as functions of X�Pb-O�.

Further details of the simulations are given in the review
by Burton et al.16 and the study of pressure effects.9 In all
these studies, the simulation supercell contained 40	40
	40 unit cells, each represented by a local distortion vari-
able at the Pb site. The same simulation cell is used here,
except that 403X�Pb-O� randomly selected local distortion vari-
ables are replaced by fixed dipole moments corresponding to
VPb-O

nn divacancy pairs �i.e., local fields directed, from a Pb
site, along one of the 12 �110�-type vectors�. This treatment
differs from that of Bellaiche et al.,14 which considered VPb

2−

without charge-compensating VO
2+. Presumably, the real sys-

tem has charge-compensating VO
2+, as reported by Chu et al.4

The local electrical fields generated by a nn divacancy pair
can be conveniently described in our model by using the
point dipole approximation, while this approximation would
fail for farther neighbor divacancy pairs. Nonetheless, we
expect that our results are qualitatively valid for realistic va-
cancy distributions.

The 40	40	40 simulation supercell is divided into 80
convex 800-site subregions or “clusters” of approximately
equal shape. The same partition into subregions is used to
investigate and contrast �1� ideal NaCl-type chemical order,
where the Sc and Nb in all 80 subregions are chemically
ordered �collectively and individually labeled as COR for
“chemically ordered region”�; �2� a random cation configu-
ration, where the Sc and Nb in all 80 clusters are randomly
chemically disordered �labeled as CDR for “chemically dis-
ordered region”�; �3� a nano-ordered configuration, where 60
clusters are CDR and 20 are COR. The nano-ordered con-
figuration is the same one that was investigated in earlier
works.9,16 It is important to study such an inhomogeneous
state because of experimental observations that chemical in-
homogeneity enhances relaxor properties.25 Physically, the
nano-ordered configuration has 20 distinct ordered clusters
�
4 nm in diameter� in a percolating disordered matrix.
Mathematically, the partition of our supercell into 80 equal
regions removes size dependence from local thermodynamic
averages and allows for direct comparison of the local ther-
modynamic averages �e.g., local polarization� between sub-
systems with different polar orderings and between the CDR
and COR in the nano-ordered system. To analyze local polar
order in the simulations, we use cluster-cluster spin products,

�S� i�t� · S� j�t�� . �2�
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The angular brackets, � �, indicate time averaging �t� over

48 ps of molecular dynamics simulation time, while S� i and S� j
are spatially averaged moments of 800-site clusters i and j.
As discussed in Tinte et al.,9 these spin products can be used
to locate the, typically first order, PE or RFE�FE phase
transition temperatures, TFE, and approximate Burns tem-
peratures TB at which enhanced P-SRO and other deviations
from normal PE behavior become measurable.9,26 In the
nano-ordered configuration, there are three populations of

�S� i�t� ·S� j�t��: �S� i�t� ·S� j�t��O-O, products between two chemi-

cally ordered clusters �COR�; �S� i�t� ·S� j�t��O-D, products be-
tween one COR and one chemically disordered cluster

�CDR�; and �S� i�t� ·S� j�t��D-D, products between two CDR.

III. RESULTS

A. Ideal chemical order

Figures 2�a�–2�c� are �S� i�t� ·S� j�t�� vs T�K� plots. Figure
2�d� is the simulated T /TFE

0 vs X�Pb-O� phase diagram, in
which TFE

0 is the FE-transition temperature for a crystal with

ideal chemical order and zero VPb-O
nn divacancies at X�Pb-O�

=0. At X�Pb-O�
0, the VPb-O
nn divacancies are the only source

of local fields, h� i. The dotted line in Fig. 2�d� indicates TB vs
X�Pb-O� and the solid line indicates TFE vs X�Pb-O�. Clearly,

increasing �h� i� by increasing X�Pb-O� broadens the RFE region
of the phase diagram and drives the system into a fully re-
laxor state at XC
0.12. Within the investigated range of
bulk composition, TB�X�Pb-O�� appears to be isothermal,
which suggests an analogy between the RFE state and the
“Griffiths phase” �GP� in the magnetic dilution problem.27

The apparently isothermal trend of TB�X�Pb-O�� is not demon-
strated at high values of X�Pb-O�, as predicted by Griffiths,27

but clearly it extends to values of X�Pb-O� that are greater than
XC�0.12.

B. Random chemical disorder

Figures 3�a� and 3�b� are plots of �S� i�t� ·S� j�t�� vs T /TFE
0 ,

and Fig. 3�c� is the X�Pb-O� vs T /TFE
0 phase diagram for the

random cation configuration. Here, TB�X�Pb-O�� decreases,
and the transitions occur at much lower temperatures than in

Fig. 2, due to the combination of �h� i� from chemical disorder

FIG. 2. �Color online� Cluster-cluster spin products, �S� i�t� ·S� j�t��, for the ideal NaCl-type chemically ordered B-site cation configuration
in Pb�Sc1/2Nb1/2�O3. Increasing X�Pb-O� from �a� X�Pb-O�=0.06 to �b� X�Pb-O�=0.10 to �c� X�Pb-O�=0.12 broadens the relaxor �RFE� field,
mostly at the expense of the FE phase. �d� At a sufficiently large value, e.g., XC�0.12, TFE disappears below 0 K and there is no FE ground
state. �TFE

0 =TFE at X�Pb-O�=0 in this ideally NaCl-ordered cation configuration�. Within computational precision, and analogous to Griffiths
phase behavior �Refs. 27 and 30�, the Burns temperature, TB�X�Pb-O��, defines an isotherm that extends beyond the critical concentration of
VPb-O

nn at XC�0.12. Experimental data are from Chu et al. �Ref. 4�.
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with �h� i� contributions from VPb-O
nn divacancy pairs. As in Fig.

2, TFE�X�Pb-O�� exhibits negative curvature with XC�0.025.

C. Nano-ordered configuration

As in Burton et al.,28 the hierarchy of ensemble averages
for cluster-cluster spin product magnitudes is

��S� i�t� · S� j�t���O-O 
 ��S� i�t� · S� j�t���O-D 
 ��S� i�t� · S� j�t���D-D,

�3�

reflecting the strong correlation between enhanced polar
SRO and chemical SRO.16

In general, the temperature dependence of �S� i�t� ·S� j�t�� in
the nano-ordered configuration is qualitatively similar to that
in the ideally ordered and random configurations, e.g., Figs.
4�a� and 4�b�: TB�X�Pb-O�� linearly varies and TFE�X�Pb-O�� ex-
hibits negative curvature with XC�0.04. With particular dis-
tributions of VPb-O

nn divacancy pairs �Figs. 4�c�–4�e� and 6�,
however, the simulation exhibited glassy freezing ��red� � in
Fig. 4�f�� rather than the expected transition to the FE phase
�changing the distribution of VPb-O

nn divacancy fields usually
leads to a FE transition, often with some suggestion of freez-
ing behavior, as in Fig. 4�e��. In this simulation �Fig. 4�b��,
the disordered matrix ��S� i�t� ·S� j�t��D-D, blue dots� behaves as

if the system were exhibiting fully relaxor characteristics:
enhanced P-SRO below TB but no obvious microstructure

and no FE transition. The �S� i�t� ·S� j�t��O-O, �Figs. 4�c� and
4�d��, however, exhibit very clear bands below a character-
istic temperature, Tf �f for freezing�, and Tf exhibits hyster-
esis: Fig. 4�c� was calculated by cooling an initially random
polar distribution; Fig. 4�d� was calculated by heating an
initially random polar distribution. Thus, the COR exhibit
glassy freezing, while the CDR behave as though the system
had fully relaxor character.

Distribution averages �O-O, O-D, and D-D� are indicated
by solid lines in Fig. 4�a� and, as in previous
simulations,9,16,28 these exhibit positive deviations from zero
at temperatures above TFE. These deviations, which clearly
bias the simulation toward a FE transition, are attributed to
finite size effects; it follows that a larger system would be
more likely to exhibit freezing not less.

Analysis of approximate average COR-polar orientations

�
�S� i�t�� rounded to nearest whole numbers, Fig 5� indicates
that at 250 K, the COR fraction of system freezes into a state
that is a compromise between the �1,1 ,1�� FE ground state
and the fixed �1,1 ,0�� fields that represent VPb-O

nn divacancies
in the VPb-O

nn approximation �large �1,1 ,0�� arrows, Fig. 6�.
Thus, the most populous states in the glassy phase at
X�Pb-O�=0.025 and T=250 K are

FIG. 3. �Color online� Spin products for the randomly disordered cation configuration. As for the ordered configuration, an increase in
X�Pb-O� leads to broadening of the RFE region, and above some critical concentration, XC�0.025, the ferroelectric ground state is suppressed.
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�2,2,1� = �1,1,1� + �1,1,0� �4�

and

�2,1,1� = �2,2,2� − �0,1,1� . �5�

In both the cooling and heating runs, only one COR oc-
cupies a �1,1 ,1�� state, which is dominant in the FE ground

FIG. 4. �Color online� Simulation results for the nano-ordered cation configuration: �a� �S� i�t� ·S� j�t��O-O, �S� i�t� ·S� j�t��O-D, and

�S� i�t� ·S� j�t��D-D vs T /TFE
0 at X�Pb-O�=0.01; solid lines are averages for the O-O, O-D, and D-D distributions and their deviations from zero

above TFE reflect finite size effects. �b� �S� i�t� ·S� j�t��O-O, �S� i�t� ·S� j�t��O-D, and �S� i�t� ·S� j�t��D-D vs T /TFE
0 at X�Pb-O�=0.025; the system freezes

rather than transforms to the FE ground state. �c� �S� i�t� ·S� j�t��O-O vs T /TFE
0 at X�Pb-O�=0.025 calculated by cooling from a random polar

configuration. �d� �S� i�t� ·S� j�t��O-O vs T /TFE
0 calculated on heating, from a random polar distribution. �e� �S� i�t� ·S� j�t��O-O vs T /TFE

0 at X�Pb-O�
=0.027; results from cooling �left-facing triangles, red� and heating �right-facing triangles, green� are superimposed, and on cooling, some
tendency toward freezing is evident before transformation to the FE ground state. �f� the X�Pb-O� vs r TFE

0 phase diagram; dotted line indicates
TB�X�Pb-O��, solid line indicates TFE�X�Pb-O��, and � �red� at X�Pb-O�=0.025 indicates glassy freezing in cooling run �b�, XC�0.041.
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state. Also, very few CORs occupy the �1,1 ,0�� state that is
promoted by VPb-O

nn divacancy fields: four in the cooling run
and one in the heating run. Note that X�Pb-O�=0.025 is ap-
proximately XC for the random system and, therefore, for the
random matrix in the nano-ordered system. Thus, X�Pb-O�
=0.025 is probably the most favorable composition for
glassy freezing because it combines maximal polarization in
the COR with a disordered matrix that has no FE ground
state.

IV. DISCUSSION

A. Phase diagrams

As suggested in the Introduction, the P vs T /TFE diagram
in Fig. 1 and the X�Pb-O� vs T /TFE diagrams plotted in Figs.

2�d�, 3�c�, and 4�f� are topologically equivalent. Qualita-
tively, the only apparent difference is that in Fig. 1, TFE�P� is
essentially linear, whereas in Figs. 2�d�, 3�c�, and 4�f�,
TFE�X�Pb-O�� exhibits some negative curvature. Note that the
TFE�X�Pb-O��-transition curves in Figs. 2�d�, 3�c�, and 4�f� plot
as lines of first-order transition rather than two-phase fields,
as expected in an equilibrium diagram. Two-phase fields,
separating vacancy-depleted and vacancy-enriched phases,
are suppressed by the constraint that there is no vacancy
diffusion during the simulations. In the real system, VPb dif-
fusion is probably insignificant at T�500 K, but VO diffu-
sion is plausible at the upper end of this range. However,
immobile VPb are sufficient to suppress phase separation
given that the VO remain nn to the VPb.

Within calculated precision, the TB�X�Pb-O�� curves in Figs.
2�d�, 3�c�, and 4�f� are linear, as in Fig. 1. Notably,
TB�X�Pb-O�� in Fig. 2�d�, for the ideal chemically ordered sys-
tem, appears to be isothermal, whereas TB�X�Pb-O�� in Figs.
3�c� and 4�f�, for the chemically random- and nano-ordered
systems, exhibit negative slopes. It is not clear why
TB�X�Pb-O�� exhibits zero slope when only VPb-O

nn contribute to

�h� i� but a negative slope when both chemical disorder and

VPb-O
nn contribute to �h� i�. Both chemical disorder and VPb-O

nn are

treated as fixed local fields, h� i, in the simulations, the only

differences are that h� i from chemical disorder are much more

varied in both their directions and magnitudes, while h� i from
VPb-O

nn vacancies all have identical magnitudes and only orient
along �110��-type vectors. Notwithstanding our simplified
VPb-O

nn approximation for the local fields that arise from VPb,
VO, VPb-O

inn , etc., vacancies, the results presented in Figs. 2�d�,
3�c�, and 4�f� clearly support the interpretation that �h� i� may
be regarded as a nonordering field29 that can be used to tune
the proportions of RFE vs FE character in the system.

B. Relaxor–Griffiths phase analogy

In the system with ideal NaCl-type chemical order of Sc

and Nb, in which VPb-O
nn are the only source of h� i, the appar-

ently isothermal trend of TB�X�Pb-O�� �Fig. 2�d�� suggests that
the RFE and relaxor states are analogous to the GP in the
magnetic dilution problem: �F1−XNX in which F is a ferro-
magnetic �FM� component with nn interactions, critical tem-
perature TC

0 , and critical composition XC and N is a nonmag-
netic component27�. In the GP, the thermodynamic partition
function of F1−XNX is nonanalytic between the critical tem-
perature of the undiluted FM system, TC

0 , and above the criti-
cal temperature of the diluted system, TC�X�, hence, the iso-
thermal trend of the transition to the GP, TC

0 �X�=const.
Timonin30 and Stephanovich31 evaluated mean-field models
of dilute ferroelectric systems such as K1−XLiXTaO3 �KLT�,
which combine long-range dipole-dipole interactions with a
Gaussian distribution of random fields,30,31 and demonstrated
that they exhibit GP-like singularities, hence, their predic-
tions of the formal analogy between relaxor ferroelectrics
and the GP in which TB is analogous to TC

0 �X� and TFE�X� is
analogous to TC�X�. Obviously, this analogy breaks down to
some extent when the RFE�FE transition is first order
�typically, it is weakly first order in RFE systems� or when,
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FIG. 5. �Color online� Population distributions of approximate

cluster polarizations, 
�S� i�t��, in the 20 CORs of the frozen state at
X�Pb-O�=0.25 and T=250 K ��red� � in Fig. 4�f��. Left solid boxes
�red� are from the cooling simulation �Fig. 4�c��. Right open boxes
�blue� are from the heating run �Fig. 4�d��.

FIG. 6. �Color online� A polarization snapshot of the simulation
with X�Pb-O�=0.025, at T=250 K ��red� � in Fig. 4�f��. Each arrow
represents the instantaneous polarization on a Pb-site. Ordered re-
gions �red� have mostly homogeneous polarizations, while the ran-
dom matrix �blue� exhibits more varied orientations. The VPb-O

nn di-
vacancy moments �black arrows� have fixed orientations along
�110�� directions, and their magnitudes are two-three times those of
the most polarized Pb-atoms.
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as in PMN, the RFE�FE transition is superseded by freez-
ing to a dipole glass. Also, the inherently long-range nature
of dipole-dipole interactions in a RFE complicates the Grif-
fiths idea of percolating magnetically ordered clusters, which
are clearly defined in a magnet with nn interactions.

Note the role reversal of components in the dilute FE
models relative to the magnetic dilution model:27 in the
Timonin30 and Stephanovich31 models, impurity doping �e.g.,
of off-centered Li dopants on K sites in KLT� stabilizes the
FE-ordered phase, while the highly susceptible matrix crystal
�e.g., KTaO3� plays the role of the nonmagnetic N atom
in the magnetic dilution problem. Hence, Fig. 1 in
Stephanovich31 has the FE phase stabilized at high dopant
concentrations rather than at low dopant concentrations. In
the PSN-based systems investigated here, VPb-O

nn dopants are
represented by fixed local dipole moments, which play the
role of N, consistent with the magnetic dilution model.

Stephanovich31 refers to a “. . .concentrational crossover
between the dipole glass �electric analog of spin glass� and
ferroelectricity,” although his Fig. 1 indicates a phase transi-
tion between the dipole-glass and FE phases.32 Results pre-
sented here suggest a PE�RFE crossover �or GP
singularity33–36� at TB and clearly indicate an RFE�FE first-
order phase transition at TFE. Numerical simulations are,
however, inadequate to demonstrate GP nonanalyticity.
Griffiths27 argued for an isothermal onset of nonanalytic be-
havior throughout the compositional range �0�X�1 in
F1−XNX�, whereas we only investigated X�Pb-O��0.15 because
locating TB becomes increasingly difficult as X�Pb-O� in-
creases. These points merit further research, both ex-
perimental and theoretical. Note, however, that
Pb�Sc1/2Ta1/2�O3, PST, is a more attractive experimental
model system because it is difficult to synthesize PSN with a
high degree of long-range chemical order.37

The analogy between RFE systems and the GP has impli-
cations for both �1� interpretation of TB and �2� the contro-
versy about critical exponents in RFE systems �cf. Scott38

and Kleemann et al.39�. On point �1� above, Samara13 and
Burton et al.16 suggested that RFE and relaxor systems ex-
hibit a PE�RFE or PE� relaxor crossover without a singu-
larity at TB, but in the magnetic systems, several studies in-
dicate a “Griffiths singularity” at TC

0 �cf. Imry40 and more
recent works, e.g., Refs. 33–36�. Thus, if the RFE and re-
laxor states to GP analogy hold at TB �analogous to TC

0 �, it
follows that there should be a singularity, albeit a weak sin-
gularity, rather than a crossover at TB. On point �2� above, if
the RFE�FE transition is analogous to the GP�FM tran-
sition, then the RFE�FE transition should exhibit GP-like
exponents, at least when the system can be driven to a point
of second-order transition �e.g., at appropriate pressure or
applied electric field�. The most plausible GP�FM transi-
tion analogs are the colossal magnetoresistive �CMR� sys-
tems, and experimental data on their exponents �e.g., Refs.
41 and 42 and references therein� do not support a universal
set of exponents. For example, in La1−XCaXO3 with X=0.20
and X=0.21, Jiang et al.42 reported �=0.365, 
=1.369, and
�=4.8 and �=0.09, 
=1.71, and �=20, respectively. Unlike
the RFE systems, CMR systems do not typically have the
added complications of a first-order RFE�FE transition, or
long-range interactions, and seem less likely to exhibit non-

equilibrium transition-region domain formation, as empha-
sized by Scott.38 Also, theory suggests that GP�FM expo-

nents should vary as functions of �h� i�.43

C. Glassy freezing

It seems probable that the strong Potts-type character of
the VPb-O

nn approximation promotes the glassy freezing that is
observed in Figs. 4�b�–4�e�. A more realistic model with an
equilibrium distribution of VPb-O

nn and VPb-O
2nn , plus VPb-O

3nn , etc.,
divacancies, might exhibit a diminished propensity for glassy
freezing. The best known experimental example of glassy
freezing in a relaxor is Pb�Mg1/3Nb2/3�O3, PMN, and there is
no obvious analogy between the observed chemical disorder
and C-SRO and the strong Potts-type character of the VPb-O

nn

approximation. The main differences between PSN and PMN

are �1� �h� i�PMN�1.5�h� i�PSN because of the greater charge dif-
ference �Sc3+ and Nb5+ in PSN vs Mg2+ and Nb5+ in PMN�16

and �2� the presence of strong chemical disorder induced �h� i�
in the COR of PMN, which may pin their polar moments
into orientations that yield a dipole glass, as in PSN with
VPb-O

nn �Figs. 4�b�–4�d�� rather than a FE-ordered phase. There
is also a clear analogy in �K1−X ,LiX�TaO3,44 in which off
centering of Li-dopant atoms generates strong �0,0 ,1��,
strain mediated, local fields. Thus, a system that combines
significant C-SRO �as in PMN or PSN� with Li sub-
stitution should exhibit an enhanced RFE character and
an enhanced propensity for glassy freezing, e.g.,
�K0.5−X/2 ,Na0.5−X/2 ,LiX�TaO3 with C-SRO, or clustering of
Na and K, or �Pb1−X ,LiX� �Sc0.5−X/2Nb0.5+X/2�O3.

V. CONCLUSIONS

Simulations of PbSc1/2Nb1/2O3 with nearest neighbor
Pb-O divacancies, VPb-O

nn , indicate that directly increasing the

ensemble average local field strength �h� i� by increasing the
divacancy concentration X�Pb-O� enlarges the RFE state re-
gion. At VPb-O

nn concentrations greater than the critical value,
XC, the system is in a fully relaxor state without a FE ground
state. This progression mirrors nano-ordered PSN under in-
creasing hydrostatic pressure. The essential difference is that

increasing X�Pb-O� directly increases �h� i�, whereas increasing

pressure causes a relative increase in �h� i� by diminishing FE

well depths while leaving �h� i� essentially constant.
The apparently isothermal TB�X�Pb-O�� curve supports the

prediction of Timonin30 and Stephanovich31 that the RFE
state is analogous to the Griffiths phase in the magnetic di-
lution problem.27

Simulations of freezing, which is caused by the competi-
tion between the �1,1 ,1�� FE ground state, and the strong
�1,1 ,0�� local fields, which represent VPb-O

nn divacancies,
probably do not explain glassy freezing in PMN, but they
suggest a way of enhancing the propensity for glassy freez-
ing in systems that exhibit RFE character above a FE transi-
tion, e.g., PSN.
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