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Ordinary ice has a proton-disordered phase which is kinetically metastable, unable to reach spon-
taneously the ferroelectric (FE) ground state at low temperature where a residual Pauling entropy
persists. Upon light doping with KOH at low temperature the transition to FE ice takes place, but
its microscopic mechanism still needs clarification. We introduce a lattice model based on dipo-
lar interactions plus a competing, frustrating term that enforces the ice rule (IR). In the absence
of IR-breaking defects, standard Monte Carlo (MC) simulation leaves this ice model stuck in a
state of disordered proton ring configurations with the correct Pauling entropy. A replica-exchange
accelerated MC sampling strategy succeeds, without open path moves, interfaces or off-lattice con-
figurations, to equilibrate this defect-free ice, reaching its low-temperature FE order through a well
defined first order phase transition. When proton vacancies mimicking the KOH impurities are
planted into the IR-conserving lattice, they enable standard MC simulation to work, revealing the
kinetics of evolution of ice from proton disorder to partial FE order below the transition tempera-
ture. Replacing ordinary nucleation, each impurity opens up a proton ring generating a linear string,
an actual ferroelectric hydrogen-bond wire that expands with time. Reminiscent of those described
for spin ice, these impurity-induced strings are proposed to exist in doped water ice too, where IRs
are even stronger. The emerging mechanism yields a dependence of the long time FE order fraction
upon dopant concentration, and upon quenching temperature, that compares favorably with that
known in real life KOH doped ice.

PACS numbers:

I. INTRODUCTION

Ice famously intrigues experimentalists and theoreti-
cians alike. The crystal structure of ordinary Ih ice con-
sists of hexagonal rings of water molecules, each molecule
tetrahedrally hydrogen-bonded to other four. Every pro-
ton occupies one of two sites along the H-bonds between
two oxygens, and each oxygen satisfies the ice rule (IR),
with two incoming and two ongoing H-bonds1,2. At low
temperatures and under ordinary conditions, protons are
unable to reach equilibrium, and ice is kinetically stuck
in a glassy state characterized by the celebrated Paul-
ing entropy3,4 resulting from an infinity of different, IR-
conserving, defect free proton configurations. Still de-
bated is the possibility to attain, in pure ice at low T ,
the low energy, zero-entropy ferroelectric (FE) phase, ice
XI, endowed with a macroscopic polarization order pa-
rameter, the protons occupying bond sites in a unique
order. An intimate understanding of the possible FE or-
dering mechanism of pure ice is necessary in order to
understand why and how it is avoided or reached. Of
fundamental importance, that issue also bears potential
implications in fields as disparate as astrophysics5,6 and
surface science7,8.

The well known extrinsic ingredient which experimen-
tally permits realization of ferroelectricity in bulk ice is
KOH-doping, which allows ice to undergo, upon cool-
ing below Tc ≈ 72K9, the transition from proton dis-
order to proton-ordered ferroelectricity. This transition

has several remarkable features. First, its temperature
is practically independent of the concentration and even
of dopant type, suggesting the FE phase and its onset
are in fact intrinsic equilibrium features of ice, escaping
realization merely due to kinetic reasons when doping is
absent10. Second, the ferroelectric order achieved after
long annealing times is partial and its fraction depends
weakly on the dopant concentration in a wide range11.
Third, the transition kinetics upon quenching is signifi-
cantly dependent on the quenching temperature Tq

12,13.
For example, at Tq = 0.75Tc no ordering is observed, but
at Tq = 0.89Tc a fraction of the FE phase appears. As
a simplifying note, we mention that nuclear quantum ef-
fects, generally relevant to hydrogen-bonded systems14,
may be provisionally neglected here, since deuteration
affects only modestly the transition temperature13,15.

The bulk of these observations is rationalized by the
understanding that an FE state of low temperature
hexagonal ice is thermodynamically favored, but its re-
alization is hindered by a kinetic slowdown, likely due to
the IR. The slowdown is overcome only in special con-
ditions such as doping, accompanied by quenching from
a sufficiently high T and subsequent annealing. More-
over, in many conditions the transition to the FE phase
is incomplete, indicating that the slowdown mechanism
can act also at the mesoscale. To physically clarify this
scenario, it is desirable, due to the complexity of the
problem, to resort to some simplified and yet microscopic
model. The model should offer a comprehensive descrip-
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tion of the non-ergodic proton disorder, of the ordered
FE state, of their properties and ideal phase transition.
It should also allow the introduction of dopants, with ac-
cess to the transformation kinetics to partial FE ordering
which they permit.

Microscopic model descriptions of ice are abundant,
including off-lattice descriptions, both force-field based,
such as Ref. 16 and ab initio. In particular, density
functional theory (DFT) calculations also using graph
invariants predict the existence of an FE transition at
Tc=98K in pure hexagonal ice17. A better estimation of
Tc ≈70-80K was obtained by recent DFT-based Monte
Carlo (MC) simulations using hybrid functionals18. An
FE ordered phase is also predicted in cubic ice by ab
initio calculations, and is comparable in energy to the
corresponding FE phase of hexagonal ice19. A recent
study compares measured infrared spectra with theoreti-
cal results from classical molecular dynamics and ab ini-
tio simulations suggesting evidence of partial FE proton
ordering in cubic ice20. A possible FE transition at low T
in pure hexagonal ice was studied by lattice models using
empirical water potentials, yet with relatively inconclu-
sive results owing to strong dependence upon details of
the potential models21,22. Alternatively, MC ice simula-
tions using a point charge lattice model led to a nonferro-
electric state at low T23 but it was argued that the failure
to find an FE state could be due to the simplifications
of the model. In addition, many specific observations
have been made concerning the importance of rotational
Bjerrum defects3, the role of Coulomb24,25, of multipolar
interactions26, and other aspects27,28 including off-lattice
hydroxide configurations29.

None of these realistic off-lattice concepts and consid-
erations, however, seems so far to lead to a well defined
model description of the subtle kinetic phenomena con-
nected with establishing partial FE order, or the lack of it
due to persistent and glassy proton disorder, formidable
problems that a simplified lattice model is more likely be
able to tackle. That calls therefore for a fresh attempt.

We have developed a bare-bone lattice model of ice,
and a MC technique which allows simulating large sam-
ples at arbitrarily low temperatures (see Calculation De-

tails). The main feature of this model is that while em-
bodying ”dipole-dipole” interactions, its finite tempera-
ture ensemble contains only configurations which satisfy
exactly the IR. Even if a lower energy FE state is stabi-
lized by dipolar interactions, standard MC fails to evolve
configurations of this system even at finite temperature,
causing it to retain the statistical distribution of proton
rings and the Pauling entropy down to arbitrarily low
temperatures, as in real neat ice. This ice-rule obeying
disordered state provides an ideal framework where the
effect on kinetics of an added idealized dopant can be
studied.

The physics of our ice model, built on a diamond lat-
tice, bears similarities to that of spin ice in pyrochlores,
whose lattice is dual to diamond, making the two isomor-
phic upon identification of the orientation of the spins

with the location of hydrogen atoms on the bonds be-
tween oxygens30. Unlike spin ice models our model ”wa-
ter oxygens” possess interacting dipoles whereas the only
interaction between hydrogens (”spins”) come from the
topological ice-rule constraints. These analogies and dif-
ferences underpin those that will appear in the equilib-
rium phase diagram, reminiscent but not identical to the
3D Kasteleyn transition31 of spin ice in a field32,33, as well
as to the out-of-equilibrium, proton ordering behaviour.
The kinetic process by which the dopant triggers pro-
ton ordering is an avalanche of proton hoppings, which
breaking up closed rings, generate strings of collinear hy-
drogen bonds, all pointing in the same direction along
a winding line, thus upsetting the ring landscape of the
disordered phase. The barrier characterizing this simple
process, which is of the order of the dipolar interaction,
is therefore the rate limiting step for the formation of the
string in ice.
Before introducing the details of our work, it should be

stressed that our model study omits, by deliberate choice,
many details that are known to play a role in real ice. In
spite of that, we shall nonetheless throughout the paper
compare the model’s main results with known experimen-
tal facts. Points of agreement and disagreement between
them will gauge the model’s ability to address mecha-
nisms that underlie some of the unexplained behaviors of
ice ferroelectricity. In particular we will show that the
string formation qualitatively reproduces several known
facts in real KOH doped ice, providing bare-bone mecha-
nisms for the dependence of the ferroelectric fraction on
the dopant molar concentration, and on the quenching
temperature.

II. MODEL

Our model system is a diamond lattice of N ”water
molecules” where each oxygen is connected tetrahedrally
with four neighboring ones by H-bonds, as sketched in
Fig. 1(a). This is the connectivity of cubic ice Ic. The
cubic and hexagonal (Ih) phases of ice differ by the stack-
ing order of the hexagonal bilayers that form the lattice,
but their topologies are similar19. Since the model Hamil-
tonian, which is presented below, depends on the connec-
tivity of the lattice sites but not on the distance between
particles, the results obtained here should be valid for
both Ic and Ih.
Each oxygen at site i in the diamond lattice has four

bonds to nearby sites labeled by j. The variables of our
model are the proton configurations on all bonds. We
represent them by a set of 4N variables ϕij , one for each
directed bond. We have ϕij = 1 if in that bond there is
a proton closer to oxygen i and ϕij = −1 if not. Note
that in general ϕji is independent from ϕij . In pure
ice, where we exclude Bjerrum defects34, all bonds pos-
sess one and only one proton, and all oxygens two pro-
tons, ϕij = −ϕji, and the independent variable num-

ber shrinks to 2N . A bond Ising-type variable ~σj
i is
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defined as: ~σj
i = ϕij~eij , where ~eij is a vector point-

ing from oxygen site i to site j. Using these variables
we define the dipole associated with oxygen site i as:
~di =

∑
j ϕij~eij =

∑
j ~σ

j
i . That definition corresponds to

a dipole of modulus one in each site satisfying the IR but
is also valid for sites where it is not satisfied, where the
dipole moduli are now smaller than one.
The Hamiltonian of our model is

H = −J
∑

(i,j)nn

~di · ~dj + k

N∑

i=1

(
∑

j(i)=1,...4

ϕij)
2, (1)

where the two control parameters, J and k, are both
positive. The first term represents the nearest-neighbor
(nn) dipole-dipole ferroelectric interaction between oxy-
gen tetrahedra. The second term penalizes configurations
that violate the IRs. Indeed,

∑
j ϕij = 0 only if two pro-

tons are close to site i and two are far.
We will mostly describe the properties of this model,

which to the best of our knowledge has not been studied
for ice, in the special case k → ∞, where violations of
the IR are forbidden. Yet, we will make use of finite k
in replica-exchange accelerated MC. The physical order
parameter is the FE polarization, defined as

~P =
1

N

N∑

i=1

~di. (2)

The model can be mapped, translating from site to
bond variables, to an Ising-type Hamiltonian

H = −(J + k)
∑

(il,jm)nn

~σl
i · ~σ

m
j − J

∑

(il,jm)nnn

~σl
i · ~σ

m
j . (3)

The first term is a large (practically infinite) ferroelec-
tric coupling between nearest neighbor bonds, promoting
frustration and disorder through its strong topological IR
constraints. That effect is mitigated by the second term,
also ferroelectric, between second neighbor bonds, con-
tributing instead to stabilize a possible FE ordered state
at low T.
It should be noted that off-lattice configurations29 as

well as multipolar terms and long-range interactions24–28,
are omitted. Testing the effects of removing these drastic
approximations is beyond the scopes of this first study.
Mainly justified by simplicity, the short-range interaction
assumption is at least encouraged by screening of long-
range electrostatic tails, which is induced by polarization.
It may also be noted that, unlike first neighbor interac-
tions, always ferroelectric, the sign of long-range interac-
tions is not uniform, but rather oscillates between ferro
and antiferro depending on direction, suggesting a certain
level of cancellation. Indeed, MC studies of the dipo-
lar spin ice model actually showed that medium to long
range interactions are screened out, suggesting that short
range physics should remain qualitatively valid30,35–37.
The KOH impurities, which play a fundamental role

in determining the kinetics, are introduced in our model

as follows. In ice the K+ impurity replaces a proton in
one bond. This turns the proton-deficient molecule into
a cation-hydroxide pair K+(OH)−. That is simulated in
our model by a single, fixed proton vacancy in a bond ij
(represented by setting ϕij = ϕji = −1), an action which
simultaneously deprives oxygen site i of an outgoing pro-
ton, (this is the Bjerrum defect mimicking K+, which we
keep fixed), and deprives oxygen site j by one incoming
proton – this is a mobile IR breaking defect, mimicking
(OH)−. We have no charges in our model, but for the
sake of illustration, we will call these two defects K+ and
OH−. The presence of charge dopants in real doped ice
induces lattice distortion, which could lower the relax-
ation barrier of the local structure, speeding the inter-
conversion from paraelectric (PE) to FE. However, the
formulation of our model does not allow assessing how
important this particular effect is.

III. CALCULATION DETAILS

We carried out MC simulations on a diamond lattice
with 12x12x12 cubic cells containing N = 13824 sites,
representative of static oxygen sites in cubic ice. A z-
directed electric field is coupled to the polarization for
breaking the symmetry of the isotropic Hamiltonian. The
field is removed after equilibration and is small enough

(| ~E| ≈ J/10) in order not to modify the transition tem-
perature. First of all we confirmed that the IR term
causes frustration that prevents our defect free ice model
from reaching thermodynamic equilibrium within stan-
dard MC sampling, where proton variables ϕij change
one at a time while chosen randomly through the lattice.
2N proton move attempts performed sequentially repre-
sent our MC step or pass. This well known problem was
addressed long ago by Rahman and Stillinger2 who dealt
with the IR by performing random walks on the lattice
and noticing that paths involving crossing of the peri-
odic boundaries bring in a change in total dipole moment.
Time-honored as it is, that method involves the necessity
of very large simulation sizes, which we prefer to avoid.
We thermalize the system by a Hamiltonian Replica Ex-
change Method (HREM)38. We simulated m = 1, 2, ...M
replicas in parallel, at the same temperature and same J
but with different values of the ice-rule penalty param-
eter k. The original replica m = 1 has a prohibitively
large value of k = 30J , practically infinite. As m in-
creases the parameter k is reduced successively until the
last replica m = M = 40, which corresponds to k = 0.
The IR-violating defects (excess or lack of protons at-
tached to an oxygen site) will therefore occur with in-
creasing probability in replicas with decreasing k. After
a prescribed number of MC steps the instantaneous con-
figurations for adjacent replica are allowed to swap with a
probability dictated by the standard Metropolis exchange
criterion39,40.
As a direct extension of the intrinsic, defect free model,

whose equilibrium properties will be shown to agree well
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with those of pure ice, we subsequently introduced de-
fects, and studied the kinetics which they generate. This
is done in a lattice of 9x9x9 cubic cells containing 5832
sites. To represent the effect of ”KOH type” impurities,
a small number of L ≪ N fixed proton vacancies were
introduced, randomly distributed in lattice bonds ij, by
setting ϕij = ϕji = −1, i.e. no proton either near oxy-
gen i or near oxygen j, as if it had been moved to the
nearby interstice in order to mimic the role of K+3. In
Fig. 3 the proton vacancy in a given bond is depicted by
an interstitial K+ ion schematically replacing the proton
H+. In real ice, the KOH impurity produces two mobile
defects: an ionic OH− defect and a Bjerrum L−defect
(proton vacancy)3. In our model, for the sake of simplic-
ity, the Bjerrum L−defect is fixed and only the hydroxide
defect is able to move. Thus, the introduced impurity
generates a traveling hydroxide which can trigger transi-
tions involving the nearby protons, transitions otherwise
impossible (see Fig. 3(b)). It’s worth noting here that
we expect similar kinetic effects from a mobile Bjerrum
L−defect as those observed with a traveling hydroxide.
To address the kinetics of the doped ice model, we

performed non-equilibrium simulations by a quenching-
annealing (QA) simulation protocol, carried out with
standard MC moves – which mimicks to some extent the
real time evolution of experiments – and by comparison
also with the HREM protocol, which artificially speeds
up evolution towards equilibrium. Each calculation per-
formed was an average of 50 runs with different random-
number generator seeds. Starting with the doped system
initially thermalized with HREM at very high T ∼ 3
Tc, we quench it down to a temperature Tq below Tc

(quenching) and then let it thermalize at the quenching
temperature Tq till the system comes as close as pos-
sible to equilibrium (the annealing process). That was
done for a range of Tq and of doping concentrations, so
as to address the known experimental dependence of ice
ferroelectricity upon these parameters.

IV. RESULTS

A. Equilibrium phase diagram and proton rings

We first discuss the equilibrium phase diagram for
defect-free bulk ice model, where no violations to the
IR are allowed. In order to thermalize this model we
use a Hamiltonian Replica Exchange Method (HREM)
(see Calculation Details), in which a set of replicas dif-
fering only by the IR-controlling parameter k, are simu-
lated in parallel. In the first replica k is extremely large,
as appropriate to the IR conserving model we want to
address, in the other replicas k is succesively smaller
and smaller. Configurations of different replicas are ex-
changed according to a replica exchange protocol, which
allows the simultaneous thermalization of all the replicas.
Fig. 1(d), shows the average value of the polarization P
as a function of temperature. There is a transition be-

tween an ordered FE state (P ∼ 1) and a disordered PE
state (P ∼ 0) at an equilibrium transition temperature
Tc ≈ 3J . As expected, Tc is proportional to the strength
of the oxygen dipolar-interaction parameter J (see Eq.
1). The transition appears to be strongly first order.
Even without the IR constraint (k=0), the symmetry-
dictated universality class of this transition would dif-
fer from straight Ising. Indeed, the Hamiltonian (Eq.
1) possesses six equivalent FE ground states (polariza-
tion along x, -x; y, -y; z, -z), making it closer (yet not
identical) to a Potts model, a family many members of
which support first order phase transitions in high di-
mensions (see e.g. Ref.41). Conversely, the fully IR con-
serving Hamiltonian would, once the dipole-dipole inter-
action was removed (J=0) and the protons were coupled
to an electric field, display a Kasteleyn-type transition31

as in spin ices. With nonzero J and large k, our model
is richer, even if retaining some qualitative similarities to
Potts and Kasteleyn transitions. A note of caution here
is that while the experimental FE transition of real ice is,
as in this model, first order3,5, there are in ice secondary
order parameters, such as strain coupling, that are ab-
sent in the model but that would play a role making the
transition first order.

Next, the equilibrium entropy evolution with temper-
ature is a crucial information. We obtain it at each tem-
perature as the integral of the specific heat at constant
volume over T . Strictly speaking, this procedure is cor-
rect only if no first-order phase transitions are encoun-
tered along the path. However, in finite size systems
like those analyzed in this work, first order transitions
are avoided, the thermodynamic potentials vary continu-
ously, and the procedure is therefore justified. The inset
of Fig. 1(d) shows how at Tc the entropy of the defect
free IR conserving model correctly rises from essentially
zero (the model has no acoustical modes) to the Paul-
ing value S ∼ ln(3/2) across the transition. The free
energy F as a function of the polarization can be esti-
mated, at a given temperature, from the histogram of
the polarization observed in the first replica. F is shown
in Fig. 1(c). At Tc, F shows two minima with same free
energy separated by a barrier, which confirms the first-
order character of the transition. At T = 0.93Tc the free
energy retains a secondary minimum at P ∼ 0, signaling
a metastable (equilibrated) PE state which, however, no
longer exists at T = 0.85Tc. An analogous metastable
FE state must also exist above Tc, but is already lost
at T ∼ 1.03Tc. Thus, free-energy barriers vanish shortly
below and just above Tc. Associated with the transition
there is a change in the proton configuration inside the
12 hexagonal rings which thread each lattice site. The
role of rings and directed H-bonds is widely discussed
in ice and water16,43. Here, we must in addition distin-
guish different ring types according to their polarization.
For that, we associate an arrow to each H-bond, point-
ing from the oxygen possessing a close-by proton to the
other oxygen in that bond (see Fig. 1(e)). We then count,
for each ring, the number of arrows pointing in a specific
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Figure 1: (a) Simulation snapshot showing the FE order in ice at T < Tc. (b) Simulation snapshot showing a characteristic
PE configuration in ice at T > Tc. (c) Free energy F in units of the coupling constant J as a function of polarization P for
different temperatures. The FE (P ∼ 1) and PE (P ∼ 0) minima at Tc are separated by a barrier, consistent with a first order
transition. (d) Equilibrium averaged polarization P vs temperature in units of J obtained by HREM for the model of Eq. 1

(black solid line and empty circles). Red dotted-dashed line: Kasteleyn-like polarization as a function of T/| ~E| for a spin-ice

model 42 with the same IRs as in Eq. 1, but J = 0 and with z-oriented electric-field ~E coupled to dipoles (−~d. ~E). Inset:
entropy in units of the Boltzmann constant vs T/J for our ice model (blue line and empty circles). The horizontal solid line
indicates the value of the Pauling entropy, which actually persists down to low T in ordinary MC simulations. (e) Hexagonal
ring population vs temperature in units of J . The insets show schematically the proton arrangements for the different type of
rings: S0, S1, S2 and S3. We also show the arrow associated to a given configuration of an O-H-O bond in the ring S3, which
is defined for computing the ring-order parameter s (see Equilibrium Phase Diagram and Proton Rings).

clockwise direction, and define from that a directed order
parameter s = (6 − |

∑6
i=1 ϕil|)/2, where i runs through

the six-site ring clockwise, l = i + 1, and ϕil is the pro-
ton variable of the H-bond il. The four different kinds of
proton rings are schematically depicted in Fig. 1(e) la-
beled as Ss, therefore S3, S2, S1, and S0, corresponding
to s = 3, 2, 1 and 0, respectively. This ring classification
differs from a previous one (see Supp. Inf. of Ref. 43),
except for the case of the ring S0.

A schematic representation of a typical microscopic
configuration in the PE phase of ice is depicted in Fig.
1(b). Inspecting all hexagonal rings in the equilibrium
state of the defect-free ice model, we extract the aver-
age population < ns > of rings of each s = 0, ..3. Fig.
1(e) shows the results obtained as a function of temper-

ature. For each site
∑3

s < ns >= 12 in pure ice at all
temperatures. Well below Tc, all rings have s = 3, thus
n3 = 12, accompanied by a net local polarization along
z. In this FE state, schematically displayed in Fig. 1(a),
where only z-polarized S3 rings are present, the symme-
try between the six possible polarizations of the system
(along the x, y or z axis, and corresponding negative di-
rections) is spontaneously broken by long-range order.
At Tc, < n3 > has a sharp drop which accompanies the
collapse of the order parameter P , while all other rings
concurrently surge and proliferate as shown in Fig. 1(e).
Finally, in the PE phase above Tc, all ring populations

acquire steady values, almost constant with further tem-
perature increase. The S3 rings do not disappear, but we
find them equally polarized in all directions in accordance
with the vanishing order parameter. In the following, S2,
S1, and S0 are called ”disordered” rings because they
only appear in the disordered phase. The slight residual
temperature dependence can be attributed to finite size
in our simulations.

Entropy reveals another effect of small size. Our cal-
culated entropy at T > Tc is ≈ 10% higher than the
Pauling entropy as shown in the inset of Fig. 1(d). Paul-
ing’s entropy is known to be only a lower bound33. Our
HREM calculations capture the additional proton corre-
lations along the closed rings, which cause entropy to rise
higher for smaller sizes44.

The population distribution of rings in the disordered
phase is also similar to that found in a recent ab initio
molecular dynamics study of hexagonal ice43. For in-
stance, the relative abundance of S0 rings is about 15.8%
in our calculation which is nearly equal to the correspond-
ing averaged-value obtained in Ref.43 for hexagonal ice,
≈ 16.5%.
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B. Non-equilibrium kinetics and FE polarization in

doped ice

Thus far we described the static properties, both equi-
librium and metastable, of the ice model. It is now pos-
sible to address the nonequilibrium MC kinetics of trans-
formation between PE and FE states. The equilibrium
transition being first order, the transformation will occur
by nucleation. Yet, this process is very strongly influ-
enced by IR constraints, which render ordinary homoge-
neous nucleation impossible, at least for k large enough.
In that limit, only inhomogeneous nucleation is possi-
ble. We therefore study the transformation from the
metastable and proton disordered state, into an ordered
or partly ordered FE state, taking place once model im-
purities, meant to play a similar role to KOH, are intro-
duced. To that end, we first equilibrate with HREM the
IR conserving state at high T ∼ 3Tc, and then quench
it down to some Tq below Tc where we let it thermal-
ize with standard MC moves. We call this procedure a
quenching-annealing (QA) simulation protocol (see Cal-

culation Details).

Initially, after a certain number of thermalization time
steps at high T , the system reaches a state where all
the ionic defects (hydronium - hydroxide pairs and even
molecular states with zero or four protons) introduced by
the random initial configurations managed to recombine
and disappear. We checked that after thermalization at
high T in the KOH-doped system with L extrinsic im-
purities, we have precisely L mobile hydroxide defects in
the system because all intrinsic ionic defects permitted
by finite k have recombined (see Fig. 3). After equilibra-
tion at high T with HREM, all the simulations continue
with a QA protocol using standard MC (unless other-
wise stated) on the replica with the largest k value. Fig.
2(a) shows the non-equilibrium evolution of the instanta-
neous polarization in a QA simulation after quenching at
Tq = 0.57Tc, in a range of different conditions. As a first
check, in pure ice (L = 0) the system remains stuck in
a non-equilibrium glassy state with P ≪ 1 as shown by
the blue dashed curve in Fig. 2(a). If HREM is instead
kept active throughout, then the low-temperature ther-
modynamic equilibrium with P = 1 (FE order) is quickly
recovered after quenching, as expected and as shown by
the green curve in Fig. 2(a).

The next step is the simulation of doped ice with L
impurities representing KOH impurities (see Model and
Calculation Details). Unlike the undoped case (L = 0),
results for L = 1, 4, and 8, show a kinetic evolution with
frank onset of the FE order parameter (see Fig. 2(a)).
At large MC step number (conventionally representing
long evolution times), the polarization P reaches ≈ 60
− 75%, almost independent of the impurity number L.
This is in qualitative agreement with neutron diffraction
measurements of doped deuterated ice, where a volume
abundance of ≈ 48% of ice XI is observed in the bulk
at T = 0.89T exp

c
12. The critical temperature and the

ice XI fraction locally formed are practically indepen-

dent of the impurity concentration9–11,13,45, a nontrivial
outcome which is reproduced by our model. The L = 1
case corresponds to a molar fraction of 1/5832, similar
to that of the doped-ice samples used in Ref.10, 1/5540,
and leads to extensive FE ordering in the model that
is qualitatively similar to experiment9,10,12. Moreover,
neutron diffraction of annealed KOD-doped deuterated
ice after low T quenching showed a sustained intensity
growth of the characteristic 131-Bragg peak of the FE
phase XI. Its intensity, proportional to the volume frac-
tion of ferroelectric ice-XI, tends to a definite limit at
long annealing times12, also decreasing when the quench
temperature was lowered, as shown in Fig. 2(c). We
conducted additional extensive weak-doping simulations,
with L = 1, exploring how a change of Tq affects the ki-
netics of FE onset. As Fig. 2(b) shows, the calculated
long-time FE fraction diminishes as the quenching tem-
perature is lowered, in qualitative agreement with the
neutron diffraction data of Fig. 2(c). There are there-
fore good hopes that our model could shed light on the
underlying reasons.

C. Microscopic mechanism of string nucleation

We now analyze the microscopic mechanism of IR
defect-induced disorder nucleation in the FE phase and
conversely, the impurity-induced nucleation and growth
of FE clusters in the PE phase. First, we address the
impurity-triggered nucleation of disorder by regular MC
simulations of an ordered FE crystal at T = Tc/2. At this
low temperature, as shown in Fig. 3(a), the hydroxide is
unable to propagate freely through the crystal. However,
when temperature rises above Tc (≈ 2Tc), the hydroxide
departs from the impurity site, and travels through the
lattice (see Fig. 3(b)). In its journey, it flips onto the xy
plane the dipoles from their original FE z-polarization.
That generates a chain, or string, of xy-dipoles, shown
by the blue line in Fig. 3(b), with origin in the fixed ini-
tial impurity site and end at the moving hydroxide. This
chain bears a resemblance to the so-called ”Dirac” string
associated with a magnetic monopole of model spin ice
systems46–48. While the IR is of course the topological
constraint that water ice and spin ice have in common
which gives rise to strings in both cases, the two model
systems are far from identical, as we will underline later.
As shown in Figs. 3(a) and 3(b), in the early stages

of string formation the hydroxide can only progress up-
wards (see the blue path) along z and against the total
polarization. As the ice rules are satisfied everywhere
and the system is in the ordered phase, it can only re-
ceive one of the two protons from the top neighbouring
water molecules. The preference will be to receive the
one that creates locally a basal dipole aligned to that of
the previous step in the hydroxide path, thus creating a
chain of dipoles aligned in the x or y directions, no longer
along z. This has an energy cost of ∆E = 2J per step.
Otherwise, the resulting basal dipole would be perpen-
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Figure 2: (a), (b) FE order fraction (or equivalently, instantaneous polarization) attained after quenching vs the number of
MC steps. (a) FE fraction for a quenching temperature Tq = 0.57Tc and different number L of impurities. For L = 0, we show
with blue dashed line the regular MC results and with green solid line the HREM results. Regular MC results for L = 1, 4, and
8 (molar fractions 1/5832, 4/5832 and 8/5832, respectively) are shown with red dashed line, black dashed line and magenta
dashed line, respectively. (b) Regular MC results for L = 1 (molar fraction 1/5832) and different quenching temperatures.
Results for Tq = 0.18Tc, 0.42Tc, 0.57Tc, and 0.72Tc are shown with turquoise solid line, blue solid line, red dashed line, and red
solid line, respectively. (c) Evolution with time of the 131-Bragg peak neutron count (nc, right ordinate) obtained in diffraction
experiments of KOD-doped deuterated ice12. Solid black (open red) circles are from the same sample once annealed at T =
62 (68) K. Left ordinate: corresponding ice-XI mass fraction (a measure of FE order, proportional to Bragg intensity) for the
sample annealed at T = 62 K (black dashed line) and 68 K (red solid line), after Ref.12.

Figure 3: Nucleation mechanism of disorder in the ordered FE phase of ice depicted with snapshots of the simulation at different
stages of the process (see explanations in Microscopic Mechanism of String Nucleation): (a) in the doped FE phase at T = Tc/2
with the characteristic S3 rings colored with mustard. The planted proton vacancy representing the doping by a KOH impurity
produces a hydroxide defect (colored with turquoise) which remains in its site at this simulation temperature. Notice that we
added a fixed K+ atom colored with brown next to the proton vacancy for the sake of clarity in the picture as explained in
Calculation Details (see also Microscopic Mechanism of String Nucleation); (b) immediately after the suddenly raise of T above
Tc showing the hydroxide displacement through single proton jumps following the blue path and transforming two z-polarized
mustard rings S3 into two “disordered” green rings S0 and S2; (c) after a longer simulation time above Tc showing the creation of
a PE cluster (green rings) along the blue path of the hydroxide. Violet (green) arrows at different oxygens represent z-polarized

(xy-polarized) dipoles ~di.

dicular to that of the previous step with a higher cost
∆E = 3J . Yet, since MC moves are randomly gener-
ated and accepted according to Boltzmann weights, the
chain-end hydroxide progresses, owing to finite temper-
ature, not only in the z direction but also in the x or
y directions, as in Figs. 3(b) and 3(c). As noted, the
disordering mechanism produced onto the initially per-

fect FE system by the hydroxide string with a probability
that bifurcates at each step along the path resembles that
of the three-dimensional Kasteleyn-like transition of spin
ice in external field49. However, in our ice model the
transition is not induced globally by an external field,
but by the J-induced local field created by the growing
seed. Unlike Kasteleyn’s strict case of spin ice models,
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where an infinite number of configurations are degener-
ate and excitations have a large gap30, here nucleation
brings the system closer to a lower free energy state due
to the local dipole-dipole interactions. A second differ-
ence is that the local dipole field makes the probability
to move a proton in the two possible branches uneven,
affecting qualitatively the nucleation dynamics.

The disorder produced by the hydroxide migra-
tion may also be characterized by the transformation
of z-polarized S3 (mustard) rings into S2, S1 or S0
(green) “disordered” rings with a certain degree of xy-
polarization (see also Fig. 1). For instance, Fig. 3(b)
shows the formation of an S0 ring with a three-step hy-
droxide jump, and that of an S2 ring with a single-step
jump. Thus, the traveling hydroxide nucleates in its path
a disorder ”contagion” cloud, formed by green rings, elon-
gated in the z direction and zigzagging in the x and y
directions, as shown in Fig. 3(c). The green cluster
shown in this figure has a substantially smaller polar-
ization than the FE bulk, and can thus be considered a
seed of the PE phase inside the FE bulk. It is worth not-
ing here that after the hydroxide has passed, the green
PE cluster cannot further spread expanding its frontier
perpendicularly to the blue line because the strong IR
constraints frustrate any proton move attemp across the
cluster boundary during the standard MC simulation, as
they presumably would in real time evolution. In other
words, the PE cluster can only progress as an elongated
string through the traveling-hydroxide tip.

In reverse, and crucially, we finally address the nucle-
ation mechanism of FE order inside the disordered phase.
Thermalizing the system with a single impurity (L = 1)
at a high T = 3Tc, with an initial HREM MC simula-
tion lasting 20000 steps, we choose the replica with the
largest k value, therefore with well-respected IRs. With
that, a regular (Metropolis) MC simulation is continued
for the same number of steps. In this thermalization,
the hydroxide migrates following a completely random
path and losing track of the initial impurity site. Fig.
4(a) shows a typical configuration formed after thermal-
ization. Completely disordered, it displays all types of
Sβ rings as described earlier. This disordered configu-
ration is then suddenly quenched to a low temperature
below Tc (see Figs. 4(b) and 4(c)). The reduced mobility
of the hydroxide and the decrease of entropic contribu-
tions in favor of enthalpic ones reflects in the tendency of
the hydroxide to migrate preferentially in one direction,
that will in fact define the incipient polarization direction
which we denote as z, as in Figs. 4(b) and 4(c). In its
way along the new path, the hydroxide transforms disor-
dered green rings into ordered z-polarized mustard ones.
For instance, Figs. 4(a) and 4(b) show the transforma-
tion of a S0 into a z-polarized S3 ring as the hydroxide
progresses along the blue path. This is precisely the re-
verse process to that displayed in Figs. 3(a) and 3(b). In
its journey, the hydroxide may also take some steps that
do not transform disordered rings into S3 ordered ones,
changing disordered rings into other disordered ones. Al-

ternatively, this quenched evolution may also enlarge an
existing ordered cluster by expanding its frontier, where
again disordered rings turn into S3 ones. All three possi-
bilities were observed and appear in the snapshot taken
from the simulation of Fig. 4(c). The net total result is
the nucleation of ordered mustard rings along the blue
path of the hydroxide.

V. DISCUSSION

We have described how FE and PE states transform
into one another in a bare bone lattice model of ice, where
only IRs and near-neighbor dipolar interactions are re-
tained.
This model, it should be clear, has no ambition of de-

scribing real water ice in all chemical details, a field in
itself whose literature is immense. The model however,
is amenable to solution by simulation; and that makes it,
as is often the case, quite instructive.
First we find, by means of an adequate MC protocol,

that there is an equilibrium first order phase transition
between the two states, with the correct Pauling entropy
jump and an instructive proton ring distribution in the
FE and PE states. The equilibrium transformation be-
tween the two does not take place by regular nucleation as
in normal first order transitions because, as is known for
a very long time, IRs make ordinary nucleation50 ineffec-
tive: leaving pure, defect free bulk ice in a metastable PE
state endowed by Pauling’s entropy and a very charac-
teristic proton ring distribution down to the lowest tem-
peratures.
By introducing impurities, mimicking dopants such as

KOH known experimentally to nucleate the transition,
we examine the very special FE-PE and PE-FE hetero-
geneous nucleation mechanism in an IR-obeying system
. The dopant generates an itinerant hydroxide-induced
defect whose string-like evolution inside the bulk effec-
tively punctures, as it were, the otherwise infinite barrier
between the two states, ending the kinetic invulnerability
of the metastable PE state at low temperatures. Starting
with the PE state, the growth of the hydroxide string pro-
vides a quasi one-dimensional heterogeneous nucleation
mechanism, with a propagating winding cloud of FE rings
inside the initially proton-disordered bulk. This is in turn
reflected by the increase of the FE order parameter as
time (in our case MC time) evolves after quenching, as
simulations show (Fig. 2(a)). Snapshots in Fig. 4 (and
Fig. 3) moreover show a predicted FE (PE) nucleation
landscape proceeding along the string of flipped protons
which acts as the backbone. These strings and in fact
the qualitative nature of the nucleation process are rem-
iniscent of Kasteleyn-like transitions in spin ice models–
not surprisingly, because the ordered (disordered) phase
onset is again IR-dominated30. Nonetheless, the differ-
ences are important. Already at equilibrium, Fig. 1(d)
compares the temperature dependence of the order pa-
rameter of the ice model with that of a spin ice model
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Figure 4: Nucleation mechanism of FE clusters inside the PE phase of ice depicted with snapshots of the simulation at different
stages of the process (see explanations in Microscopic Mechanism of String Nucleation): (a) After thermalization at T = 3Tc

showing the hydroxide defect (colored with turquoise) and different “disordered” green rings; (b) immediately after quenching
below Tc showing the blue path of the hydroxide and the consequent conversion of a (green) S0 ring into a z-polarized S3

(mustard) ring; (c) after a longer simulation time at T < Tc showing the blue path of the hydroxide. In its travel, the hydroxide
nucleates a new mustard S3 cluster (shown at the top of the image) and enables to enlarge an already existing FE mustard
cluster (shown at the bottom of the image).

(see Gohlke et al.42) with the same IRs but with an ex-
ternal field instead of our local dipole-dipole interaction
(i.e., with J = 0 in our language). In spin ice there is
a 3D Kasteleyn transition in the low-field regime with a
characteristic second-order behavior at T > Tc, in con-
trast to the first-order behavior of our phase transition.
Beyond that, the evolution kinetics of strings in our ice
model is controlled by J , again an element absent in spin
ice models.

A number of results suggested by the present lattice ice
model encouragingly resemble those known either exper-
imentally or in more elaborate off-lattice models of water
ice.

The static structure and ring correlations and the cor-
rect Pauling entropy of clean bulk ice appear to describe
well the disordered PE state, as summarized by Fig. 1.
The capability of metal hydroxide dopants to give rise to
growing FE strings inside the PE state and viceversa –
thus functioning as unconventional inhomogeneous nucle-
ation agents – is demonstrated, as in Figs. 3 and 4. The
long-time FE polarization fraction grows as the quench-
ing temperature increases approaching Tc (Fig. 2(b)),
in nontrivial agreement with neutron diffraction exper-
iments and contrary to usual ferrodistortive structural
transitions where clusters with reversed order parame-
ters below Tc lead to a decrease of the average order pa-
rameter as T increases approaching the transition51–53.
Again similar to real ice, the dependence of FE polar-
ization upon the dopant concentration is minimal. In
the model, inhomogeneous nucleation occurs with any
number of extrinsic centers, and the residual increasing
effectiveness appears simply to reflect a speed-up kinetics

once the system is close to the transition point. Finally,
the slowing down in the growth rate of FE polarization
order parameter with MC time also resembles that ob-
served in water ice in real time– see Fig. 2. In that
slowing down however a multiplicity of elements can be
simultaneously at work. The string nuclei cannot, owing
to their nanoscale transverse size, convert, in a system
with strict IRs, a PE state to complete ferroelectricity.
Probably even more important in practice, string nuclei
might suffer a decrease of their growth rate when their
tips hit other existing FE clusters, or, in real ice, grain
boundaries and other lattice defects. In our simulations,
that kind of effect is involuntarily introduced by finite
size. Even ignoring these important realistic aspects,
one could note that the partially polarized system free
energy is progressively closer to the FE equilibium state
than the disordered starting point, yielding a decreasing
thermodynamic force felt by the growing string tip ends.

Beyond purely on-lattice models like ours, the
moving hydroxide can, besides moving on in-lattice
configurations27,28, also visit (and be arrested by) off-
lattice interstitial configurations29. That event, not de-
scribed in our model, will slow down the hydroxide mo-
bility and also introduce kinks with possible bifurcations
in the strings evolution. An evolution which nevertheless
our model depicts in its most elementary form.

In conclusion, we have presented a soluble lattice
model depicting the onset of ice ferroelectricity as a first
order phase transition, and demonstrating how nucle-
ation and growth mechanisms, otherwise universal in the
kinetics of first order phase transitions, are profoundly
changed by topological ice-rule constraints that control
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proton ordering. Results sheds light on, and support fur-
ther understanding of, the onset and demise of ferroelec-
tricity in ice.
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