PHYSICAL REVIEW B 89, 075412 (2014)

Model for electron spin resonance in STM noise
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We propose a model to account for the observed ESR-like signal at the Larmor frequency in the current noise
scanning tunnel microscope (STM) experiments identifying spin centers on various substrates. The theoretical
understanding of this phenomenon, which allows for single spin detection on surfaces at room temperature, is not
settled for the experimentally relevant case that the tip and substrate are not spin polarized. Our model is based
on a direct tip-substrate tunneling in parallel with a current flowing via the spin states. We find a sharp signal at
the Larmor frequency even at high temperatures, in good agreement with experimental data. We also evaluate
the noise in presence of an ac field near resonance and predict splitting of the signal into a Mollow triplet.
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I. INTRODUCTION

Observing and manipulating single spins is of considerable
interest in quantum information. A particularly promising
method of detecting a single spin on a surface is by using
a scanning tunneling microscope (STM) [1]. The technique
has been initiated and developed by Y. Manassen and various
collaborators and has the appealing feature of being useful at
ambient conditions, in contrast to other techniques operating
at very low temperatures [2]. It is based on monitoring the
noise, i.e., the current-current correlations, in the STM current
and observing a signal at the expected Larmor frequency,
similar to an electron spin resonance (ESR) experiment, except
that here no oscillating field is applied. This phenomenon
was demonstrated on an oxidized Si(111) surface [3,4].
Afterwards, it was also observed in Fe atoms [5] on Si(111)
as well as on a variety of organic molecules on a graphite
surface [6] and on Au(111) surfaces [7-9]. Recent extensions
have resolved two resonance peaks on oxidized Si(111) 7 x 7
surface corresponding to site specific g factors [10,11] and
also enabled the observation of the hyperfine coupling [1,12].

The theoretical understanding of the ESR-STM effect is
not settled [1]. The emergence of a finite frequency in a
steady state stationary situation is a nontrivial phenomenon.
An obvious mechanism for coupling the charge current to
the spin precession is spin-orbit coupling [13]. It was shown,
that an ESR signal is present in the noise of systems with
spin-orbit coupling only when the leads are polarized, either for
a strong Coulomb interaction [14,15] or for the noninteracting
case [15]. This was shown even in linear response [16].
However, it was found that the signal vanishes when the
lead polarization vanishes or with parallel polarizations. In
the experiments, the leads are very weakly polarized by
the magnetic field with polarization parallel to that of the
localized spin, hence the ESR signal vanishes within these
models [14,15]. It was argued that an effective spin polarization
is realized as a fluctuation effect either for a small number of
electrons that pass the localized spin in one cycle [17], or due to
along spin correlation time in the leads [1], or to 1/ f magnetic
noise of the tunneling current [18]. These suggestions are
based on an exchange interaction between the localized and
itinerant electrons, which is phenomenologically modulated
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by the localized spin precession; however, Refs. [14,15] show
that the exchange interaction is not sufficient to produce an
ESR signal. It was further shown that spin-orbit coupling in
an asymmetric dot can yield an oscillating electric dipole [19];
however, as shown below Eqgs. (4) and (6), this is not sufficient
to produce an ESR signal. In summary, there is so far no
concrete microscopic model that accounts for an ESR-STM
effect with nonpolarized leads.

In the present work, we start by showing that the problem
of tunneling via spin states in the presence of spin-orbit
interaction has strictly no resonance signal; the presence of
an electric dipole coupling does not change this conclusion.
We then study a model in which an additional direct coupling
between the dot and the reservoir is included. Our model is
motivated by studies of quantum dots with spin orbit [20] and
by STM studies of a two-impurity Kondo system that shows
a significant direct coupling between the tip and substrate
states [21,22]. We find that the interference of the direct
current and the one via the spin does show an ESR signal
in the noise, which increases with the direct coupling. This
feature is consistent with the unusual nonmonotonic contour
plot presented in Refs. [3,4], i.e., the signal is maximized
when the STM tip is not directly on the spin center but slightly
(~1nm) away, so as to maximize an overlap with a surface state
of the substrate. The signal intensity relative to the background
is small, yet it is sharp even at temperatures much higher
than the ESR frequency; the consistency of this behavior with
the experimental data is discussed below. Finally, we also
evaluate the noise in presence of an ac field near resonance and
predict splitting of the signal, analogous to a Mollow triplet in
optics [23,24], a splitting that can further test our model.

II. MODEL AND THEORETICAL TREATMENT

The setup we consider consists of a molecule M with spin
1/2 on a metallic substrate and also in contact with an STM
tip as sketched in Fig. 1. The tip and the substrate define
two electron reservoirs T,S. The two states of the molecule,
associated to the two spin orientations of the molecule have
energies separated by a Zeeman splitting due to an external
magnetic field By = Bpe,, and are coupled by tunneling
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FIG. 1. (Color online) Sketch of the setup. A direct tunneling W
takes place between the substrate and the tip. The other transport
channel corresponds to two tunneling processes wgs and wy between
the substrate and the molecule and between the tip and the molecule,
respectively. In the right-hand side, the effect of a harmonic in time
transverse component of the magnetic field that couples the two levels
of the molecule is indicated.

processes to the two reservoirs. We assume, in addition,
spin-orbit (SO) coupling, which renders these tunneling terms
spin dependent, in particular, allowing for tunneling with spin
flip. The Hamiltonian is

H= ) Hot+Hu+ Y Huald. e

a=T,S a=T,S

The first term, with Hy, = > ra.o Ekar c}:aﬂ Cka,o» COITESpPONAS
to the unpolarized reservoirs where 0 = =+ is a spin index. The
molecule is described by the simple model

Hu() =Y eodid, +B() s, )

o=+

with the energy of two spin orientations separated by the
Zeeman splitting &, = +w,/2. We also consider a time-
dependent component B(¢) in the external magnetic field, while

sj = Zdl:ir, 3)

being 6/, j = x,y,z the Pauli matrices. The last term of 7 is
the coupling to the reservoirs,

Hua=w Y (ChyoUshido +H.e), &)

ka,o,07

where U® are SU(2) matrices for « = T, S, which represents
a general spin-orbit coupling [13,15]. In Appendix A, we
demonstrate a derivation of such a tunneling matrix. The
unitarity of the marices U® follows in fact from time reversal
symmetry 7. Our eigenstates |+) are those of the first
term of Eq. (2), which is odd under 7', hence |+) are
nondegenerate with eigenvalues :*:%B() and therefore related
by T|+) = +|F). Since U® represents a T invariant operator
U, =U0%,Uf_ =-U%,ie., U* are SU(2) matrices, up
to a prefactor w, in general, o dependent.

Let us now notice that the above Hamiltonian does not
contain the minimum ingredients to describe the ESR-STM
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effect In fact, the unitary transformation ¢, =
> 5 UZ . Cka o diagonalizes in spin the tunneling Hamiltonian
Whlle leaves unchanged the Hamiltonians of the unpolarized
reservoirs. The result is

Hyo =w Z(C//lwd" + H.c.). 5)

ka,o

Hence the full Hamiltonian is a sum over two decoupled spin
states and observables such as current noise cannot present
any feature depending on the level spacing in the molecule, as
previously noted in a detailed calculation [15].

The next ingredient to explore is a molecular electric
dipole er that couples to an electric field E, e.g., due
to tip proximity [19]. Assuming a molecule with several
levels, in the absence of E, Hj, has eigenstates |m,o) with
eigenvalues E,, + %a)z,m (m = 0 is the ground state), where
w,.m 1s the splitting due to a Zeeman term Hz. Extending
the one-dimensional model [19], the oscillating electric dipole
~e 1?0 can be described by the second-order matrix element

) (0, — [E rlﬂ; _)(E [HZ10, +) ©)

m##0 0
where the asymmetry of the molecule allows for (m, —
|Hz10,4+) # 0 for m # 0. Adding this off-diagonal term to
‘H p results in eigenstates related to |0,4), i.e., d,;, by a unitary
spin rotation. Thus the two spin channels become effectively
decoupled and we conclude that the dipole coupling is not
sufficient to explain the ESR-STM effect. Choosing a coherent
superposition of |0,+) states can lead to an oscillating electric
dipole ~e /=" as in (6), yet the average on reservoir states is
not sensitive to this coherence and an additional modulation
of the tunnel barrier is needed [19] to observe the ESR-STM
phenomenon.

Then, we keep considering the simple Hamiltonian (2) for
the molecule and we proceed to introduce the main feature
of our model. Namely, a direct tunneling between the tip and
substrate so that the Hamiltonian (1) acquires an additional

term
Hrs=W Y

kT k'S ,0,0'

ckTa gg/ck’Sa +HC) 7

where UTS is an SU(2) matrix. This direct tunneling is a
generic process that may be present in many STM experiments
on molecules on metallic substrates. Its main effect is to
generate a transport channel which interferes with the one
through the molecule. This interference was found to play an
important role in Kondo-correlated molecules and quantum
dots [20-22] but so far it has not been explored in the scenario
relevant for the ESR phenomena observed in STM noise.
Below, we show that for W > w, this mechanism accounts
for the features observed in such experiments.

In terms of the operators ¢y, , previously defined, Hrs

involves the SU(2) matrix U”S = UTUTSUST, which can be

written as a general rotation of the form [25] U rs — ySoy?
with
USO — eiaz(bl and UQ — eio'z(ﬁz/zeia)ﬂ/ze7ia'z¢2/2 (8)

where o, , . are the Pauli matrlces In terms of the unitary
transformationc}, , =) . ,ck 5.0+ thedirect 7'S coupling
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becomes spin diagonal with the matrix USY while Hy s
becomes off diagonal with U % The phase ¢, can be eliminated
by defining d, = e°%/?d,, ¢;r, =" &1, and ¢f;, =

e/9%/2¢ 5 ». The different Hamiltonian terms become

Hrs =W Z (5]1-T’Uem¢15k'5’g + H.c.),

kT k'S, 0

Hur =w Y (@l ,do +He), ©9)
kT,o

HM‘S =w Z [Elts,a(eigye/z)a,a’do’ + H.C.],
kS,o,0'

while the Hr,Hg terms of (1) remain unchanged with the
Grao-dy operators. The phase 6 represents the off-diagonal
spin-orbit coupling. For & = 0 the (rotated) spin states de-
couple and the ESR effect vanishes as in the W = 0 case
above. Hence both the spin-orbit coupling with 6 # 0 and
W # 0 are essential for producing the interference between
the tunneling via the spin states and the direct tunneling. We
present bellow compelling evidence that this interference can
be the mechanism responsible for the ESR-STM effect.

A. Current and noise

For this model, the charge current operator flowing into
the tip reads fT(t) = JAM%T(I) + fg%T(t), where the first term
corresponds to the current flowing through the molecule, while
the second one is due to the direct tunneling W,

Jusr@ =iw Y (@, 0ds(1) — He),
kT, 0,0’

Jsor@) =iW Y @y, (067 s 0 (1) — He).
kT ,kS,0

(10)

Since the molecule can change its charge, the currents Jy_,r
and Jy_ s may differ. The relevant circuit current depends
then on both currents, depending on the ratio of the relevant
capacitances [26]. We expect the T-M capacitance to be smaller
than the M-S one [27], hence the circuit current [26] is
dominated by the tip current J7.

The corresponding noise spectrum can be decomposed as
S(t,w) = Sy (t,w) + Sw(t,w). The first term corresponds to
current-current correlation functions involving current opera-
tors through the molecule, while the second one corresponds
to those due to the direct current between tip and substrate,

+00

Su(t,w) = / dt(Jr(t)Jy—r(t — 1)
+ Iy @) Jr(t — 7)),

(11)

—+o0

Sw(t,w) =2 / dv s (O Fsort — ).

—00

In what follows, we focus on the first term, which contains
the relevant information involving the scattering processes
through the molecule. The second one represents a background
signal, which is usually subtracted from the experimental data.
The current is induced by applying a dc bias voltage V,
which relates the chemical potentials of the tip and substrate
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as pr.s = 1 F eV /2. In this stationary case S;(t,w) = Sj(w),
l=WM.

We use the Schwinger-Keldysh Green’s functions for-
malism as the framework to analyze the out-of-equilibrium
dynamics of this system. For some details on the calculation
and the explicit expressions of the noise spectrum for this
particular problem see Appendix B.

III. RESULTS

A. Static magnetic field

We start by analyzing the setup with a static external
magnetic field By but without any time-dependent component
B(¢) = 0. Consider now the experimentally relevant parame-
ters. The dc current [ = (fT) ~0.1-1 nA for V~ 1V [1].
In our model, we find that the Larmor frequency appears
in the noise when W > w, hence the dc conductance is

dominated by the W term. The latter is [28] Gy = 2}%2(11—’;)2,

where x = 72W2NyNs and N7 g are the tip and substrate
density of states, taken as constants in the (ur,us) range.
Assuming Nr g ~ 1/b, where b is the bandwidth of these
reservoirs, we estimate W/b ~ 1073 corresponding to a weak
tunneling regime with x < 1. The resonance is sharp, with
a width of Aw/2m =~ 1 MHz [1], much smaller than the
resonance frequency, typically w, /2w ~ 500 MHz. A golden
rule estimate, consistent with our data for small w,W,
gives a resonance width Aw = 2w w?/b, hence w/b ~ 107>,
assuming b ~ 5 eV. We find that the width (and amplitude) of
the resonance scales in fact as wswy, allowing for different
tunneling couplings to the tip and substrate wy and wy,
respectively. If the molecule is close to the substrate wg 2> W is
plausible so that wy /W < 107*, consistent with the tip being
located about 1 nm sideways from the spin center [3,4].

We note that the experiments were at room temperature,
T > w,, hence the linewidth is not sensitive to temperature.
We assume that the chemical potential of the substrate pg = 0
lies between the two levels. Our results depend weakly on the
position of these levels, as long as at least one of them is in
between g and .

We now show results for the noise spectrum in our model.
We have calculated Sy, (w) and St (w) following the procedure
of Ref. [29]. We use 6§ = and ¢; = /2 to maximize
the resonance effect (the value of ¢; is irrelevant to the
resonance effect). We chose W,w,T,eV e, not too far from the
experimental estimates (in e V). Both reservoirs are modeled as
semi-infinite 1D chains with bandwidth b so that x = (4W/b)?.

Figure 2(a) shows the onset of the Larmor frequency in the
noise Sy as the direct coupling W is turned on. We see that for
the experimental estimated value for W/w = 100, a sharp peak
is clearly distinguished in the noise spectra. This signal persists
for all finite W/w as seen in Fig. 2(b), showing the amplitude
of the signal as a function of x, the background noise and the
classical shot noise 2e/l. The background noise is taken as the
mean in the range w, + 0.1w,, where the noise varies by less
than 0.05%. We note that for x < 1 or x >> 1 the background
is the classical shot noise Sy + Sy =~ 2el. The current ratio
is (Juo1)/(Jso1) = drw?/(bxeV) (for x <« 1), which for
the parameters of Fig. 2(b) is ~10*/x. Hence, at x < 1074,
the current, as well as the background noise, is dominated by
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FIG. 2. (Color online) (a) Noise spectrum S, for various direct
couplings W between reservoirs: 0 (dashed red), 0.05 (solid blue),
and 0.1 (dash-dotted violet). The parameters are u = 0.25,eV = 0.5,
T =0.05w=>5x10"% ex = £1073, and b = 5. (b) Amplitude of
the signal at the Larmor frequency (solid green), the background noise
Sw + Sy (dot-dashed black), and 2el (dashed red) as functions of
x. The parameters are w = 0.01, e = £5 x 1073, and the other
parameters as in (a).

that via the molecule and becomes x independent. The case
x = 1 corresponds to perfect ballistic matching between the
reservoirs, accounting for the maxima in the figure.

Figure 2(b) shows that the signal intensity at x < 1 is linear
with x, same as Sy ~ Gy ~ x. The signal to background ratio
at x = 0.01 is ~1073. Scaling to w = 5 x 107> reduces this
ratio to ~10~%. For this w, the background Sy dominates,
hence the ratio above is x independent and applies to the
experimental situation.

The temperature dependence is shown in Fig. 3. The
resonance itself is not sensitive to temperature [see Fig. 3(b)],
consistent with the experimental data [1]. In the case of
T = 0 there are features of the noise spectrum (steps) at the
frequencies corresponding to the molecular levels ¢, which
are typical of the noise spectrum of two-level systems [30].
These features are washed up by thermal fluctuations as soon
as T > w,. The dip at w = 0 is similar to the one seen in
Ref. [30], with the latter due to charge conservation at the
molecule. Further details on the behavior of the dc noise in the
present model can be found in a complementary paper [31].
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FIG. 3. (Color online) Noise spectrum S, at various tempera-
tures T': O (black triangles down), 5 x 107> (red triangles up), 10~
(green diamond), 5 x 10~* (blue squares), and 5 x 103 (violet
circles). Parameters are W = 0.1 and those in Fig. 2(a). (b) A
magnified part of (a) in the resonance vicinity.
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FIG. 4. (Color online) (a) Noise spectrum S$ for perpendicular
ac field amplitude A; =35 x 107 and various frequencies Qo:
1.9 x 107> (long-dashed black), 1.94 x 10~ (dashed red), 2 x 1073
[resonant] (solid green), 2.06 x 10~ (dashed-dotted blue), and
2.1 x 107 (long-dashed-dotted violet). (b) Noise spectrum 8}"; for
parallel ac field amplitude Aj =2 x 107 and various frequencies
Qo: 4 x 107 (dashed-dotted green), 6 x 10~° (dashed blue), and
8 x 107% (solid violet). (Inset) Second harmonic corresponding to
Qo = 4 x 1076, The parameters are W = 0.1 and those in Fig. 2(a).
The curves below the top one in (a) and (b) are displaced in height
for clarity.

B. Time-dependent magnetic field

We now consider the case where the external magnetic
field has a static By component as well as an ac one B(?). In
Fig. 4(a), we show the noise in presence of an additional ac
magnetic field perpendicularly to the static component, B(r) =
A cos(Qot)e, that induces transitions between the molecule
levels. For the isolated molecule, the transition amplitude at
time 7 is

A . 1
(= t] 4,1t = 0) = —Le 2% g (-m), (12)
a 2

/(0 — ;)2 + A% is the Rabi frequency. In
the presence of A (¢), the current-current correlation func-

tions (11) depend on the time argument ¢. In what follows, we
consider the ensuing dc components

where a =

; Q, [/
S (w) = —/ dtS(t,w). (13)
2 0

In the present case, we resort to the nonequilibrium Green
function formalism of Ref. [32] to evaluate this function
(see also Appendix B for some particular details on this
calculation). Figure 4(a) shows splitting of the line into three
signals located at €2¢p and 2y = a. Our current correlation
corresponds to a spin-spin correlation that is not common
in ESR measurements. There is, however, an optical analog
of light scattering from a two-level atom showing a “Mollow
triplet” [23,24]. The observation of this triplet in our spin
system is a sensitive test of our model. We show that
the observation of these features is robust against changes
of the mean chemical potential  and that against changes in
the frequency €2y of the oscillating magnetic field, even away
from the resonant condition.

Figure 5(a) shows the dependence on the mean chemical
potential u of the signal amplitudes of the three Mollow
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FIG. 5. (Color online) (a) Amplitude of the signal in the absence
of an ac field (solid black) along with the amplitudes of the three
Mollow peaks located at 29 — a (long-dashed green), €2y (dashed
red), and Qy 4+ a (dashed-dotted blue) as functions of the mean
chemical potential u. The plot is for the resonant frequency 2y = w,.
The amplitudes are normalized to the amplitude of the dc signal for
w =0 (Sy). Parameters are T = 0.0125, w =3 x 1074, W = 0.1
and those in Fig. 2(a). (b) Amplitudes of the three Mollow peaks
located at 2 — a (long-dashed green), 2 (dashed red), and 2y + a
(dashed-dotted blue) as functions of the detuning §. The amplitudes
are normalized to the amplitude of the dc signal for & = 0.25 (Sy.25).
Parameters are u = 0.25 and those in (a).

peaks for a resonant frequency €2y = w,; note that the two
localized levels have average 0. We also show for comparison
the corresponding signal for the case of a magnetic field
without ac component. The signals with and without the ac
field have similar dependence on p showing that the signals
are insensitive to the location of the localized levels as long
as these are in between the chemical potentials of the tip and
substrate. The intensity decays on a scale ~7T when the levels
cross either chemical potential. A similar behavior for the
case of a magnetic field with dc component only was found in
Ref. [31]. We note a “sum rule”, i.e., the amplitudes of the three
signals in the presence of the ac field add up to the amplitude of
the dc signal. It is interesting to notice that the satellite peaks
at Qo £ a have a slightly different amplitude; this asymmetry
is caused by the proximity of the signals to the sharp dip in the
noise spectrum at w = 0 [see Fig. 3(a)], which causes a slowly
changing background at the signal positions [see Fig. 4(a)].
As the ratio between the resonance frequency and the width
of the signal is increased the background becomes more flat
and the asymmetry is reduced. In Fig. 5(a), this ratio is ~30
while under experimental conditions [1] it is ~500, hence we
expect symmetric satellites at resonance with the experimental
parameters.

In Fig. 5(b), we analyze the effect of a detuning of the
frequency of the ac field away from resonance, § = Qy — w;.
We show the amplitude of the signals of the three Mollow
peaks as a function of this parameter. We note that the bare
Rabi frequency A sets the scale of the detuning where
the triplet feature is prominent. When |5 > A, two peaks
are diminishing rapidly and only the peak approaching w,
survives. Hence the ac field is ineffective at |§| > A, and the
noise reduces to that of the dc case. There is a small asymmetry
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around § = 0 as discussed above, e.g., the middle peak is
maximized slightly below 6 = 0. Also here the asymmetry is
reduced when the ratio between the resonance frequency and
the width of the signal increase, hence this plot is expected
to be symmetric around § = 0 under experimental conditions.
The signal dependence on detuning has been significant for
analyzing the type of relaxation mechanism in the optical
experiments [23,24].

InFig. 4(b), we show the noise in presence of an ac magnetic
field parallel to the static component, B(#) = A cos(Qp?)e;,
which produces an oscillation in the energy levels around their
equilibrium values with amplitude A} and frequency €. In
this case, the time evolution of the off diagonal o, element is

o]

e Jo (@44 cos(Qot)dt _ ol st Z J, (%)emﬂot, (14)
0

n=—0o0

where J,(x) are the Bessel functions. For Ay <« € only
the first terms of the series with n = 0, = 1 contribute, as
illustrated in Fig. 4(b), where the main peak and the right
satellite are shown for several values of Q(; the inset zooms
on the weaker second-order satellite at w, + 2€2. A case with
many sidebands was in fact studied by ESR-STM [5] and is
consistent with Eq. (14). It is remarkable that these well-known
features from ESR are reproduced in the current noise spectra.

IV. SUMMARY AND CONCLUSIONS

Our model assumes that the spin-orbit interaction is
significant, for at least one of the tunneling terms. We note
that the strong electric field near the tip can enhance any of
the spin-orbit couplings. We consider now several unusual
features of the data that our model can account for: (i) a sharp
resonance even at high temperatures 7 >> w;, (ii) insensitivity
to the details of the spin defect, i.e., to the positions of
its levels between the tip and substrate chemical potentials,
(iii) contour plots [3,4] showing that the signal is maximal at
~1 nm from a center, hence a significant direct coupling W by-
passing the spin can be achieved. (iv) We account for the ESR-
STM phenomenon with unpolarized tip or substrate, in contrast
with previous models [14,15] that require polarized leads.

We note that the background noise is not measured in
the experiment since the modulation technique [1] measures
the derivative of the noise spectra. Furthermore, the signal
intensity is under study [12] as it is highly sensitive to
uncertainties in the feedback and impedance matching circuits.
We estimate that the signal to background intensity is ~10~8
as discussed above. Furthermore, we predict the appearance of
triplet lines when adding a time dependent field perpendicular
to the DC one. This phenomena, analogous to the Mollow
triplet in optics, provides a sensitive test of our model. We
also predict multiple sidebands for modulation with parallel
field, partly seen in experiment [5]. In conclusion, our model
presents a solution to a long standing puzzle, paving the way
for more controlled single spin detection via ESR-STM.
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APPENDIX A: BARDEEN’S FORMULA

Following Bardeen’s derivation for tunneling [33], we
extend it to allow for spin-orbit coupling, e.g., of the Rashba
type. Consider the following Hamiltonians for the tip and the
substrate:

52

Hr = L + Ur(x)0(—x),
2m

'y
Hs = 2 4 [Us(x) + ap - E x 010(x),
2m

Hron(x) = 6,0:(x), Hspp(x) = €,0,(x).

(AD)

x = 0 defines a surface, not necessarily planar, « is the spin-
orbit coupling, E is an electric field (could be external), o is the
spin operator, e.g., Pauli matrices for spin %, and @, (x),9,(x)
are spinors.

A perturbation correction to ¢, (x) yields the tunneling
element

wsr = [ ojlUs) +ap - Ex o (A2)
x>0

Taking the Hermitian conjugate of the S equation (x > 0), we
obtain

A2
p
E—_

PhN)Us(x) = [ o

}o,t(x) +appl(x)-Exo (A3)

and € = ¢; = ¢, for elastic tunneling. Note that with partial
integration, p - E X o is Hermitian, however, to keep track of
surface terms, we avoid now partial integration and keep the
form +pe!(x), using p* = —p:

p2
s = /);>O (p;(X)E(pA(X) B /x>0 I:Ewl(X)}gpk(X)

e / [el(0] - E x olgy(x)
x>0

+a / @b Ip - E x ol (x). (A4)
x>0

Now €, (x) = [5’721 + Ur(x)0(—x)]g; (x) so that for x > 0,

p

. p? 2
wsr = f ¥ { 00 5= () — [Wo;(x)}m(x)}
ta / el Exop ), (AS)

The first term gives Bardeen’s formula

h2
wo = —5— / OV{QD,Z(X)V%\(X) — [V} (0)]gs(x)}

h? .
—2—/{90,',(X)V<PA(X)— [V ()] (x)} - dS. (A6)
mJs
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The spin-orbit term reduces also to a surface term:

w) = —ia -/(p;(x)E X 0@, (x)-dS
s

2m
2

where 71 is a unit vector perpendicular to the surface and £ is the
scale generated by the gradient term in Eq. (A6). We note that
w; does not need the assumption of equal masses as needed
for wy. For an “‘s-wave model” for the tip [34], there are scales
1/g of order of the tip size, ~1 nm. These longer scales involve
dS, (parallel to the substrate), hence perpendicular to the field
E, as needed for w;. The large electric field under the STM
tip can significantly enhance w;. This shows that the tunneling
element is in general a matrix in spin space.

X

wo EaE x 0 -1, (A7)

APPENDIX B: KELDYSH FORMALISM

1. Green’s functions and current

Within the Keldysh formalism, instead of the usual time-
ordering operator used in equilibrium theory a contour-
ordering operator, which orders time labels according to their
order on the Keldysh contour, is introduced. For this problem,
the single-particle propagators read

iGoo(t,t) = (Teldy (1)d) (1)),
i Gopao(1,1") = (Teldy (t)cty o (1),

iGraoupo (t.) = (Telcrao (s o (1)]).

(B

The contour-ordered Green’s function contains four different
functions depending on where the times ¢ and ¢’ are over
the Keldysh contour. It is easy to see that they are not all
independent. We then consider the lesser, greater, and retarded
Green’s functions:

1G5y (1,8) = —(d} (1)do (1)),

iGZ,(1,1") = (dy (1)d] (1)), (B2)

iGR (1,1) = Ot — t')([dy (1),d], (")),

where [,]; denote the anticommutator of the fermionic oper-
ators and (- - - ) is the quantum statistical average. Analogous
definitions apply to the other two single-particle propagators
defined in (B1). These Green’s functions can be evaluated after
solving the Dyson equations.

In our model, the current operator in reservoir « (7 or §) at
time ¢ has two components fa(t) = JAMﬁa(t) + f&%a(t), being

Jua@® =i Y (w8, (Ddy (1) — Hee.),
ka,o,0’

o (B3)
Jooa®) =i W Y (&, , (0™ " g 4(t) — He),

ko, ka,o

with T=S and S =T and sy = —sg = 1. The first line
of (B3) corresponds to the current flowing through the
molecule while the second one corresponds to the direct
current between reservoirs.

075412-6



MODEL FOR ELECTRON SPIN RESONANCE IN STM NOISE

The ensuing connected contour-ordered propagator reads
in this case

iCop(t,t") = (Te[ () Jp()]) — (Ju(0)) (Jp()),  (B4)

while the lesser, greater, and retarded Green’s functions are

iCoy(t.") = (Jg(t) Ju (1)) = (Ja () (Jp(t"),
iCo(t.1) = (Ju(Tp(1)) — () (Jp(t"),  (BS)
iCH ) = O — ) {[Ju(t). Jp(t"]),

where [,]_ denote the commutator of the currents.

For the case of harmonic driving, it is convenient to use the
Floquet-Fourier representation of the Green’s functions [35]:

. [®dw
At —1) = Z/ 7€ A k), (B6)
k=—00 ¥ ™ 4

where A stands for single-particle (B1) or current-current (B4)
propagators.

2. Noise calculation

Although we are interested in the case of local current
correlations, let us start by considering the more general case
of correlation at different points. If we consider two reservoirs
(a and B) and two times (an absolute time ¢ and a relative time
7), we can define the nonsymmetrized correlation function of
currents as

Pus(t,t — 1) = (AT, (ATt — 1)), (B7)

J
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where Afu,(t) = fa(t) — (fu,(t)). This correlation function
may be decomposed as

Pptt—T)= > Ptr—1), (B8)
1(H)=M,a(B)
being
Pt — 1) = (Aina(OAT; gt = 7)), (BY)

with [(j) =M ,&(E). With the definition of the contour-
ordered current-current correlation function given in Eq. (B4),
the correlation function of currents given in Eq. (B9) can be
expressed as

Pyt —1)=iCyl7 (1.t — 1), (B10)

where i Ci‘j (t,t — 1) is defined as in (B4) but with the currents
Jiso(t) and Ji gt — ).

Since experimentally the noise spectrum is averaged over
the absolute time ¢, the relevant quantity here is

Syl(w) = 2/dz(P0{'f(t,t — 1)),

where (. ..); denotes the time average. From the definition of
the Floquet-Fourier components given in Eq. (B6), it is easy
to see that

(B11)

Sul(@) = iCLl~ (0,0). (B12)

Hence the only relevant Floquet-Fourier component is the
one with k = 0. For the stationary situation, there is no ¢
dependence and the result is just i Cié ().

Here, we present the final result for the different compo-
nents of the noise spectrum in terms of the Floquet-Fourier
representation of the Green’s functions (B6). The calculation
is similar to the one in Ref. [32]:

do' - - _—
SagM () = —Z/ %Tr[waG>’o’ﬂ(k,w’ + )G~ (—k,w)) — WG (k0 + )G P (—k,w})
k

+H>o<i0 o —o}l],

3 d ‘ o d 03 e
Sl OEESY / ﬁTr[waG>’o'ﬂ(k,w/ + WGP (—k,w}) — B, G (k.o + 0) WGP (—k.w))
k

+{>o<io o -],

(B13)

_ d - m = -~ . -~ o~ -~ 0=
SV () = — Z[ %Tr[WaG>’“’ﬂ(k,w’ + )i G0 (—k,w}) — WIGTP (k0 + 0)ibgG="%(—k,w})
k

+ro<so o —oll],

+{>o<i0 < -0},
where Tr[...] is taken over the spin degrees of freedom and

(wa )a,a’ = wgyo—f s

(Wa)a,o’ = sa,o’Weisa”d’l s

o do 7 > ’ T A<l / 5 A>T B / =t A<iBa /
Sl () = —Z/ETr[WO,G Ch (k' + )W G (k) — Wa G (k0 + 0) WGP (—k,w})
k

(Gk,))5.00 = Gy (k,w),
(B14)

(G** koot =) Gokao k@), (GPh,0)oor = Y Graoup.ok,w).

ko

ka.kB

The two components of the noise spectrum Sy and Sy in (11) correspond to 8%}1‘4 + SITV{’TS + S;’y and Si:; in (B13),

respectively.
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