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#### Abstract

The calculations carried out with the G-particle-hole hypervirial equation (GHV) method for a set of ground-states dominated by a single determinant of electronic systems have yielded highly-accurate results when compared to the equivalent full configuration interaction ( FCI ) quantities [ $26,28,30$ ]. However, the results obtained when calculating states dominated by several determinants were not satisfactory. This problem is common to other contracted equations methodologies. The reason for this apparent shortcoming is that in these cases the existing algorithms yield inaccurate approximations for the 3-body correlation matrices involved in the contracted equations. Here, we propose a new set of algorithms for constructing the 3 -order correlation matrix in terms of the 2 -order one when a singlet zero-order wavefunction is formed by a single configuration state function (CSF) composed of two equally weighed Slater determinants. This type of correlated states are of great general interest but in particular in spectroscopy and quantum information. The results obtained are very satisfactory.
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## 1. Introduction

The concept of $N$-representability is at the core of the reduced density matrix (RDM) theory. Coleman introduced this concept in 1963 in his famous paper [1], where he stated that a matrix represented in a reduced space of $1,2, \ldots$ electrons can only be considered to be a 1 -, 2-RDM, . . when there exists a $N$-electron wave-function from which it can be derived by integration of the corresponding $N$-density over the variables of $N-1, N-2, \ldots$ electrons. As a consequence of the need of this RDM property, when looking for a variational treatment for the $1-, 2-\mathrm{RDM}, \ldots$ one had to impose a set of N -representability constraints. This implies the search for the set of necessary and sufficient $N$-representability conditions for RDMs [2-8]. In the book by Coleman and Yukalov [9] a clear and detailed account of the necessary conditions for the ensemble $N$-representability condition of the 2 -RDM is given. The different $N$-representability conditions implicitly define a set of matrices closely related to the 2-RDM; in what follows we are particularly concerned with two families of these matrices which describe the fermion correlation effects: the correlation [10-14] and the G-particle-hole matrices [6,11-13,15].

As Löwdin mentions in his article on the $N$-representability problem published in the 1987 book in honor of A. John Coleman [3],

[^0]when a fundamental quantum mechanical equation expressed in terms of the $N$-electron density operator $\hat{\Gamma}$ is exactly solved no need for extra constraints exists; however when the solution is approximated the $N$-representability property of the matrices involved must be ascertained. This is the case of the two main methodologies which have been at the center of the work of our group: the solution of the contracted Schrödinger equation (CSE) [5,16-25] and the solution of the $G$-particle-hole hypervirial equation (GHV) [2632]. Thus, it must be ensured that the 2-RDM resulting from an approximated iterative solution of these equations satisfies the main necessary $N$-representability conditions with sufficient accuracy. In the CSE case, a purification procedure is applied to the resulting 2-RDM after iteration [13,14]. This purification procedure is partially based on Coleman's unitarily invariant decomposition of a 2-RDM [33]. In the GHV case, the solving procedure used preserves to a great extent the $N$ - and Spin-representability [34] of the initial trial matrix, which is one of the advantages of this approach.

All contracted equations are hierarchy equations. Thus, the analytical form of the CSE, whose solution is the 2-RDM corresponding to a given eigenstate, depends also on the 3 - and 4 -RDM; its antihermitian part, the antihermitian contracted Schrödinger equation (ACSE) [35], and the GHV equation depend respectively not only on the 2 -RDM and the $G$-particle-hole matrix but also on the corresponding 3 -order density and correlation matrices. This hierarchy character renders operationally indeterminate the contracted
equations. A way out of this difficulty was proposed by Colmenero et al. in 1993 by approximating the 3- and 4-RDM in terms of the 1 - and 2-RDM [36]. The algorithm used was an extension of Valdemoro's proposal for approximating the 2-RDM in terms of the 1-RDM [37]. In 1996 Nakatsuji and Yasuda, by analogy with the many-body perturbation series, proposed a way to approximate the 3- and 4body correlation terms [20] and 2 years later Mazziotti [22] identified these approximating algorithms with the statistical expression of the moment expansion of the 2-RDM. This author also proposed another procedure for approximating the 3 - and 4 -order cumulants, or equivalently, the 3 - and 4-body correlation terms [38]. These, and other posterior related proposals $[28,39]$ can be considered to give an answer to this question when the zeroth-order wave-function is a single determinant. However, when this is not the case, neither of these algorithms for approximating the 3- and 4-body correlation effects gives acceptable results [29]. As a preliminary step in the study of this open question we present here a set of algorithms for approximating the 3-body correlation matrix elements for the particular case in which the zeroth-order wave-function is formed by a single configuration state function (CSF) composed of two equally weighed Slater determinants in order to describe a singlet state. These 3-order matrices are of paramount importance in the GHV equation which is at the center of our present work.

The GHV equation is the most recent member of the family of 2-order contracted equations. When solving this equation one does not look for an $N$-electron function but for a 2 -order matrix which is a 2-electron quantum average of the electronic correlation of the N electron state considered which suffices to determine the energy of the corresponding state. The calculations carried out with the GHV method on the singlet, doublet and triplet ground states of a set of atoms and molecules have yielded results that are similar in accuracy to those obtained with a coupled cluster with single, double, and triple $(\operatorname{CCSD}(T))$ treatment $[26,28,30,32]$. The common feature to all those ground states is that a single Slater determinant constitutes a reasonable zeroth-order trial function to start the iterative procedure leading to the approximate solution of the GHV equation. On the other hand, the multi-determinantal states which are highly correlated are still an open question [29]. The main cause of this problem is that the existing approximating algorithms for the 3body correlation matrices involved in the GHV equation are not adequate when the occupation numbers of the natural spin-orbitals are significantly different from 1 or 0 . As mentioned above, the aim of this work is to propose a new set of approximating algorithms for constructing the 3-order correlation matrix in terms of the lower-order matrices when the zero-order wave-function is formed by two equally weighed Slater determinants in order to describe a singlet state. This type of correlated states are of great general interest but in particular in spectroscopy and quantum information as well as in a more general context [40,41].

This paper is organized as follows. The basic definitions, an overview of the contracted equations properties, and a general theoretical background are given in the following section. In Section 3, it is shown how the number of apparent unknowns to be approximated can be reduced when dealing with singlet states. In Section 4 we propose a new set of approximating algorithms for the 3-body correlation matrices of this type of excited states. In Section 5 we report the results obtained when using these algorithms and give some final comments.

## 2. Basic definitions and relations

The Hamiltonian operator of a pairwise interacting $N$-electron system may be written in the occupation number representation within the second quantization formalism as:
$\widehat{H}=\frac{1}{2} \sum_{i, j, l, m}{ }^{0} \mathrm{H}_{i j ; m l} a_{i}^{\dagger} a_{j}^{\dagger} a_{l} a_{m}$
where
${ }^{0} \mathrm{H}_{i j ; m l}=\frac{\left(\epsilon_{i ; m} \delta_{j, l}+\epsilon_{j ; l} \delta_{i, m}\right)}{(N-1)}+V_{i j ; m l}$
and the matrix $\epsilon$ groups the one-electron integrals and $V$ the 2-electron integrals. In (1) the fermion operators subscripts are the labels of the spin-orbitals. In what follows the orthonormal basis set considered is formed by $2 K$ spin-orbitals.

The state under study is denoted by $\Psi$. This wave-function allows to define the two following projector operators:
$\widehat{Q}^{\Psi}=\sum_{\Psi^{\prime} \neq \Psi}\left|\Psi^{\prime}\right\rangle\left\langle\Psi^{\prime}\right| \quad \widehat{P}=|\Psi\rangle\langle\Psi|$
as well as the set of relevant RDMs and related matrices.

### 2.1. Matrix definitions and their inter-relations

The RDMs and the correlation matrices are the matrices at the center of this work. Their respective structures are defined, in the occupation number representation of second quantization, as:

- The $1-\mathrm{RDM}$ elements.

$$
\begin{equation*}
{ }^{1} \mathrm{D}_{p ; r}=\langle\Psi| a_{p}^{\dagger} a_{r}|\Psi\rangle \tag{3}
\end{equation*}
$$

- The hole 1-RDM (1-HRDM) elements.

$$
\begin{equation*}
{ }^{1} \overline{\mathrm{D}}_{p ; r}=\langle\Psi| a_{r} a_{p}^{\dagger}|\Psi\rangle \tag{4}
\end{equation*}
$$

- The 2-RDM elements.

$$
\begin{equation*}
2!^{2} \mathrm{D}_{p q ; r s}=\langle\Psi| a_{p}^{\dagger} a_{q}^{\dagger} a_{s} a_{r}|\Psi\rangle \tag{5}
\end{equation*}
$$

- The 2-order correlation and the $G$-particle-hole matrix elements.

$$
\begin{equation*}
C_{p q ; r s}=\langle\Psi| a_{p}^{\dagger} a_{r} \widehat{Q} a_{q}^{\dagger} a_{s}|\Psi\rangle \equiv G_{p r ; s q} \tag{6}
\end{equation*}
$$

Using the fermion relations, it can be shown that:

$$
\begin{equation*}
2!^{2} \mathrm{D}_{p q ; r s}={ }^{1} \mathrm{D}_{p ; r}{ }^{1} \mathrm{D}_{q ; s}-{ }^{1} \mathrm{D}_{q: r} \mathrm{D}_{p ; s}-{ }^{1} \overline{\mathrm{D}}_{q ; r}{ }^{1} \mathrm{D}_{p ; s}+C_{p q ; r s} \tag{7}
\end{equation*}
$$

- The form of the 3-order correlation matrices used here are:

$$
\begin{align*}
& { }^{(3 ; 2,1)} C_{i p r: j q s}=\langle\Psi| a_{i}^{\dagger} a_{p}^{\dagger} a_{q} a_{j} \widehat{Q} a_{r}^{\dagger} a_{s}|\Psi\rangle  \tag{8}\\
& { }^{(3 ; 1,1,1)} C_{i p r: j s}=\langle\Psi| a_{i}^{\dagger} a_{j} \widehat{Q} a_{p}^{\dagger} a_{q} \widehat{Q} a_{r}^{\dagger} a_{s}|\Psi\rangle
\end{align*}
$$

and the relation linking these two matrices is:

$$
\begin{equation*}
{ }^{(3 ; 2,1)} C_{i p r ; j q s}=-\delta_{p . j} C_{i r ; q s}+{ }^{1} \mathrm{D}_{i: j} C_{p r ; q s}+{ }^{(3 ; 1,1,1)} C_{i p r ; j q s} \tag{10}
\end{equation*}
$$

### 2.2. Brief overview on the contracted equations

The different 2-order contracted equations result from the integration over the variables of $N-2$ electrons of the Schrödinger [ 16,17 ] and the Liouville equations, or equivalently from the application of a matrix contracting mapping to their matrix representations [18]. For the sake of brevity only a brief account of the main features of the different contracted equations will be given in the synopsis (Appendix A), where the information for each one of the contracted equations is collected in the following form:
Acronym $\left\{\begin{array}{l}\text { Name } \\ \text { Compact form of the equation } \\ \text { Matrices involved } \\ \text { Conditions implied by the equation } \\ \text { Solution and computational scaling }\end{array}\right.$

It is important to recall that there is a one-to-one correspondence between the solution of the Schrödinger equation and that of the CSE [16], of the correlation CSE (CCSE) [42], and of the 3-order

GHV equation [27], which depends also on the 4-order correlation matrix. While no proof of the sufficiency of the GHV equation has been found, no counter-example has been found either [29]. On the other hand, a counter-example has been reported for the ACSE [26,29]. It has also been proven that while the GHV solution implies the ACSE's one, the opposite is not true [26]. That is, the GHV implies a stronger condition than the ACSE. This is the reason why the former equation is at the center of our work. Let us also mention that, in a similar way to other 2 -order contracted equations methods [5], evaluations in the GHV equation case have been also implemented using sum factorization and multiple-matrix-multiplication in order to reduce the computational costs to be proportional to $K^{6}$ in floating-point operations and $K^{4}$ in memory storage [27,32]. For the sake of comparison, MP2, CCSD, and CCSD $(T)$ methods scale in floating point operations as $K^{5}, K^{6}$, and $K^{7}$, respectively. It is difficult to ascertain if the GHV method is faster or not than CCSD since present programs for the latter have been in use for a long time and are fully optimized.

### 2.3. The singlet states: particular properties

In singlet states the $G_{\alpha \beta ; \alpha \beta}$ spin-block determines all the other spin-blocks of the $G$-particle-hole matrix [13]. As a consequence, it can be shown that [43]
$E=\operatorname{Tr}\left(h^{1} \mathrm{D}_{\alpha ; \alpha}\right)-\operatorname{Tr}\left(\mathcal{H} G_{\alpha \beta ; \alpha \beta}\right)$
where
$\mathcal{H}_{i m ; l j}=\left(2^{0} \mathrm{H}_{i j ; m l}-{ }^{0} \mathrm{H}_{i j ; l m}\right)$
and
$h_{i ; m}=\sum_{l} \mathcal{H}_{i l ; m l}$
Note that the term involving explicitly the $1-\mathrm{RDM}$ in (11) is linear, while the well known expression of the energy involving the $2-$ RDM is quadratic in the $1-$ RDM elements (see Eq. (7)).

### 2.3.1. Symmetry properties of the $G_{\alpha \beta ; \alpha \beta}$ spin-block

It can be established that for this spin-block
$G_{s s ; s s}, \quad G_{s s^{\prime} ; s s^{\prime}}, \quad G_{s^{\prime} ; ; s s^{\prime}}, \quad G_{s^{\prime} s^{\prime} ; s s}$
are the only non-vanishing symmetry species, where $s$ generically denotes the orbital symmetry of the point group of the studied molecular system.

It can also be shown that, for singlet states, in the natural spinorbital basis set, the off-diagonal elements satisfy the following symmetry relations:
$G_{p \bar{p} ; \bar{q} \bar{q}}=G_{q \bar{q} ; r \bar{p}}=G_{r \bar{p} ; q \bar{s}}=G_{s \bar{q} ; p \bar{r}}$
where the bar over an index denotes that the spin-orbital has a $\beta$ spin. In practice, and in this representation, there are many elements which have a negligible value. Globally speaking, the $G_{\alpha \beta ; \alpha \beta}$ matrix can be considered to be sparse which indicates the convenience, in large calculations, to carry out a preliminary selection of the elements to be evaluated.

## 3. The GHV equation for singlet states

In this section we report an optimized form of the GHV equation for singlet states. We start by considering the compact form of the matrix-equation to be solved:

$$
\begin{equation*}
\left\langle\Psi \mid\left[\widehat{H}, \widehat{G}_{q \bar{p} ; m \bar{l}]}\right] \Psi\right\rangle=0 \tag{16}
\end{equation*}
$$

When developing this equation the resulting expression is a functional of the ${ }^{(3 ; 2,1)} C_{\sigma \sigma \bar{\sigma} ; \sigma \bar{\sigma} \sigma}$ and ${ }^{(3 ; 2,1)} C_{\sigma \bar{\sigma} \sigma ; \sigma \sigma \bar{\sigma}}$ types of elements, where $\sigma$ denotes any of the two spin-functions $\alpha$ or $\beta$. In order to
reduce to the outmost the number of correlation matrix elements to be evaluated, we first convert all the ${ }^{(3 ; 2,1)} \mathrm{C}$ types appearing in the GHV equation to the form ${ }^{(3 ; 2,1)} C_{\alpha \alpha \beta ; \alpha \alpha \beta}$. The first consideration is to recall that for singlet states one may interchange the roles played by the two spin-functions $\alpha$ and $\beta$. Hence, one may just consider that the spin function $\sigma$ is $\alpha$. Moreover, it can be shown that:
${ }^{(3 ; 2,1)} C_{i p \bar{r}: j \bar{q} s}=2^{2} D_{i p ; j s}{ }^{1} \overline{\mathrm{D}}_{\bar{r} ; \bar{q}}-{ }^{(3 ; 2,1)} C_{i p \bar{r} ; j s \bar{q}}$
${ }^{(3 ; 2,1)} C_{i \overline{i p} r: q q \bar{s}}=-2^{2} \mathrm{D}_{i \bar{p} ; q \bar{s}} \delta_{r, j}+2^{2} \mathrm{D}_{i \bar{p} \cdot \mathrm{j} \bar{s}} \delta_{r, q}-2^{2} \mathrm{D}_{i r \cdot j q} \delta_{\bar{p}, \bar{s}}={ }^{(3 ; 2,1)} C_{i r \overline{\mathrm{p}} \cdot \mathrm{jq} \bar{s}}$
These two relations allow to express all the ${ }^{(3 ; 2,1)} C$-matrix elements appearing in the GHV equation in a unique form, which implies that for singlet states one has:
$\langle\Psi|\left[\widehat{H}, \widehat{G}_{q \bar{p} ; m \bar{l}}\right]|\Psi\rangle=f\left({ }^{0} H,{ }^{(3 ; 2,1)} C_{\alpha \alpha \beta ; \alpha \alpha \beta}\right)$
In our study of the weakly correlated ground-states Ref. [27], a set of approximating algorithms for the ${ }^{(3 ; 1,1,1)} \mathrm{C}$ were reported. Therefore, in order to look for adequate algorithms to approximate the 3-order correlation matrix elements when the state is highly correlated we wish to take advantage of the experience gained in our previous study of weakly correlated states and look for ${ }^{(3 ; 1,1,1)} C_{\alpha \alpha \beta ; \alpha \alpha \beta}$ instead of ${ }^{(3 ; 2,1)} C_{\alpha \alpha \beta ; \alpha \alpha \beta}$ by using relation (10).

## 4. The approximating algorithms

As mentioned in Section 1, the so far proposed algorithms for the calculation of higher order correlation matrices in terms of the lower order ones, provide excellent results for singlet states dominated by a single Slater determinant, i.e. for states whose natural orbital occupation numbers are either close to 1 or to 0 , close to fully occupied or empty. Those states can be considered as slightly correlated.

This paper is mainly devoted to the design of new approximating algorithms for states with stronger correlation effects. To solve this open question is not an easy task, since it implies to approximate the 3-body correlation matrix for those states where the perturbation theory does not give a sufficiently accurate answer. Our approach to this problem has been inductive. Thus, we have analyzed the numerical values of the correlation matrices obtained with the FCI method for a series of states, and in particular for the two states considered here. Our test system has been the $\mathrm{BeH}_{2}$ in its linear symmetry, $D_{\infty h}$, which is the most stable conformation for the electronic ground state of this molecule. This system has repeatedly been our test molecule in the past because its structure - when calculated in a minimal basis set representation - is not trivial and yet, due to its high symmetry properties, the number of non-vanishing elements of its third order matrices is small, which significantly facilitates the analysis of the results. The two excited states selected for our study are: a member of the degenerate ${ }^{1} \Pi_{g}$ level, and a ${ }^{1} \Sigma_{u}^{-}$. These two states will be labelled in this paper as State $A$ and State B. Both are dominated by a single CSF composed of two equally weighed Slater determinants to form a singlet state. As mentioned previously, these type of states are highly correlated and of great interest both in spectroscopic studies and in quantum information. Their natural orbital occupation numbers are, hence, close to fully occupied, close to half-occupied or empty. The active role played by the frontier orbitals in determining the values of the ground state cumulants, or equivalently, the correlation terms, has been already signaled [39]. Here the idea of frontier orbitals has been extended to those orbitals with intermediate occupancies, according to whether their
occupation numbers are above or below 0.5 . The difference between the diagonal element in 1-RDM and in 1-HRDM classifies an orbital as occupied or empty.
$T(i)={ }^{1} \mathrm{D}_{i, i}-{ }^{1} \overline{\mathrm{D}}_{i, i}>0 \quad i$ is occupied
$T(i)={ }^{1} \mathrm{D}_{i, i}-{ }^{1} \overline{\mathrm{D}}_{i, i}<0 \quad i$ is empty
In addition to the orbital classification by its occupation number, in what follows use is made of their spatial symmetry properties, the irreducible representation to whom they belong.

When considering their contribution to correlation effects, not all the orbitals are similarly active. In fact, they can be classified as follows.

- The active occupied orbitals (o), which are the orbitals with occupation number larger than 0.5 .
- The frontier occupied orbital $\left(o_{f}\right)$, which is the $o$ with the closest to 0.5 occupation number. This is given as input datum in the calculation.
- The active empty orbitals (e), which are the orbitals with occupation number lower than 0.5 .
- The frontier empty orbital ( $e_{f}$ ), which is the $e$ with the closest to 0.5 occupation number. This is given as input datum in the calculation.
- The independent occupied orbitals (io), which do not contribute actively to correlation and which have an occupation number close to 1 . These orbitals satisfy $1-{ }^{1} \mathrm{D}_{i ; i}<\epsilon_{o}$ where $\epsilon_{o}$ is an input datum in the code.
- The independent empty orbitals (ie), which do not contribute actively to correlation and which have an occupation number close to 0 . These orbitals satisfy ${ }^{1} \mathrm{D}_{i ; i}<\epsilon_{e}$ where $\epsilon_{e}$ is an input datum in the code.

The relative positions of the orbital labels in a given matrix element, the kind of orbitals involved, and whether one or various orbitals are repeated determine the element type. Our first working hypothesis is that its type determines the value of the correlation matrix element considered. In principle, the whole set of types of elements in the correlation matrix may be rather large but those types leading to non-negligible element values form, in practice, a small subset of them, the active types. This is an ideal situation since, in that case, only a small set of matrix elements need to be approximated.

In addition, subsets of active types for different stationary states of the molecule may have common elements. Our working hypothesis is, hence, that states with analogous zero-order wave-functions share many common active types of significant elements in their correlation matrices.

The results obtained when calculating the 3-body correlation matrix of the two singlet states $A$ and $B$ of the linear $\mathrm{BeH}_{2}$ molecule with the FCI method and with other approximate methods have been carried out. In all these calculations a minimal basis set in the natural spin-orbital representation was used. The FCI values of the 1-RDM diagonal elements of these states in this representation are:

State A 0.999980 .955450 .040030 .500370 .002100 .500000 .00207
State B 0.999980 .979490 .490120 .501680 .007790 .010470 .01047
which implies that the orbitals in each of the two states considered can be classified as:

| State | Orbital |  |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  | 1 | 2 | 3 | 4 | 5 | 6 | 7 |
| $A$ | $i o$ | $o$ | $e$ | $o_{f}$ | $e$ | $e_{f}$ | $e$ |
| $B$ | $i o$ | $o$ | $e_{f}$ | $o_{f}$ | $e$ | $e$ | $e$ |

This classification of the orbitals jointly with the exact value of the ${ }^{(3 ; 1,1,1)} C_{\alpha \alpha \beta ; \alpha \alpha \beta}$, in each of the states, allows to establish which are the active types in these two excited singlet states. As expected, most of the active types were common to both states.

Once this task was completed we based our research in our second and main working hypothesis: the value of any given ${ }^{(3 ; 1,1,1)} C_{\alpha \alpha \beta ; \alpha \alpha \beta}$ element is a functional of the $C_{\alpha \beta ; \alpha \beta}$.

Having in mind all these considerations we have constructed a set of algorithms which have been subsequently codified in the computational program used in the calculation of the 3 -order correlation matrices of the two states under study in order to compare the results with the corresponding FCI ones.

### 4.1. The algorithms for the diagonal elements

The different active types for the generic diagonal element ${ }^{(3 ; 1,1,1)} C_{i j i: j i j}$ and their approximating algorithms are reported in Table 1. In this table the generic $i, j, l$ subscripts are replaced when necessary by the symbols indicating the possible $o, e, o_{f}, e_{f}$ character of the orbitals involved (the io and ie orbitals are not generally involved in the active types).

### 4.2. The algorithms for the off-diagonal elements

In Table 2 we report the approximating algorithms for the offdiagonal elements whose generic element is ${ }^{(3 ; 1,1,1)} C_{i j i j p q}$.

Table 1
Main contributions to the third-order correlation matrix: diagonal elements.

| ${ }^{(3 ; 1,1,1)}$ C type | Algorithm |
| :---: | :---: |
| ${ }^{(3 ; 1,1,1)} C_{o_{f} e_{f} e_{f} ; 0_{f} e_{f} e_{f}}$ | $C_{o_{f} e_{f} ; 0_{f} e_{f}} \cdot{ }^{1} \overline{\mathrm{D}}_{e_{f}, e_{f}}$ |
| ${ }^{(3 ; 1,1,1)} C_{0_{f} e_{f} \bar{o}_{f} ; o_{f} e_{f} \bar{o}_{f}}$ | $C_{o_{f} \bar{o}_{f} ; o_{f} \bar{o}_{f}} \cdot{ }^{1} \overline{\mathrm{D}}_{e_{f}, e_{f}}$ |
| ${ }^{(3 ; 1,1,1)} C_{e_{f} O_{f} e_{f} ; e_{f} O_{f} \bar{e}_{f}}$ | $C_{e_{f} \bar{e}_{f} ; e_{f} \bar{e}_{f}} \cdot{ }^{1} \overline{\mathrm{D}}_{o_{f}, o_{f}}$ |
| ${ }^{(3 ; 1,1,1)} C_{e_{f} o_{f} \bar{o}_{f} ; e_{f} o_{f} \bar{o}_{f}}$ | $C_{e_{f} \bar{o}_{f}: e_{f} \bar{o}_{f}} \cdot{ }^{1} \mathrm{D}_{o_{f} ; o_{f}}$ |
| ${ }^{(3 ; 1,1,1)} C_{e_{f} o_{f} \bar{o} ; e_{f} o_{f} \bar{o}}$ | $C_{o_{f} \overline{\bar{o}} ; 0_{f} \bar{o}}$ |
| ${ }^{(3 ; 1,1,1)} C_{o e_{f} e_{f} ; 0 e_{f} e_{f}}$ | $C_{o \bar{e}_{f} ; 0 \bar{e}_{f}} \cdot{ }^{1} \overline{\mathrm{D}}_{e_{f}, e_{f}}$ |
| $(s(0) \neq s(e))$ |  |
| ${ }^{(3 ; 1,1,1)} C_{o e_{f} \bar{e}_{f} ; 0 e_{f} \bar{e}_{f}}$ | $-C_{o \bar{e}_{f} ; \bar{e}_{f}}{ }^{1} \overline{\mathrm{D}}_{e_{f}, e_{f}}$ |
| $(s(0)=s(e))$ |  |
| ${ }^{(3 ; 1,1,1)} C^{i e_{f} \bar{e}_{f} ; i_{f} \bar{e}_{f}}$ | $C_{i \bar{e}_{f} ; \bar{i}_{f}}{ }^{1} \overline{\mathrm{D}}_{e_{f}, e_{f}}$ |
| ${ }^{(3 ; 1,1,1)} C^{1 o_{f} \bar{o}_{f} ; i_{o} \bar{o}_{f}}$ | $C^{i \bar{o}_{f} ; i \overline{0}_{f}}{ }^{1} \cdot{ }^{1} \mathrm{D}_{o_{f} ; 0_{f}}$ |
| ${ }^{(3 ; 1,1,1)} C_{i o_{f} \bar{e}_{f} ; i_{f} \bar{e}_{f}}$ | $C_{i \bar{e}_{f} ; \bar{i}_{f}}$ |
| ${ }^{(3 ; 1,1,1)} C_{e o_{f} \bar{e}_{f} ; e_{f} \bar{e}_{f}}$ | $-C_{e e_{f} ;} ; e_{f} \cdot{ }^{1} \mathrm{D}_{o_{f} ; o_{f}}$ |
| ${ }^{(3 ; 1,1,1)} C_{o_{f} e_{f} \bar{l} \backslash 0_{f} e_{f} \bar{l}}$ | $-C_{o_{f} \bar{l} ; o_{f} \bar{l}} \cdot{ }^{1} \overline{\mathrm{D}}_{e_{f}, e_{f}}$ |
| ${ }^{(3 ; 1,1,1)} C^{\text {eef }}{\bar{l} \backslash e e_{f} \bar{l}}$ | $C_{e l i \overline{e l}}$ |
| ${ }^{(3 ; 1,1,1)} C^{\text {oe }} f \bar{o}_{f} ; 0 e_{f} \bar{o}_{f}$ | $C_{o \overline{o 匕}_{f} ; 0 \bar{o}_{f}}$ |
| ${ }^{(3 ; 1,1,1)} C^{\text {e }}{ }_{f} \bar{o}_{f} ; e_{f} \bar{o}_{f}$ | $-C_{e \bar{o}_{f} ; \bar{e}_{f}} \cdot{ }^{1} \overline{\mathrm{D}}_{e_{f} ; e_{f}}$ |
| ${ }^{(3 ; 1,1,1)} C_{e_{f} e e_{f} ; e_{f} e e_{f}}$ | $-C_{e_{f} \bar{e}_{f} ; e_{f} \bar{e}_{f} \cdot}{ }^{1} \overline{\mathrm{D}}_{e ; e}$ |
| ${ }^{(3 ; 1,1,1)} C_{o_{f} e \bar{o}_{f} ; 0_{f} e \bar{o}_{f}}$ | $\mathrm{C}_{o_{f} \bar{o}_{f} ; o_{f} \bar{o}_{f}} \cdot{ }^{1} \mathrm{D}_{e ; e}$ |
| ${ }^{(3 ; 1,1,1)} C_{l l_{f} \bar{l} l l_{f} \bar{l}}$ | $C_{\overline{l i}] \bar{l}} \cdot{ }^{1} \overline{\mathrm{D}}_{e_{f}, e_{f}}$ |
| ${ }^{(3 ; 1,1,1)} C_{l o_{f} \bar{l} l \mid l o f} \bar{l}$ | $C_{\overline{l i} ; \bar{l}]} \cdot{ }^{1} \mathrm{D}_{o_{f}, o_{f}}$ |
| ${ }^{(3 ; 1,1,1)} C_{e_{f} e_{f} \bar{e}_{f} ; e_{f} e_{f} \bar{e}_{f}}$ | $C_{e_{f} \bar{e}_{f}: e_{f} \bar{e}_{f}} \cdot{ }^{1} \overline{\mathrm{D}}_{e_{f}, e_{f}}$ |
| ${ }^{(3 ; 1,1,1)} C^{0 o_{f} \bar{l} ; o_{f} \bar{l}}$ | $\mathrm{C}_{\text {oi } ; \text { ol }}$ |
| ${ }^{(3 ; 1,1,1)} C^{o e_{f} \bar{j} ; 0 e_{f} \bar{l}}$ | $\mathrm{C}_{\text {oijol }}$ |
| ${ }^{(3 ; 1,1,1)} C_{e_{f} e \bar{e} ; e_{f} e \text { ee }}$ | $C_{e_{f} \bar{e} ;_{f} e}$ |
| ${ }^{(3 ; 1,1,1)} C_{e o_{f} \overline{0} ; e_{f} \bar{o}}$ | $-C_{0_{f} \overline{\bar{O}} ; 0_{f} \overline{\bar{o}}} \cdot{ }^{1} \overline{\mathrm{D}}_{e ; e}$ |
| ${ }^{(3 ; 1,1,1)} C^{\text {ee }}{ }^{\bar{l} \backslash e e_{f} \bar{l}}$ | $-C_{e i \bar{i} ; e \bar{l}}{ }^{1} \overline{\mathrm{D}}_{e_{f} ; e_{f}}$ |
| ${ }^{(3 ; 1,1,1)} C_{\text {iee: } \text { ieee }}$ | $-C_{e e ̀ ; e e ̀ ~}^{\text {en }}$ |
| $(s(i)=s(e))$ |  |
| ${ }^{(3 ; 1,1,1)} C_{i e e}$;ieè | $C_{i e}{ }_{\text {eie }}$ |
| $(s(i) \neq s(e))$ |  |
| ${ }^{(3 ; 1,1,1)} C_{i e \bar{e} ; i e \bar{e}}$ | $-C_{e i j e \bar{i}}$ |
| $(s(i) \neq s(e))$ |  |
| ${ }^{(3 ; 1,1,1)} C_{i e i e i ; e \bar{i}}$ | $C_{i \overline{i j} ; \bar{i}}$ |
| $(s(i)=s(e))$ |  |

The numerous types which determine elements with non-negligible value can be classified according to one characteristic. Thus, the elements can be classified according to the following conditions:

> - $j=p \in e$
> - $j=p \in o$
> - $j=q \in e$
> - $j=q \in o$
> - $j=r \in e$
> - $j=r \in o$

Besides these main conditions, other inter-relations have, in some cases, to be taken into account. As was the case for the diagonal elements we will mark in the ${ }^{(3 ; 1,1,1)} C$ the general subscripts by using the symbols $o, o_{f}, e$ and $e_{f}$.

As was also the case in the diagonal elements, most of the offdiagonal algorithms are rather simple. There are, however, some special off-diagonal types whose approximation requires more complex algorithms; these special cases are collected in Table 3.

## 5. Results

In this section we report the results obtained with the algorithms previously reported for those elements of the ${ }^{(3 ; 1,1,1)} C_{\alpha \alpha \beta, \alpha \alpha \beta}$ corresponding to the two singlet states denoted state $A$ and state $B$ above described. In Tables 4-7 (provided as electronic Supplementary material, Appendix B) our results are compared with the exact FCI values thus showing the quality of the presently proposed approximations. In order to show the improvement in accuracy achieved when compared with previous approximations we also report the value obtained when using the modified Nakatsuji-Yasuda ( $\mathrm{m}-\mathrm{NY}$ ) algorithm $[28,30]$ which was used in the successful calculations of the ground states of a series of compounds with the GHV [28,30-32] mentioned above.

### 5.1. Diagonal elements of state $A$

The values of the diagonal elements having an absolute value larger than 0.002 are shown in Table 4 . Only in seven cases the $\mathrm{m}-\mathrm{NY}$ algorithm yields a slightly better approximation to the correct value of the element considered; in all the remaining cases the algorithm proposed here shows an unquestionable improvement. The good performance of our algorithm is particularly striking when evaluating the two elements with larger absolute value ${ }^{(3 ; 1,1,1)} C_{46 \overline{4} ; 46 \overline{4}}$ and ${ }^{(3 ; 1,1,1)} C_{46 \overline{6} ; 46 \overline{6}}$ which are both approximated with a high accuracy. These elements are respectively of the following types: ${ }^{(3 ; 1,1,1)} C_{o_{f} e_{f} \bar{o}_{f} ; \sigma_{f} e_{f} \bar{o}_{f}}$ and ${ }^{(3 ; 1,1,1)} C_{o_{f} e_{f} \bar{e}_{f} ; \sigma_{\delta} \sigma_{f} \bar{o}_{f}}$. This shows that all the orbitals involved in the type of the higher valued ${ }^{(3 ; 1,1,1)} C_{\alpha \alpha \beta, \alpha \alpha \beta}$ elements of this state are frontier orbitals. The remaining elements with a significant value involve one or two frontier orbitals.

### 5.2. Off-diagonal elements of state $A$

The values of the off-diagonal elements having an absolute value larger than 0.008 are shown in Table 5.

The values of the off-diagonal elements are significantly larger than those of the diagonal ones. Thus, the largest element, which is well approximated, is ${ }^{(3 ; 1,1,1)} C_{45 \overline{6} ; 56 \overline{4}}$ whose value is 0.45863 . As was the case in the diagonal elements all the orbitals involved in this element are frontier ones. In fact, the trends shown by the diagonal elements (Table 4) are enhanced here, thus the larger values correspond to the elements involving more frontier orbitals.

The performance of the new algorithms is excellent and strikingly better than the m-NY algorithm.

Table 2
Main contributions to the third-order correlation matrix: off-diagonal elements.

| ${ }^{(3 ; 1,1,1)}$ C type | Algorithm |
| :---: | :---: |
| ${ }^{(3 ; 1,1,1)} C_{i e_{f} \bar{i}, e_{f} q \bar{q}}$ | $C_{i \bar{i} q q \bar{q}} \cdot{ }^{1} \overline{\mathrm{D}}_{e_{f}, e_{f}}$ |
| ${ }^{(3 ; 1,1,1)} C_{i e_{f} \bar{o}_{f} ; e_{f} o_{f} \bar{i}}$ | $C^{i \bar{o}_{f} ; O_{f} \bar{i}}$ |
| ${ }^{(3 ; 1,1,1)} C^{\text {iee }} \bar{e}_{f} ; e_{f} \bar{i}$ | $C_{i \bar{e}_{f} ; e_{f} \bar{i}} \cdot{ }^{1} \overline{\mathrm{D}}_{e, e}$ |
| $(\|T(e)\|<\epsilon) \quad$ ( |  |
| ${ }^{(3 ; 1,1,1)} C_{i e \bar{l} ; e q \bar{r}}$ | $C_{i i l}^{\text {i }}$ q $\bar{r}$ |
| ${ }^{(3 ; 1,1,1)} C_{i o_{f} \bar{i}, o_{f} q \bar{r}}$ | $C_{i \bar{i} ; q \bar{r}} \cdot{ }^{1} \overline{\mathrm{D}}_{o_{f}, o_{f}}$ |
| ${ }^{(3 ; 1,1,1)} C^{i i_{f} \bar{o}_{f} ; 0_{f} q \bar{r}}$ | $C_{i \overline{0}_{f} ; q \bar{r}}$ |
| ${ }^{(3 ; 1,1,1)} C_{i j \bar{e}_{f} ; j e_{f} \bar{i}}$ | $C_{i \bar{e}_{f} ; e_{f} \bar{i}} \cdot{ }^{1} \overline{\mathrm{D}}_{e ; e}$ |
| ${ }^{(3 ; 1,1,1)} C_{i j \bar{o}_{f} ; j o_{f} \bar{i}}$ | $C_{i \bar{o}_{f} ; o_{f} \bar{i}}{ }^{1} \overline{\mathrm{D}}_{o_{f} ; o_{f}}$ |
| $(\|T(j)\|<\epsilon)$ |  |
| ${ }^{(3 ; 1,1,1)} C^{i o_{f} \bar{l} ; p o_{f} \bar{r}}{ }$ | $C_{i l i p r} \cdot{ }^{1} \mathrm{D}_{o_{f}, o_{f}}$ |
| ${ }^{(3 ; 1,1,1)} C_{i o \bar{l} ; \text { poor }}$ | $C_{i \overline{i l} p \bar{r}}$ |
| ${ }^{(3 ; 1,1,1)} C_{i e_{f} \bar{i} ; p e_{f} \bar{p}}$ | $C_{i \bar{i} \cdot p \bar{p}} \cdot{ }^{1} \overline{\mathrm{D}}_{e_{f} ; e_{f}}$ |
| ${ }^{(3 ; 1,1,1)} C_{i e_{f} \bar{o}_{f} ; p e_{f} \bar{o}_{f}}$ | $C_{i \bar{o}_{f} ; p \bar{o}_{f}} \cdot{ }^{1} \overline{\mathrm{D}}_{e_{f} ; e_{f}}$ |
| ${ }^{(3 ; 1,1,1)} C_{i e_{f} \bar{e}_{f} ; p e_{f} \bar{e}_{f}}$ | $C_{i \bar{e}_{f} ; \bar{p}_{f}} \cdot{ }^{1} \overline{\mathrm{D}}_{e_{f} ; e_{f}}$ |
| ${ }^{(3 ; 1,1,1)} C_{i e_{f} \bar{l} ; \mid e_{f} \bar{i}}$ | $C_{i l i l \bar{i}} \cdot{ }^{1} \overline{\mathrm{D}}_{e_{f} ; e_{f}}$ |
| ${ }^{(3 ; 1,1,1)} C_{o_{f} e_{f} \bar{l} ; o_{f} e_{f} \bar{r}}$ | $C_{o_{f} \bar{l} ; o_{f} \bar{r}} \cdot{ }^{1} \overline{\mathrm{D}}_{e_{f} ; e_{f}}$ |
| ${ }^{(3 ; 1,1,1)} C_{i e_{f} \tilde{0}_{f} ; o_{f} e_{f} \bar{i}}$ | $C_{i \bar{o}_{f} ; O_{f} \bar{i}} \cdot{ }^{1} \overline{\mathrm{D}}_{e_{f} ; e_{f}}$ |
| ${ }^{(3 ; 1,1,1)} C_{i e i e l ; p e \bar{r}}$ | $C_{\text {ilip } \bar{r}}$ |
| ${ }^{(3 ; 1,1,1)} C_{\text {ioè;ièo }}$ | $-C_{i \bar{o} ; \bar{i}}$ |
| ${ }^{(3 ; 1,1,1)} C_{\text {ioo'; po }}{ }^{\text {o }}$ | $C_{i 0^{\prime} ; p \bar{o}^{\prime}} .{ }^{1} \mathrm{D}_{0,0}$ |
| ${ }^{(3,1,1,1)} C_{i o \bar{l} ; p q \bar{o}}$ | $C_{i l i p \bar{q}}$ |
|  | $-C_{i \overline{0}_{f} ; p \overline{0}_{f}}$ |
| ${ }^{(3 ; 1,1,1)} C_{i e e_{f} ; p e_{f} \bar{e}}$ | $-C_{i \bar{e}_{f} ; \bar{p}_{f}}$ |
| ${ }^{(3 ; 1,1,1)} C_{O_{f} e_{f} \bar{e} \overline{;} o_{f} \bar{e}_{f}}$ | $C^{o_{f} \bar{e} ; \bar{o}_{f}}$ |
| ${ }^{(3 ; 1,1,1)} C_{i e_{f} \bar{e} ; p e \bar{e}_{f}}$ | $-C_{i \bar{e}_{f} ; \bar{i}_{f}}$ |
| ${ }^{(3 ; 1,1,1)} C^{\text {ee }} \bar{e}_{\text {épee }}^{f}$ | $-C_{e \overline{e ́}_{f} ; \bar{p}_{f}}$ |
| ${ }^{(3 ; 1,1,1)} C_{i e \bar{l} / p q \bar{e}}$ | $-C_{i \bar{i}] p \bar{q}}$ |
| ${ }^{(3 ; 1,1,1)} C_{e_{f j} \bar{j}_{f} ; p q \bar{e}_{f}}$ | $-C_{j e_{f} ; p q} \cdot{ }^{1} \mathrm{D}_{e_{f} ; e_{f}}$ |
| ${ }^{(3 ; 1,1,1)} C_{\text {oji } ; \text { por }}$ | $-C_{j l ; p \bar{r}}$ |
| ${ }^{(3 ; 1,1,1)} C^{\text {oje }}{ }^{\text {f }}$ efor | $-C_{j \bar{e}_{f} ; e_{f} \bar{r}} \cdot{ }^{1} \mathrm{D}_{o ; o}$ |
| ${ }^{(3,1,1,1)} C_{\text {ollippop }}$ | $-C_{\overline{l i} ; \bar{p} \bar{p}} \cdot{ }^{1} \mathrm{D}_{0 ; 0}$ |
| ${ }^{(3 ; 1,1,1)} C_{o j \bar{j} / 10 \bar{j}}$ | $-C_{j i l i j} \cdot{ }^{1} \mathrm{D}_{o ; 0}$ |
| ${ }^{(3 ; 1,1,1)} C_{o_{f} j \bar{l} ; p o_{f} \bar{p}}$ | $-C_{j l ; p p}$ |
| ${ }^{(3 ; 1,1,1)} C_{i j \bar{o}_{f} ; o_{f} e \bar{e}}$ | $-C_{i j}{ }_{\text {eee }}$ |
| ${ }^{(3 ; 1,1,1)} C^{i o_{f} \bar{o}_{f} ; o_{f} q r}{ }^{\text {r }}$ | $-C_{i \bar{o}_{f} ; q r} \cdot{ }^{1} \overline{\mathrm{D}}_{o_{f} ; o_{f}}$ |
| ${ }^{(3 ; 1,1,1)} C_{i j e_{f} ; e_{f} q \bar{e}_{f}}$ | $-C_{i \overline{i j} q \bar{q}_{f}} \cdot{ }^{1} \overline{\mathrm{D}}_{e_{f} ; e_{f}}$ |
| ${ }^{(3 ; 1,1,1)} C_{e_{f} j \bar{e}_{f} ; e_{f} q \bar{e}_{f}}$ | $C_{j \bar{e}_{f} ; e_{f} \bar{q}} \cdot{ }^{1} \mathrm{D}_{e_{f} ; e_{f}}$ |
| ${ }^{(3 ; 1,1,1)} C_{e_{f} j \bar{e}_{f} ; p e_{f} \bar{r}}$ | $-C_{j \bar{e}_{f} ; \bar{p}}$ |
| ${ }^{(3 ; 1,1,1)} C_{e_{f} \text { eè;pe } e_{f} \bar{p}}$ | $C_{e \bar{e} ; \bar{p} \bar{p}} \cdot{ }^{1} \mathrm{D}_{e_{f} ; e_{f}}$ |
| $\left(s(e)=s\left(e_{f}\right)\right.$ ) |  |
| ${ }^{(3 ; 1,1,1)} C_{e_{f} e \bar{e} ; p e_{f} p}$ | $-C_{e \bar{e} ; p \bar{p}} \cdot{ }^{1} \mathrm{D}_{e_{f} ; e_{f}}$ |
| $\left(s(e) \neq s\left(e_{f}\right)\right)$ |  |
| ${ }^{(3 ; 1,1,1)} C_{e_{f} o_{f} \bar{l} ; p e_{f} \bar{p}}$ | $-C_{o_{f} \bar{l} ; p \bar{p}}$ |
| ${ }^{(3 ; 1,1,1)} C_{i j \bar{j}_{f} ; p e_{f} \bar{p}}$ | $C_{i j}{ }^{\text {jpp}}$ |
| ${ }^{(3 ; 1,1,1)} C_{i j \bar{e}_{f} ; p e_{f} \bar{r}}$ | $C_{i \overline{i j} p \bar{r}}$ |
| ${ }^{(3 ; 1,1,1)} C_{o_{f} \bar{j} ; p q \bar{o}_{f}}$ | $-C_{i j}{ }^{\text {pq }}$ |

### 5.3. Diagonal elements of state $B$

The values of the diagonal elements having an absolute value larger than 0.002 are shown in Table 6. Only very few diagonal elements have significant values. However, as was the case in state $A$, the two really large values correspond to elements involving only frontier orbitals. An interesting feature is that, while in state $A$ the element with negative sign involved twice the frontier occupied orbital, the negative element in the $B$ state, with a much higher energy value, involves twice the frontier empty orbital.

Table 3
Main contributions to the third-order correlation matrix: some special cases.

| ${ }^{(3 ; 1,1,1)}$ C type | Algorithm |
| :---: | :---: |
| ${ }^{(3 ; 1,1,1)} C^{\text {eo }}{ }_{f} \bar{e}_{f} ; e_{f} \bar{o}_{f}$ | $C_{e \bar{e}_{f} ; \overline{p e}_{f}}-\frac{1}{2}\left(C_{e \bar{e}_{f} ; e \bar{e}_{f}}+C_{p \bar{e}_{f} ; \bar{p}_{f}}\right)$ |
| ${ }^{(3 ; 1,1,1)} C^{o o_{f} \bar{e}_{f} ; p_{f} \bar{o}_{f}}$ | $-C_{o \bar{e}_{f} ; p \bar{e}_{f}}+\frac{1}{2}\left(C_{o \bar{e}_{f} ; i \bar{e}_{f}}+C_{p \bar{e}_{f} ; p \bar{e}_{f}}\right)$ |
| ${ }^{(3 ; 1,1,1)} C^{o e_{f} \overline{\check{f}}_{f} ; p o_{f} \bar{e}_{f}}$ | $C_{o \bar{e}_{f} ; p \bar{p}_{f}}-\frac{1}{2}\left(C_{o \bar{o}_{f} ; 0 \bar{o}_{f}}+C_{p \bar{o}_{f} ; p \bar{p}_{f}}\right)$ |
| ${ }^{(3 ; 1,1,1)} C_{e e_{f} \bar{\delta}_{f} ; p o_{f} e_{f}}$ | $-C_{i \bar{e}_{f} ; p \bar{e}_{f}}+\frac{1}{2}\left(C_{e \bar{o}_{f} ; e \bar{o}_{f}}+C_{p \bar{o}_{f} ; p \bar{o}_{f}}\right)$ |
|  | $C_{o \overline{o 匕}_{f} ; 0 \bar{o}_{f}}+C_{o \bar{e}_{f} ; 0 \bar{e}_{f}}$ |
| ${ }^{(3 ; 1,1,1)} C_{e o_{f} \bar{e}_{f} ; e e_{f} \bar{o}_{f}} \approx{ }^{(3 ; 1,1,1)} C_{e e_{f} \bar{o}_{f} ; e o_{f} \bar{e}_{f}}$ | $-\left(C_{e \bar{o}_{f} ; e \bar{o}_{f}}+C_{e \bar{e}_{f} ; e \bar{e}_{f}}\right)$ |
| ${ }^{(3 ; 1,1,1)} C_{e o_{f} \bar{e} \overline{\text { ¢ }} \text { peo }}^{f}$ | $\frac{1}{2}\left(C_{e \bar{o}_{f} ; \overline{o ̄}_{f}}+C_{p \bar{o}_{f} ; p \bar{o}_{f}}\right)$ |
| ${ }^{(3 ; 1,1,1)} C^{O_{f} e_{f} \bar{I}\left[l_{f} \bar{r}\right.}$ | $-\frac{1}{2}\left(C_{l \tilde{o}_{f} ; l \bar{o}_{f}}+C_{l r ; l r}\right)$ |
| ${ }^{(3 ; 1,1,1)} C^{\text {ee }}{ }_{f} \bar{o}_{f} ; o_{f} e_{f} \bar{o}={ }^{(3 ; 1,1,1)} C_{0_{f} e_{f} \overline{\bar{o}} ; e_{f} \bar{e}_{f}}$ | $-\frac{1}{4}\left(C_{o \bar{o}_{f} ; o \bar{o}_{f}}+C_{o e_{f} ; o e_{f}}+C_{o_{f} \bar{e} ; 0_{f} \bar{e}}+C_{e_{f} \bar{e} ; e_{f} \bar{e}}\right)$ |
| $\approx{ }^{(3 ; 1,1,1)} C_{o_{f} e_{f} \bar{o} ; e e_{f} \bar{o}_{f}} \approx-{ }^{(3 ; 1,1,1)} C_{o o_{f} \bar{e}_{f} ; o_{f} e_{f} \bar{e}}$ |  |

### 5.4. Off-diagonal elements of state $B$

The values of the off-diagonal elements having an absolute value larger than 0.008 are shown in Table 7. The first noticeable characteristic of this table is that there are fewer elements with a significant value and, in general, all elements have much lower values than in state $A$. Apart from this characteristic, the performance of the new algorithms is similar as in state $A$. Thus, the elements involving more frontier orbitals have also here the larger value. Also, as was the case in state $A$, the new algorithm performs well and clearly much better than the m-NY.

It should be stressed that all these calculations have been carried out with a unique code, thus showing that, as we expected, a similar wave-function structure implies that the active types coincide in both cases to a great extent.

### 5.5. Final comments and future work

The study presented in the previous sections can be considered a strong inductive argument since it confirms our working hypothesis that:

- The three-body correlation effects are somehow implicit and can be estimated, or at least fairly well approximated, from the two-body correlation effects.
- The type of a ${ }^{(3 ; 1,1,1)} C_{\alpha \alpha \beta, \alpha \alpha \beta}$ element fixed by the $o, e, o_{f}, e_{f}$ character, the relative positions, and, in some cases, by the symmetry of the natural orbitals involved in the element determines its value.
- The value of a ${ }^{(3 ; 1,1,1)} C_{\alpha \alpha \beta, \alpha \alpha \beta}$ element can be accurately determined by a simple functional of two-body correlation matrix elements.

On the other hand we are aware that, while keeping the size of the problem compatible with the possibility of a FCI treatment, it is convenient to extend the sample for our enumerative inductive argument to a system with a non-linear geometry so as to analyze the influence of a different point-group symmetry of the orbitals.

The next aspect of the problem which will be studied concerns the $N$-representability of the approximated matrix. However, no particular $N$-representability condition is known for the ${ }^{(3 ; 1,1,1)} C_{\alpha \alpha \beta, \alpha \alpha \beta}$ spin-block. On the other hand, this spin-block is directly related with the ${ }^{(3 ; 1,1,1)} C_{\alpha \beta \alpha, \alpha \beta \alpha}$ spin-block whose elements, in different matrix positions, form the ${ }^{(3 ; 1,1,1)} G_{\alpha \alpha \beta, \alpha \alpha \beta}$ spin-block which is both symmetric and positive semi-definite [11]. Therefore, the spin-block formed by the elements

$$
{ }^{(3 ; 1,1,1)} C_{i j l: p \bar{p} r}={ }^{(3 ; 1,1,1)} G_{i \bar{j} ; \cdot \mid \bar{q}}
$$

must also be both symmetric and positive semi-definite.
Although these future studies may introduce some optimization on the algorithms reported here, we do not expect that they will be much modified. Therefore, we anticipate that the study of a large class of correlated states using the GHV method will now be possible. At this respect it should be noted that the simplicity of the algorithms is a very attractive feature since it largely compensates the need to specify which are the active types. Another important trait which, in future, will also greatly contribute to reduce the cost of the GHV calculations is the fact that the $C_{\alpha \beta ; \alpha \beta}$ matrix is rather sparse and that its non-negligible types are easily foretold when the 1-RDM is known. Consequently, for singlet states, only a small number of the $G_{\alpha \beta ; \alpha \beta}$ elements play an active role when solving the GHV equations.

Another very interesting general property of the ${ }^{(3 ; 2,1)} C_{\alpha \alpha \beta, \alpha \alpha \beta}$ spin-block is the fact that only very few elements have large values. It suggests the possibility of designing a semi-empirical or parametrized type method which could work for larger systems.

Excited states which require more than two Slater determinants to reasonably describe their zero-order wavefunction will constitute the next goal. In those cases the algorithms will be plagued by the fact that many orbitals play the role of "frontier orbitals".
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## Appendix A. Synopsis of the 2-order contracted equations

|  | $\begin{aligned} & \int\left\{\begin{array}{l} 2 \text {-order contracted Schrödinger equation } \\ \text { Density equation, Hierarchy equation } \end{array}\right. \\ & \langle\Psi\| \widehat{H} a_{i}^{\dagger} a_{j}^{\dagger} a_{q} a_{p}\|\Psi\rangle=E 2!^{2} \mathrm{D}_{i j ; p q} \end{aligned}$ |
| :---: | :---: |
| CSE | Depends on the 2-, 3-, 4-RDM <br> Necessary and sufficient <br> Iterative solution ( $N$-representability partially lost), $K^{6}$ scaling |
| ACSE | $\left\{\begin{array}{l} \left\{\begin{array}{l} \text { Anti-Hermitian contracted Schrödinger equation } \\ \text { 2-order contracted Liouville equation } \end{array}\right. \\ \langle\Psi\|\left[\widehat{H}, a_{i}^{\dagger} a_{j}^{\dagger} a_{q} a_{p}\right]\|\Psi\rangle=0 \end{array}\right\} \begin{aligned} & \text { Depends on the 2-, 3-RDM } \\ & \text { Necessary } \\ & \text { Iterative solution ( } N \text {-representability almost } \\ & \text { preserved), } K^{6} \text { scaling } \end{aligned}$ |
| CCSE | 2-order correlation contracted Schrödinger equation $\langle\Psi\| \widehat{H} a_{i}^{\dagger} a_{p} \widehat{Q} a_{j}^{\dagger} a_{q}\|\Psi\rangle=E C_{i j p q}$ <br> Depends on the $2-, 3-$, and 4 -order correlation matrices Necessary and sufficient Iterative solution ( $N$-representability partially lost), $K^{6}$ scaling |
| GHV | $\left\{\begin{array}{l}2 \text {-order } G \text {-particle-hole hypervirial equation } \\ \text { 2-order correlation contracted Liouville equation }\end{array}\right.$ $\langle\Psi\|\left[\widehat{H}, a_{i}^{\dagger} a_{p} \widehat{Q} a_{j}^{\dagger} a_{q}\right]\|\Psi\rangle=0$ <br> Depends on the 2- and 3-order correlation matrices Necessary, stronger than ACSE Iterative solution ( $N$-representability almost preserved), $K^{6}$ scaling |

## Appendix B. Supplementary material

Supplementary data associated with this article can be found, in the online version, at http://dx.doi.org/10.1016/j.comptc.2012.09. 021.
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