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Abstract
We present a study of the evolution of the political landscape during the 2015 and
2019 presidential elections in Argentina, based on data obtained from the
micro-blogging platform Twitter. We build a semantic network based on the hashtags
used by all the users following at least one of the main candidates. With this network
we can detect the topics that are discussed in the society. At a difference with most
studies of opinion on social media, we do not choose the topics a priori, they emerge
from the community structure of the semantic network instead. We assign to each
user a dynamical topic vector which measures the evolution of her/his opinion in this
space and allows us to monitor the similarities and differences among groups of
supporters of different candidates. Our results show that the method is able to detect
the dynamics of formation of opinion on different topics and, in particular, it can
capture the reshaping of the political opinion landscape which has led to the
inversion of result between the two rounds of 2015 election.
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1 Introduction
Our understanding of how opinion is formed and evolves in society has benefited since
the last decade from the rapidly increasing amount of data diffused by on-line social net-
works. In this way, large scale, cross-cultural studies that were difficult to perform based
on standard off-line surveys become feasible.

In spite of the different biases that are known to affect studies based on on-line social net-
works, in terms of age, gender, residence location, social status, etc., the enormous amount
of information they convey remains useful in particular to detect trends in the evolution of
social opinion, at least restricted to the users of these platforms whose amount increases
continuously. Moreover nowadays traditional broadcasting media, like radio or television,
diffuse information or opinions selected from on-line social networks thus coupling this
large but biased set of users with the general population.

The micro-blogging platform Twitter has been widely used in order to study the evo-
lution of social opinion on different topics [1, 2], as well as the properties of the social
interaction networks that result from the different functionalities offered by the platform

© The Author(s) 2021. This article is licensed under a Creative Commons Attribution 4.0 International License, which permits use,
sharing, adaptation, distribution and reproduction in any medium or format, as long as you give appropriate credit to the original
author(s) and the source, provide a link to the Creative Commons licence, and indicate if changes were made. The images or other
third party material in this article are included in the article’s Creative Commons licence, unless indicated otherwise in a credit line
to the material. If material is not included in the article’s Creative Commons licence and your intended use is not permitted by
statutory regulation or exceeds the permitted use, you will need to obtain permission directly from the copyright holder. To view a
copy of this licence, visit http://creativecommons.org/licenses/by/4.0/.

https://doi.org/10.1140/epjds/s13688-021-00285-8
http://crossmark.crossref.org/dialog/?doi=10.1140/epjds/s13688-021-00285-8&domain=pdf
http://orcid.org/0000-0002-5474-0309
http://orcid.org/0000-0002-2910-9320
http://orcid.org/0000-0002-3159-0053
http://orcid.org/0000-0002-3678-4092
mailto:mbeiro@fi.uba.ar


Mussi Reyero et al. EPJ Data Science           (2021) 10:31 Page 2 of 15

(mentions, retweets, follower-followee) [3, 4]. The intrinsic properties of the platform,
like the small size of posts (tweets limited to 280 characters), or its simplicity of usage, (a
message can easily be re-transmitted, a mentioned user can be alerted, etc.) make it an
excellent tool to study situations where the time scale for the opinion’s evolution is short
as in electoral processes [1, 5–7] or in social protests [8–10].

The possibility to predict opinion evolution using Twitter, which is of particular inter-
est during an electoral campaign, has been seriously challenged [11–13]. Nevertheless,
this kind of studies remain interesting because of their explanatory power. For instance,
it was possible to unveil the spontaneous character of the emergence of off-line demon-
strations during the Spanish social movement 15M by correlating the intensity of posts
at a given location with the different gatherings observed off-line [8]. Also it was possible
to identify the origin of a denigrating campaign against one of the potential candidates to
the last French presidential election by studying the community structure of a network of
retweets [1].

Twitter users share text messages, images and videos, and they may associate their posts
to a concept, by the means of hashtags (words beginning by the character “#”), in order to
install a given concept to be discussed on the public ground.

Among a vast literature devoted to studies of social phenomena based on Twitter data,
one can identify those studies that concentrate on the structure of the different networks
that can be defined (follower-followee, retweets, mentions and answers), and those which
try to infer the opinion dynamics, based on text mining and analysis. Both aspects, struc-
ture and content, are nevertheless entangled, as users are mainly exposed to the content
produced by those other users that they have decided to follow or by those selected by
the algorithms of the platform [3, 4]. This situation has been shown to lead to the phe-
nomenon known as echo chambers or bubbles, meaning that in fact, in the worldwide
open field of Twitter (as well as that of other internet platforms) users are mostly and
sometimes uniquely exposed to the same information, frequently the one that comforts
their own opinion, thus limiting the possibilities of a real discussion [14–16].

An interesting way to study the structure of opinions in Twitter exploits the hashtags
chosen by the users, assuming that this choice reveals a concept that the user wishes to
address. In a recent work [17], topics are defined by determining the community struc-
ture in a weighted network of hashtags, where two hashtags are connected if they appear
together in the same tweet. Assuming that the coexistence of hashtags is semantically
meaningful, the community structure of such network can reveal the general topics under
discussion. In this way, the users may be characterized by a topic vector, with a dimension
equal to the number of communities detected and where each component informs about
the interest of the user on the different topics. The authors show that the similarity among
users connected by a follower-followee relationship or by a mention relationship is higher
on average than the similarity among a sample of random users.

In this work we extend the ideas developed in [17] to a dynamical study of the rapidly
evolving opinion landscape that takes place in a society during an electoral campaign.
Specifically we understand by evolution of opinion the evolution of the preferences of the
social actors concerning the topics discussed in the platform, and we are particularly in-
terested in detecting whether specific groups or users synchronize around some specific
topics at some given times.
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Table 1 Basic statistics for each electoral process. (∗) AAUs: active Argentinian users

2015 elections 2019 elections

Number of AAUs (∗) 218k 586k
Number of tweets by AAUs captured 50M 280M
Time frame 1 Jul 2015/31 Mar 2016 1 Jan 2019/10 Dec 2019
Primaries 9 Aug 2015 11 Aug 2019
First round 25 Oct 2015 27 Oct 2019
Second round (ballottage) 22 Nov 2015 –

The proposed method allows us to recover the dynamics of the political tendency with-
out introducing questions to the population, which are known to be subject to different
bias (of formulation, false declarations, etc.) and without imposing a priori, neither an on-
tology nor the number of topics to be inspected. Our method just extracts the information
coded in the data with the only assumption that two hashtags used in the same tweet are
semantically related. Our results show that, in spite of the limitations of studies of opinion
using Twitter described above, this method is able to capture the opinion evolution of the
users with a high enough time-scale resolution so as to detect, for example, the reconfig-
uration of the political landscape taking place in the short period between the first and
second round of the election, which, in one of the cases presented here, overturned the
score of the first round of the election.

2 Methods and data set
2.1 Data capture
This study is based on data captured during the two recent Argentinian presidential cam-
paigns, in 2015 and in 2019. The periods of data capture extend from 1 July 2015 to 31
March 2016, and from 1 January 2019 to 10 December 2019, the main elections being held
on 25 October 2015 and 27 October 2019 (see Additional file 1 for a detailed description
of the electoral processes).

The capture is based on the active followers (we define a user as active in Twitter if
he/she posted at least one tweet during the first month of capture) of the candidates for
president or for deputy-president of each of the main political parties participating in these
elections. We filter those users whose profile location is set to some city/province in Ar-
gentina, in order to focus on Twitter users that are residents in the country, and we capture
and process all their tweets in the period. Table 1 gives a summary of the basic statistics
for each dataset.

A detailed description is provided in Additional file 1 regarding the number of tweets
captured daily and their classification as original tweets, simple retweets, retweets with
comment and replies, and how the supporters are classified into political parties, along
with an analysis of the geographical and gender distribution of our user base.

2.2 Definition of topics and user’s description vectors
Hashtags are keywords created and chosen by the users, which can be interpreted as rep-
resenting the engagement of users with events, ideas or different discussion subjects. If
two hashtags highly co-occur (i.e., they frequently appear together in the same tweet) it
is a reasonable hypothesis to assume a semantic association between them. Following the
ideas developed in [17], we build a complex weighted network based on hashtags’ co-
occurrence. Then, the topics of discussion arise as communities measured on this net-
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work, which we detect using the OSLOM algorithm [18]. OSLOM is a local community de-
tection method that builds the communities guided by their statistical significance, which
can help distinguish topics of different sizes. This might be relevant to capture the opinion
of small political groups, for example. Besides, it can deal with weighted graphs as in this
case, and detect overlapping communities (which might here occur when some hashtag is
used ambiguously by different users). In Additional file 1 we provide a comparison against
the Infomap community detection algorithm for the purpose of this study.

As the topics automatically emerge from the community detection algorithm, which is
completely agnostic regarding their meaning and does not pre-determine their number, in
this work there is no selected ontology. It is worthwhile noticing that the knowledge of the
topics’ meaning is not required by the method presented here. However, the inspection
of the hashtags composing each topic reveals its meaning to a reader understanding the
language of the tweets and the social issues of the studied system. As we will show later,
this knowledge facilitates the analysis and shows the coherence of the obtained results with
the chronology of the political and social events, but is not a pre-requisite of the method.

We describe the interests of each user i by means of a user description vector di of
dimension NT , the number of topics (communities) found, which informs about the topic
preferences of user i.

This description vector is computed in the following way:
1. We build a user-topic matrix, U , where each element, uij, gives the absolute

number of times that user i has used a hashtag that belongs to the community
identified as topic j.

2. We compute the global topic vector T =
∑N

i ui , of dimension NT where ui is the i-th
row vector in the user-topic matrix, and N the size of the population. This vector
gives, in each component, the total number of usages of a topic in the population.

3. We define the vector vi which gives the difference between the frequency of usage
of each topic by user i and its global frequency of usage in the population.

vi =
ui

‖ui‖1
–

T
‖T‖1

. (1)

Here the norm ‖ · ‖1 must be understood as the sum over all the components in
the space of dimension NT . The vectors of Eq. (1) thus inform about whether user i
has addressed each of the identified topics more or less than on average.

4. As we are only interested in the orientation of the description vectors, they are
normalized as:

di =
vi

‖vi‖2
, (2)

where ‖vi‖2 is the standard euclidean norm in the topic hyperspace of dimension
NT .

Dynamical measurements In order to track the evolution of the users’ interests we apply
the aforementioned procedure to sliding time windows of 7 days, thus producing a series
of user-topic matrices Ut , one for each day. We shall call dt

i the description vector for user
i at discrete time t.

The full procedure is illustrated in Fig. 1.
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Figure 1 Illustration of the procedure used to compute the dynamical user’s description vectors. The
semantic network (panel a) is built by connecting two hashtags that appear together in the same tweet
(panel b). The community structure of this network determines the topics that are discussed in the platform
(the colors of the nodes code the communities). In order to obtain the dynamical user-topic matrices (panel
d) we consider all the tweets in a sliding time window of seven days (panel c); each row corresponds to a
single user and codes in the columns the number of times that the user has used one hashtag belonging to
the corresponding topic during the considered period. The normalized sum over all the users of each column
of the user-topic matrix (panel d) gives the average usage of each topic as a function of time, while the rows
of the matrix give all the topics discussed by a single user. Finally, for each user one can obtain the vector �dti
(panel e) which gives the difference between the topics interesting user i at time t and the average usage of
the topics over the population

2.3 Measuring the similarity between groups of users
We define the similarity between a pair of users i and j as the cosine similarity between
the corresponding description vectors.

By construction, the cosine similarity detects vectors with similar directions in the hy-
perspace of dimension NT . A high (low) value of the cosine similarity between two users
reveals that there are common topics that they address with a frequency higher (lower)
than the average.

As the description vectors are normalized, the similarity reduces to the inner product:

s(i, j) = 〈di, dj〉. (3)

We also define the average description vector of a group of users G, of cardinal |G|:

DG =
∑

i∈G di

|G| . (4)

Now we can introduce two indices measuring collective similarities:
• The cohesion of a group of users, intra-group similarity or self-similarity, s(G, G),

defined as the average similarity between all its users, and computed in the following
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way:

s(G, G) =
∑

i,j∈G s(i, j)
|G|2 =

∑
i∈G 〈di, DG〉

|G| = 〈DG, DG〉 = ‖DG‖2. (5)

• The cross-group similarity is the average similarity between members of different
groups G1 and G2, namely s(G1, G2):

s(G1, G2) =
∑

i∈G1,j∈G2
s(i, j)

|G1| · |G2| =
∑

i∈G1
〈di, DG2〉

|G1| = 〈DG1 , DG2〉. (6)

3 Results
The results presented in this section are based on tweets collected as described in Sect. 2,
for the two last presidential elections in Argentina. Table 2 defines the acronyms of the
political parties intervening in each election, along with a rough characterization of their
position in the political spectrum and their performance. Details of the retrieval and clean-
ing methods of the data-set can be found in Additional file 1.

As explained in Sect. 2.2, we built the semantic network with the assumption that hash-
tags used in the same tweet carry some semantic similarity. The community structure
of such network reveals the topics that are discussed in the society, and the description
vectors allow us to characterize the interests of each user, in the topic space.

In Fig. 2 we show as an example the structure of a topic (right panel) composed of hash-
tags supporting the Cambiemos party (C), one of the two major parties in the second round
of 2015 election. As the topics emerge from the community analysis without any a priori
information introduced into the system (they are arbitrarily labelled by a number), it is the
inspection of the hashtags composing the community that informs about the subject to
which the topic is related. On the left panel we show the cumulative number of supporters
of each political party referring to that topic. This shows that, although it is not always true
that people choose a hashtag only to support the idea it conveys (notice that members of
other parties, including the strongest opponent, FPV, also use the considered topic), on

Table 2 Acronyms and characteristics of the main contenders of 2015 (top) and 2019 (bottom)
presidential elections

Y C Party Name Acron. Political/econ.
orientation

PASO 1st Rnd 2nd Rnd

2015 Frente para la
Victoria (in power)

FPV Center-left, econ.
interventionist

38.67% 37.08% 48.66%

Cambiemos
(challenger)

C Center-right, econ.
liberal

30.12% 34.15% 51.34%

Unidos por una
Nueva Alternativa

UNA Economically
interventionist

20.57% 21.39% –

Progresistas PR Socially and econ.
liberal

3.47% 2.51% –

2019 Juntos por el
Cambio (in power)

JPC Center-right, econ.
liberal

31.80% 38.67%

Frente de Todos
(challenger)

FDT Center-left, econ.
interventionist

47.79% 48.24%

Consenso Federal CF Center, econ. liberal 8.15% 6.14%

Frente de Izquierda FI Leftist party 2.83% 2.16%

Frente Despertar FD Right party 2.16% 1.47%
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Figure 2 Main topic supporting the C party during the second round of 2015 elections. (Left) Cumulative
usage of the topic by the supporters of the different parties. (Right) Hashtag sub-network of the topic. Nodes
are arranged according to the k-core decomposition of the community graph. Figure produced with LaNet-vi
[19]

average, our method does correctly capture the expected preferences of the users. A sim-
ilar description of a topic in support of the largest opponent party, FPV, can be found in
Additional file 1.

Argentinian law imposes to the citizens the obligation to vote. As a consequence, not
only high participation rates are observed but also political discussions occupy a signif-
icant part of the public attention. In both elections the political opinion was highly po-
larized, with two main antagonist parties dominating the political spectrum. Other two
or three smaller parties may, on certain occasions, play the role of a pivot for the deter-
mination of the final result; therefore understanding the evolution of the opinion of their
supporters is a crucial issue. We will see that this was the case of 2015 election, where a
second round was necessary to determine the winner. A second round only takes place if
no party obtains either (i) more than 45% of the votes or; (ii) more than 40% and a 10%
difference with the second most voted party.

Unlike in 2015 election, no second round took place in 2019. In fact that year, the primary
elections played the role of a first round. The electoral rule establishes that the primary
elections, called PASO, Primarias Abiertas, Simultaneas y Obligatorias meaning “open,
simultaneous, and compulsory primary elections”, take place simultaneously and all the
competing parties are bound to present at least one candidate. Due to the particular po-
litical configuration of that moment, no party took the risk to divide its votes into several
candidates, and therefore they presented one single candidate each. Under such circum-
stances, these primaries were seen as rehearsal of the general election.

Both situations are excellent case studies for this work because they present a short time
window with a fast dynamics of political opinion, and a wide variety of subjects of discus-
sion (with or without political character) that capture the attention of Twitter users. We
will show that our method is able to detect in the data the reconfiguration of the opinion
landscape, as different groups of users favours more or less some discussion topics, for
two different elections corresponding to different political situations.

3.1 2019 elections
The two main parties intervening in this election were Juntos por el Cambio (JPC), whose
candidate was the incumbent, and the challenger (and previous ruler) Frente de Todos
(FDT).
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Figure 3 (Top) Intra-group similarity of the main parties’ supporters listed in table 2 for the 2019 elections.
Each curve represents the cohesion over time of the group of supporters of a specific party. (Bottom) Same
self-similarity curves after removing the topic shown in Fig. 4-top. This topic peaks the first days of February,
and around March 21st, and mainly affects the users supporting FD

Figure 3 shows the self-similarities for the parties participating to the 2019 election as a
function of time, together with the self-similarity among a randomized sample containing
the same number of users from each party, which serves as a baseline. The ruling party
shows, in general, a higher self-similarity than the others which increases as the PASO
approaches, reflecting the strong cohesion of its supporters. Interestingly, peaks of strong
self-similarity are also observed in the curves corresponding to the two minority parties
at both extremes of the political spectrum, FI and FD, at different points in time. This
is the signature of a coherent reaction among the supporters of one party, probably to
some event in real life, while for all the other users that event does not trigger a particular
reaction. It is plausible to assume that this happens when the event is in resonance with
the political traditions of one of these parties.

Let us recall that the description vectors of the users contain a large diversity of topics,
many of which do not have a political character. When the public discussion is dominated
by one of these topics (for instance a football championship) the differences among the
supporters of different parties may be partially and temporarily washed out. This effect is
enhanced far from the electoral dates, where we can observe that all the parties fluctuate
around the same value of self-similarity, except for the isolated peaks already mentioned.

In order to further investigate what are the topics behind the observed isolated peaks,
there are two approaches. On the one hand, if one has some insight about the important
events or discussions in the society at the date of the peak, it is possible to proceed to a
careful inspection of the dominant topics at the date of the peak. This can be done using
the platform we have created to analyse the evolution of the different topics [20]. Let us
consider, as an example, the two nearby sharp peaks observed in Fig. 3 by the end of March
2019 which correspond to the curves of FD and FI (black and red respectively).
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The peak of the FD self-similarity curve (in black) in the top panel of Fig. 3 occurs in
March 21st 2019, coincident in time with an important demonstration against tax rises
which took place in front of the National Congress. A reasonable conjecture is to hypoth-
esize that this event in real world could have triggered discussions on-line that synchronize
some particular users. The accuracy of such guess can be checked by removing the usages
of hashtags in that topic from the user-topic vectors, recomputing the similarities and ob-
serving the modifications (if any) of all the curves. In this case the peak of FD (see the
bottom panel of Fig. 3) disappears, showing that it was the tax topic which was responsi-
ble of that peak. Moreover, with this method we detect another peak in the FD curve, at
the beginning of February, also disappearing, which reveals that this group was also active
about the topic at that early date. We also observe that this topic only synchronizes the
activity of FD followers as no significant changes are seen on the rest of the self-similarity
landscape (compare both panels of Fig. 3). The tax rise is a subject that usually interests
right and liberal parties, however we observe that JPC supporters (mainly liberals) did not
synchronize around this topic, which can be due to the fact that their party, being in power,
was responsible for the tax rise. This can be checked by an inspection of the topics that in-
terested JPC supporters at that time using the platform [20] where it is possible to confirm
that the smaller peak of the JPC curve (yellow) observed in Fig. 3, does not correspond to
the tax topic.

Concerning the neighbouring peak in the FI curve (in red in Fig. 3), it is situated around
March 24th. This date corresponds to the remembrance of the victims of the last dicta-
torship in Argentina (1976-1983), a subject of main concern for the leftist parties (FI and
FDT). The bottom panel of Fig. 4 depicts the temporal behaviour of the corresponding
topic. It can be seen that FI and FDT are the most concerned with the topic during that
day, while the more conservative JPC and FD (right wing) are scarcely active in the topic.
Interestingly this topic is later reactivated periodically, but mainly due to the activity of
FDT, which is a major, composite party including an important left wing. Again, by remov-
ing the usages of hashtags in this topic, we can verify that the peak in the self-similarity
was effectively due to it (we provide this comparison in Additional file 1).

So, the inspection of the topics shows that the three peaks observed very near the end
of March 2019 in the self-similarity curves of FD, FI, and FDT supporters correspond
to different discussions. In this way the evolution of the self similarity captures the syn-
chronization of some groups around important topics discussed on the platform. Other
significant peaks have been equally identified and the interested reader can find a more
detailed description in Additional file 1, as well as a dynamical inspection of the topics in
the platform for topic visualisation and analysis that we have created [20].

On the other hand, without any insight on the determinant events occurring in the stud-
ied society, no guess can be made. Nevertheless, it is worthwhile noticing that our method
allows for an automatic and agnostic detection of the topics around which the groups syn-
chronize, leading to the peaks in the self similarity. It is enough to systematically remove
one topic at the time and monitor the height of the self-similarity curve, as has been de-
scribed above for the selected topics responsible of the peaks in March (Fig. 3). When the
right topic has been hit, the chosen peak, and eventually few others are strongly modified,
thus signaling the discussion that has synchronized the corresponding group of users.

Cross-similarity curves reveal other aspects of the evolution of the opinion during the
electoral process. The brown curve in the top panel of Fig. 5 shows the cross-similarities
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Figure 4 Discussions during the 2019 election. (Top) Topic complaining of high taxes during the JPC
government. (Bottom) Topic evoking the anniversary (March 24th, referred as M24) of the installation of the
last dictatorship. The left plots show the time evolution of both topics usage by the supporters of the different
parties (7-day rolling average). The vertical dotted lines indicate the dates of the primary and main elections.
Right graphs show the hashtag composition of the topics. Nodes are arranged according to the k-core
decomposition of the community graph; colors represent the core-number and node sizes represent the
degree. Figures produced with LaNet-vi [19]

between the two main antagonistic parties in 2019, JPC and FDT, compared to the re-
spective self similarities (i.e., the same curves shown in Fig. 3), plotted as a reference.
As expected, we observe that the higher the self-similarities of the groups, the lower the
cross-similarity among them. The cross-similarity strongly decreases in the vicinity of the
primary and the main elections.

The inspection of the dynamical behaviour of the cross-similarities between supporters
of the minority parties with the two major ones is particularly interesting, as they show
to what extent the subjects of interest of the minority parties shift to those of the winner
near the final round of the election, revealing their contribution to the final outcome. The
remaining panels in Fig. 5 show a clear difference of behaviour among smaller parties. In
the second panel, while FD (Right party) has, most of the time and in particular near the
electoral periods, a positive cross-similarity with the JPC in power, it holds almost always a
negative cross-similarity with the challenger (FDT). Interestingly by mid-november 2019
this tendency is reverted, and a (small) positive similarity with FDT is observed at the same
point where a strong self-similarity appears for the supporters of FD party. An inspection
of the active topics of the moment reveals that this activity is related with Latin-american
international politics, which mobilizes both parties but on opposite sides of the opinion
spectrum. This shows that although we do not perform any sentiment analysis here, the
attention of the groups about a given subject is correctly captured independently of the
opinion of the users on that subject.
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Figure 5 Cross-group similarity between supporters of different parties in 2019. In the top panel, the brown
curve represents the cross-similarity between the supporters of the two main competing parties, JPC and
FDT. The self-similarity of each party is also shown for the sake of comparison (yellow and light blue curves).
The 3 remaining panels show the cross-similarity between the supporters of each of the minority parties (FD,
CF and FI, respectively) and those of the two major ones in 2019, JPC (in yellow) and FDT (in light blue). In
each of these panels the self-similarity of the corresponding minority party (FD, CF and FI) is reproduced as a
reference (black, blue and red curves, respectively)

On the contrary, the supporters of CF (dissident liberal party) show a complete different
behaviour. Both cross-similarities with the two major parties are quite low and fluctuating
far from electoral periods. This tendency remains before the primary elections showing
the strong support of their own candidate. However, before the first round a strong pos-
itive similarity with FDT develops (after some fluctuating period), this sudden change of
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preferences of the CF supporters signals that during this period, their interests are in line
with those of the challenger FDT, whom they supported from the first round.

Finally the bottom panel in Fig. 5 shows the cross-similarity between the FI party and the
two main competitors. Although the leftist party has a very small influence in the country,
the interest of this curve is to reveal that indeed its cross-similarity with FDT is clearly
positive (and negative with JPC). This is a clear evidence of the existence of a strong leftist
component in FDT, as mentioned above, which is completely absent in JPC.

3.2 2015 elections
The discussion of the results concerning this previous election, is interesting not only as
a test of the validity of our method in a different political context, but also because unlike
in 2019, this election required two rounds to establish the winner. Even more interesting,
the rank of the two first qualified parties was overturned in the second round. We will
show that our method is able to identify the details of the evolution of the opinion of the
supporters of the smaller parties towards that of the final winner, contributing to overturn
the result of the first round.

The main political parties intervening in this election, which are formally different from
those of 2019 election, although there are important overlaps, are listed in Table 2.

The dynamics of the self-similarities, as well as that of the cross-similarity between the
two largest parties, follow a similar pattern as those of 2019 elections and are detailed in
Additional file 1.

The most interesting feature of this electoral period is revealed by the cross-similarities
between each one of the two smaller parties against the two leaders. Figure 6 shows the
cross-similarity of the two small parties, PR (top) and UNA (bottom) with the two leaders,
FPV (blue curve) and C (yellow curve), along with the self-similarity of the corresponding

Figure 6 Cross-group similarities between each of the two smaller parties and the two major ones in 2015: C
(in yellow) and FPV (in light blue). In each panel the self-similarity of each minority party is plotted for
comparison. (Top) Cross-similarity of PR against the two main parties; (Bottom) Cross-similarity of UNA against
the two main parties
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small party, for comparison. This analysis shows a small positive (negative) cross-similarity
of the PR supporters with the C (FPV) party, compared to their own self-similarity. This
reveals than out of the electoral period, the interests of the PR supporters have little overlap
with either of the dominant parties. However, as the first round approaches, the behaviour
of the PR changes and they clearly show a community of interests with the supporters of
C.

A similar behaviour, though more enhanced, happens with the UNA supporters. With a
negative cross-similarity against both major parties before the elections, it is between the
two rounds that the cross-similarity with the C party suddenly strongly increases, showing
a clear change on the topics chosen by the UNA supporters. This change in the alignment
of the UNA between the two rounds turned out to be decisive to 2015 election results and
the victory of C party [21], and in Additional file 1 we show that this change in similarity
was in effect due to the topic in support for C.

4 Summary and conclusions
We have performed a study of the dynamics of opinion during an electoral process, based
on data obtained from the micro-blogging platform Twitter. While this subject has been
explored in several works [1, 5–7, 22–25], here we apply a different, user-centered, per-
spective of the discussions that are taking place in the platform. Most previous works
on the subject define a set of keywords, hashtags or mentioned users (e.g., political candi-
dates) to be tracked, and thus they obtain a dataset of tweets which are inherently political.
Instead, by defining a set of seed users and capturing all the content that their followers
generate, we have information about the evolution of the users’ opinion on different topics,
and we are not only restricted to a subset of their tweets.

Following Ref. [17], the topics to study are not set a priori, but emerge from the commu-
nity structure of a semantic network. This network is built with the assumption that two
hashtags used in the same tweet carry some semantic relationship. The disclosed commu-
nities provide a representation of the topics under discussion in the society in a multidi-
mensional topic space. In this work we add the temporal dimension to the topic vectors,
and therefore we are able to study the dynamics of the opinion of party supporters during
the electoral campaign with great detail.

As discussed in the introduction, the known biases of the population using Twitter to
foster political discussions, which lead among others, to an over representation of an ur-
ban male population [26, 27] hampers the possibility of prediction of electoral results.
Instead, we show here how we can follow the evolution of political opinion through the
different stages of an electoral period. The case of the 2015 elections in Argentina shows
that our method captures the details of the reshaping dynamics of the opinion that took
place between the two rounds of the election where the initial result was overturn.

Although we cannot expect to predict the outcome of an election, one could still attempt
to detect massive opinion changes on real time. In this respect, it is worthwhile recalling
some technical details in order to understand the possibilities and the limitations of the
method developed here. In this work, the topics are determined by the community anal-
ysis of an aggregated semantic network, meaning that it has been built using the tweets
collected during the whole electoral period. Tracking the semantic network in real time
has the drawback of starting with a small network, with new hashtags entering as time
evolves, which could hamper the correct initial determination of the topics by lack of data.
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A compromise situation would be to start by a semantic network aggregated during some
initial period, in order to set the terms of the public discussion. From that starting point,
one could then incorporate the new hashtags to the existing semantic network, following
a sliding time window. In this way, the topics could be recalculated and the analysis of the
similarities could be performed almost in real time with just a small lag. It is expected
that the more hashtags enter the semantic network the more accurate will be the opinion
landscape mapping. This assumption lays on the implicit hypothesis that the system tends
to a steady (or meta-stable) state compatible with the aggregated network. However, this
may not always be the case. It is easy to imagine that some event, like the present Covid19
pandemic, introduces at some point in time an important, short-time scale, modification
of the semantic network. In such cases, integrating new hashtags as described above, may
capture extreme patterns that could be caused by the appearance of a rare event triggering
the modification of the structure of the semantic network, almost in real time. This work
is in progress.
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