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Abstract This work focuses on the evaluation of differ-

ent sources of uncertainty affecting regional climate sim-

ulations over South America at the seasonal scale, using

the MM5 model. The simulations cover a 3-month period

for the austral spring season. Several four-member

ensembles were performed in order to quantify the uncer-

tainty due to: the internal variability; the definition of the

regional model domain; the choice of physical parameter-

izations and the selection of physical parameters within a

particular cumulus scheme. The uncertainty was measured

by means of the spread among individual members of each

ensemble during the integration period. Results show that

the internal variability, triggered by differences in the ini-

tial conditions, represents the lowest level of uncertainty

for every variable analyzed. The geographic distribution of

the spread among ensemble members depends on the var-

iable: for precipitation and temperature the largest spread is

found over tropical South America while for the mean sea

level pressure the largest spread is located over the

southeastern Atlantic Ocean, where large synoptic-scale

activity occurs. Using nudging techniques to ingest the

boundary conditions reduces dramatically the internal

variability. The uncertainty due to the domain choice dis-

plays a similar spatial pattern compared with the internal

variability, except for the mean sea level pressure field,

though its magnitude is larger all over the model domain

for every variable. The largest spread among ensemble

members is found for the ensemble in which different

combinations of physical parameterizations are selected.

The perturbed physics ensemble produces a level of

uncertainty slightly larger than the internal variability. This

study suggests that no matter what the source of uncer-

tainty is, the geographical distribution of the spread among

members of the ensembles is invariant, particularly for

precipitation and temperature.
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Abberivations

MM5 Fifth-generation Pennsylvania-State University-

NCAR non-hydrostatic mesoscale model

ERA40 European reanalyses

SA South America

RCM Regional climate model

GCM General circulation model

IV Internal variability

KF Kain–Fritsch cumulus scheme

GR Grell cumulus scheme

BM Betts–Miller cumulus scheme

KF2 Updated version of Kain–Fritsch cumulus

scheme

PBL Planetary boundary layer

MRF Medium range forecast model

ETA ETA planetary boundary layers scheme

RMSD Root mean square difference

slp Sea level pressure

SST Sea surface temperature

SACZ South Atlantic convergence zone
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ITCZ Inter-tropical convergence zone

T2m 2 m temperature

1 Introduction

Regional Climate models (RCMs) have become widely

used for downscaling low-resolution reanalysis or global

climate simulations over different regions of the world.

Their success in simulating regional climate features at

finer resolution and at a relatively low computational cost,

compared with simulations performed with global climate

models (GCMs), has broaden their use to assess the

response of the regional climate to a variety of forcings,

such as increased concentration of greenhouse gases and

land-use changes, among others (Nuñez et al. 2009; Déqué

et al. 2007; O’Brien et al. 2010). Most of the studies are

based on a single model realization representing the control

climate and a single model realization representing the

regional response to a given forcing, which is inherited

through the boundary conditions (at the lateral boundaries

or at surface). The difference between the two simulations

is then evaluated as the response to the given forcing.

However, in recent years, several studies have shown that

regional climate simulations are affected by several sources

of uncertainty (de Elı́a et al. 2008; Déqué et al. 2007) and

the spread among different realizations should be taken

into account before drawing conclusions about the signif-

icance of the regional climate responses to the external

forcings. O’Brien et al. (2010) provides a very clear

example of this behavior.

The sources of uncertainty in regional climate simula-

tions can be divided in four groups: (a) the inherent

uncertainty of the climate system triggered by differences

in the initial conditions, referred to as internal variability

(IV); (b) the uncertainty due to nesting configuration (e.g.

domain size and location, relaxation technique); (c) the

uncertainty due to the liberty in the RCM set up, such as

the choice of physical parameterizations; and (d) the

uncertainty due to the boundary forcing (driving GCM or

reanalysis). Finally, for those simulations in which the

response to the increase concentration of greenhouse gases

is assessed, the scenario uncertainty represents an addi-

tional source (Hawkins and Sutton 2009). Though the

RCMs are constrained by the lateral boundary forcing, it

has been shown that they still exhibit significant IV (Lucas-

Picher et al. 2008; Giorgi and Bi 2000). The IV represents

the lowest level of uncertainty that cannot be reduced but

should be characterized in order to evaluate to what extent

the response of the regional climate to the forcing exerted

through the boundaries represents a consistent signal or is

shadowed by the intrinsic uncertainty in the simulated

climate. On the other hand, the arbitrary choice of model

configuration and model set up also introduce additional

uncertainties, mainly because simulations with different

model configurations (model domain, source of driving

data or nesting technique) or different choices of the

physical parameterizations within the RCM may give rea-

sonable estimates of the simulated climate, being all of

them equally plausible. de Elı́a et al. (2008) have evaluated

different sources of uncertainty in a long-term simulation

using a RCM over North America. They found that the

levels of uncertainty arising from the liberty of choices in

the definition of configuration parameters in the RCM are

comparable among themselves and are larger compared

with the magnitude of the uncertainty due to IV. Moreover,

they conclude that every uncertainty source does not seem

to be a major problem to climate downscaling. A similar

conclusion was found by Lynn et al. (2009) who performed

a set of simulations with different combinations of physical

parameterizations to evaluate the sensitivity of simulated

climate change for the 2050s.

Several recent studies have focused particularly on

evaluating the magnitude of the IV in RCMs and on

characterizing its spatial and temporal distribution, its

dependence on the number of model realizations and on

domain size (Lucas-Picher et al. 2008; Alexandru et al.

2007; de Elı́a et al. 2008; Caya and Biner 2004; Wu et al.

2005; Giorgi and Bi 2000 for North American domains and

Vanvyve et al. 2008 for West Africa). Most of these studies

recognize that the IV exhibits a seasonal cycle for most of

the variables; the IV is not uniformly distributed within the

model domain and the magnitude of the IV is significantly

reduced for small domains. However, these studies state

that the IV could be large enough to affect the interpreta-

tion of the results when the model response to a physical

forcing, such as changes in land surface conditions, are

evaluated as shown by Giorgi and Bi 2000 and O’Brien

et al. 2010.

In recent years, a number of coordinated efforts

involving the use of ensembles of RCMs over different

regions of the world have led to a large amount of simu-

lations that allowed evaluating the uncertainties in regional

climate change simulations (PRUDENCE; Christensen

et al. 2001 and ENSEMBLES; Hewitt 2005 for Europe;

NARCCAP; Mearns et al. 2005 for North America;

CLARIS-LPB; Sanchez et al. 2010 for South America;

CORDEX; Giorgi et al. 2009 for Africa). These coordi-

nated experiments have produced a set of regional climate

change simulations using different RCMs nested into dif-

ferent global climate models for different emission sce-

narios. Consequently, the sources of uncertainty included

were mainly due to the scenario uncertainty and the models

both regional and global.
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In this work we concentrate on the evaluation of

uncertainties due to IV, model configuration and model

physics affecting the one-way nesting approach over South

America (SA) for seasonal simulations, in an attempt to

have a preliminary overview of the relative importance of

different sources of uncertainty inherent to the dynamical

downscaling technique, their characteristic magnitude and

their spatial distribution. This analysis aims to shed light on

evaluating in which areas and for what variables the

uncertainties are larger, or, in other words, the regional

simulation may be less reliable. Up to date there are only a

limited number of studies focused on evaluating the mag-

nitude of uncertainties of regional climate simulations over

South American domains, mainly concerning uncertainties

due to domain choice (Rauscher et al. 2006). Though the

CLARIS-LPB project is contributing to fill this gap mainly

through a coordinated experiment for simulating climate

change over SA, no systematic evaluation of different

uncertainty sources has been performed for this region.

Due to computational limitations, we concentrate on sea-

sonal simulations (as in Alexandru et al. 2007). This first

step could serve as a basis to evaluate whether climate

change projections performed within the CLARIS-LPB

framework are robust or fall within the intrinsic level of

uncertainty.

The paper is structured as follows: Sect. 2 describes the

experimental design and the metrics used for evaluation.

In Sect. 3 results from the ensemble of simulations focused

on different sources of uncertainty are presented. Section 4

includes a discussion about the hierarchy of sources of

uncertainty evaluated. Finally, conclusions and discussion

of the results are presented in Sect. 5.

2 Methodology

2.1 Brief description of the MM5 model, model

domain and driving data

The model used in this study is version 3.7 of the Fifth-

generation Pennsylvania-State University-NCAR non-

hydrostatic Mesoscale Model (MM5) (Grell et al. 1994).

Solman and Pessacg (2011) summarizes the overall model

performance over SA. All the simulations in this study

were performed using the explicit moisture scheme by Hsie

et al. (1984). The radiation package calculates long-wave

radiation through clouds and water vapor, based on

Stephens (1978) and Garand (1983). Surface processes are

represented by the Noah Land Surface Model (Chen and

Dudhia 2001). The integration domain (Fig. 1) covers most

Fig. 1 Model domain and

topography. The DOM_E

domain is the common domain

for every ensemble, except for

DOM ensemble. DOM_E

together with DOM_N,

DOM_C and DOM_W domains

define the ensemble members

corresponding to the DOM

ensemble. The number of grid

points for DOM_E, DOM_N,

DOM_W and DOM_C are

1599129; 1149177; 1599129

and 1149129, respectively
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of the South American continent, from the Equator to 50�S

and from 88� to 20�W with 130 points in the west–east

direction and 160 points in the south–north direction for

most of the experiments, except for those experiments in

which the lateral boundaries were modified, as described

below. It was configured on a Mercator projection grid with

a resolution of roughly 50 km. In the vertical 23 sigma

levels were used with the model top at 50 hPa. The land–

sea mask and topography have been derived from the US

Navy 10-min resolution dataset. Vegetation and soil

properties were obtained from USGS vegetation/land use

data base.

Initial and boundary conditions for the regional model

were provided by the European Centre for Medium-range

Weather and Forecasting reanalysis data set (ERA40)

(Uppala et al. 2005), available at 1.125� 9 1.125� resolu-

tion. Boundary conditions were updated each 6-h. Lateral

boundary conditions are specified in the model over a

boundary relaxation zone covering the outermost five grid

points at each side, with a relaxation constant that

decreases linearly away from the outermost boundaries.

Sea surface temperature (SST) was also prescribed from

the ERA40 dataset. The land surface model coupled to the

regional model also requires additional datasets for initial

conditions over land. These include soil temperature and

soil moisture at four layers below the surface (0–7; 7–28;

28–100 and 100–289 cm, respectively) prescribed from the

ERA40 reanalysis database.

2.2 Experimental design

All model integrations were performed for the period

October 1st to December 30th 1986. This period was

selected because it is characterized by contrasting condi-

tions, with anomalous wet (dry) conditions over La Plata

Basin-LPB (South Atlantic Convergence Zone-SACZ)

during November and anomalous dry (wet) conditions over

LPB (SACZ) during December, resembling one of the most

important intraseasonal variability patterns of precipitation

over SA during the warm season, the well-known see–saw

pattern (Nogués-Paegle and Mo 1997).

Four groups of ensemble experiments were built based

on a variety of sources of uncertainty in regional climate

simulations: initial conditions; domain geometry; physical

parameterizations and physical parameters using the Grell

cumulus scheme (Grell 1993) as described in Table 1. It

has been demonstrated that the ensemble size has an impact

on the estimation of the magnitude of the uncertainty

(Alexandru et al. 2007; Lucas-Picher et al. 2008). In order

to produce comparable estimates of the magnitude of the

uncertainty due to different sources, every ensemble was

built using four ensemble members. Though the number of

ensemble members could be questioned, the computational

resources have been a critical issue limiting the number of

simulations included in this work. In what follows the

rationale behind the generation of each ensemble is

presented.

The IV was evaluated by changing the starting date of

the simulations. This set of simulations started with initial

conditions 1 day apart, from October 1st to October 4th,

1986 and last until December 30th 1986. The ensemble is

referred to as IV ensemble. In order to quantify the IV for

simulations using grid nudging, we perform a second

ensemble accounting for the IV, but in this case every

simulation was forced within the model domain, by

applying grid nudging of the winds above the planetary

boundary layer (PBL). This ensemble is referred to as IV

NUD ensemble. The IV and IV NUD ensembles were

analyzed in order to evaluate to what extent the use of

nudging techniques may be detrimental in capturing the IV

in regional climate simulations. Apparently, there is no

consensus in the literature about the use of nudging tech-

niques in RCMs (Alexandru et al. 2007; Colin et al. 2010),

though some preliminary analysis using the MM5 model

over SA suggests that the use of nudging techniques

improves model performance (Solman and Pessacg 2011).

In most of the exercises using RCMs over different

regions of the world, the definition of the model domain is

somewhat arbitrary, though some studies have already

shown that domain choice is critical for regional climate

model studies (Seth and Giorgi 1998; Alexandru et al. 2007

and de Elı́a et al. 2008 for North America; Seth and Rojas

2003 and Rauscher et al. 2006 for South America, among

others). With this in mind, an ensemble of simulations was

performed over four different domains, referred to as DOM

ensemble. The definition of the domains is displayed in

Fig. 1. Note that for the set of simulations corresponding to

the DOM ensemble, not only the location of the boundaries

varies but also the total number of grid points, being the

DOM_E and DOM_W simulations comparable in terms of

the number of grid points in both meridional and zonal

direction, the DOM_N simulation has an increased

(reduced) number of grid points in the north–south (east–

west) direction and the DOM_C simulation covers a

smaller domain, compared with the rest of the ensemble

members.

Lessons learned from previous sensitivity studies to the

choice of physical parameterizations in RCMs suggest that

the uncertainty introduced by the variety in the model

physics in a RCM can be quite important. Solman and

Pessacg (2011) have shown that a large sensitivity to the

choice of the cumulus and PBL schemes is found for

seasonal scale simulations of precipitation over SA using

the MM5 model. Furthermore, the choice of physical
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parameterizations in a RCM is usually defined in terms of

model performance, though it has been shown that no

single combination of cumulus and PBL schemes is found

to outperform over the entire domain and the ensemble

approach arises as the best option (Solman and Pessacg

2011). Moreover, some authors suggest that using different

combinations of physical parameterizations in a RCM may

result in differences in the simulated climate comparable to

that found when using different RCMs. de Elı́a et al. 2008

showed that the largest uncertainties in long-term simula-

tions with a RCM were found using different model ver-

sions, in which several parameterizations were changed

from one version to another. In order to evaluate the extent

to which the choice of physical parameterizations can

produce a range of estimates of the simulated climate and

put this range in the context of the IV, two sets of

ensembles accounting for the choice in physical para-

meterizations have been performed. One of them was built

by changing the combination of cumulus and PBL

schemes, hereafter PHYS1 ensemble. The second one was

built by changing only the cumulus scheme, referred to as

PHYS2 ensemble. The purpose of analyzing these two

ensembles separately is to evaluate to what extent the level

of uncertainty due to the choice of physical parameteriza-

tions depends on how the ensemble is built. It is important

to have in mind that the combination of parameterizations

of physical processes in a model is subject to some limi-

tations due to strong interlinks among them so that not all

the combinations may give realistic responses. The PHYS1

and PHYS2 ensembles have been built based on previous

sensitivity studies using the MM5 model (Solman and

Pessacg 2011; Fernández et al. 2007; Lynn et al. 2009;

Tadross et al. 2006).

Regarding the physical parameterizations, parameter

choice deserves particular attention. Certain closure

parameters of the parameterized processes may be based on

incomplete physical knowledge or may be tuned under

specific test cases, so that their values may be somewhat

Table 1 List of simulations performed, indicating the name of the ensemble; the starting date of each member, the model domain, the use of grid

nudging technique, the combination of cumulus and PBL schemes, the parameters in the Grell cumulus scheme and the name of the experiment

ENSEMBLE Starting date Model domain Grid nudging Physics Parameters Name of the experiment

IV Oct 1st 1986 East No KF/MRF No 1 Oct

Oct 2nd 1986 East No KF/MRF No 2 Oct

Oct 3rd 1986 East No KF/MRF No 3 Oct

Oct 4th 1986 East No KF/MRF No 4 Oct

IV NUD Oct 1st 1986 East Yes KF/MRF No 1 Oct

Oct 2nd 1986 East Yes KF/MRF No 2 Oct

Oct 3rd 1986 East Yes KF/MRF No 3 Oct

Oct 4th 1986 East Yes KF/MRF No 4 Oct

DOM Oct 1st 1986 East No KF/MRF No DOM_E

Oct 1st 1986 West No KF/MRF No DOM_W

Oct 1st 1986 North No KF/MRF No DOM_N

Oct 1st 1986 Center No KF/MRF No DOM_C

PHYS 1 Oct 1st 1986 East No KF/ETA No KF/ETA

Oct 1st 1986 East No GR/MRF No GR/MRF

Oct 1st 1986 East No GR/ETA No GR/ETA

Oct 1st 1986 East No BM/MRF No BM/MRF

PHYS 2 Oct 1st 1986 East No KF2/MRF No KF2/MRF

Oct 1st 1986 East No GR/MRF No GR/MRF

Oct 1st 1986 East No KF/MRF No KF/MRF

Oct 1st 1986 East No BM/MRF No BM/MRF

PARAM Oct 1st 1986 East No GR/MRF DP = 50 hPa DT = 100 s P1

Oct 1st 1986 East No GR/MRF DP = 150 hPa DT = 100 s P2

Oct 1st 1986 East No GR/MRF DP = 150 hPa DT = 900 s P3

Oct 1st 1986 East No GR/MRF DP = 50 hPa DT = 1,800 s P4

KF, GR, BM and KF2 indicate the cumulus schemes used, respectively, Kain–Fritsch (Kain and Fritsch 1993), Grell (Grell 1993), Best–Miller

(Betts and Miller 1993) and Kain Fritsch 2 (Kain 2004). MRF (Bright and Mullen 2002) and ETA (Mellor and Yamada 1974) indicate the PBL

schemes used, respectively
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arbitrary. Consequently, ensembles of simulations using

ranges of plausible values for such parameters have

become a suitable methodology to produce probabilistic

climate predictions (Murphy et al. 2004, 2007 using a

global climate model and Yang and Arrit 2002 using a

RCM over North America). This so called perturbed

physics ensemble has been shown to capture much of the

uncertainty due to model imperfections. In this work we

constructed ensemble of simulations by perturbing two

parameters controlling the closure assumptions in the Grell

cumulus scheme: the convective timescale (DT) and the

maximum lifting depth for an unstable parcel (DP) in a

similar way as described in Yang and Arrit (2002). This

ensemble is referred to as PARAM ensemble.

A summary of all simulations discussed in this work is

presented in Table 1.

2.3 Evaluation methods

A measure of the uncertainty for each ensemble is

quantified by means of the spread among the ensemble

members, using the variance estimated between each four-

member ensemble, as in Alexandru et al. 2007, which will

be referred to as the inter-member variance:

r2
ensði; j; tÞ ¼

1

M

XM

m¼1

Xmði; j; tÞ � Xh iði; j; tÞ½ �2 ð1Þ

where M is the number of ensemble members (M = 4 for

each of the ensembles evaluated throughout this study);

Xm(i,j,t) represents the value of the variable X at grid point

(i,j) at time t, for the individual ensemble member m.

Xh iði; j; tÞ represents the ensemble mean, defined as:

Xh iði; j; tÞ ¼ 1

M

XM

m¼1

Xmði; j; tÞ ð2Þ

Since the inter-member variance among ensemble

members varies in space and time, spatial and temporal

averages of (1) have been calculated. As a measure of the

spatial distribution of the spread among individual

members of the ensembles, the square-root of the time-

averaged inter-member variance was computed:

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2

ensði; j; tÞ
t

q
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

N

XN

t¼1

r2
ensði; j; tÞ

vuut ð3Þ

where N is the number of time-steps. Since all simulations

cover a 90-days period and model outputs every 6 h were

saved, the number of time-steps is N = 360 for every

ensemble, except for the IV and IV NUD ensembles in

which 86 days (N = 344) were considered. For precipita-

tion daily outputs were used. The spin-up period is retained

in order to keep the longer available time-series. Equa-

tion 3 quantifies the climate of the spread among ensemble

members. A large (small) value of this quantity indicates a

large (small) discrepancy among individual members of the

ensemble.

The spatially averaged time averaged standard deviation

was computed as the square root of the spatially averaged

and time averaged inter-member variance:

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2

ensði; j; tÞ
tx;y

q
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

I
� 1

J
� 1

N

XI

i¼1

XJ

j¼1

XN

t¼1

r2
ensði; j; tÞ

vuut

ð4Þ

where I and J represent the number of grid points in the

east–west (x) and north–south (y) directions, respectively.

The five outermost grid points were excluded for calcu-

lating the spatial average. This measure summarizes the

mean spread among ensemble members.

To evaluate to what extent each individual member

differs with respect to the ensemble mean, the temporal

evolution of the domain-averaged squared difference

between each ensemble member and the ensemble mean is

quantified by means of the root mean square difference

(RMSD):

RMSDmðtÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Xmði; j; tÞ � Xh iði; j; tÞð Þ2

x;y
q

ð5Þ

This quantity allows exploring the regime dependence

of the discrepancy between each individual member with

respect to the ensemble mean.

Finally, in order to put the ensemble spread in the

context of the natural variability of any variable, we also

defined the ratio between the spread among the ensemble

members and the mean temporal variability of the

ensemble.

Rði; jÞ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2

ensði; j; tÞ
t

q

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Xmði; j; tÞ � Xmði; jÞ
t

� �2
� �t

s ð6Þ

As discussed by Lucas-Picher et al. (2008) this ratio

measures the relative importance of the ensemble spread

with respect to the natural variability of the variable

analyzed. Moreover, it tells to what extent the driving fields

exert a control on the RCM simulation. A small ratio

(R « 1) indicates that the ensemble spread is insignificant

compared with the natural variability, while a ratio close to

1 or larger indicates that the driving field has limited

control on the RCM and consequently the uncertainty

introduced by the RCM is significantly large.

These statistics will be evaluated for precipitation, 2 m

temperature and sea level pressure (slp) fields.
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3 Results

3.1 Internal variability

The spatial distribution of the square root of the time-

averaged inter-member variance (Eq. 3) for the IV

ensemble is shown in Fig. 2a, d and g, for mean slp,

temperature and precipitation fields, respectively. The first

thing to note is that for every variable the IV is not uni-

formly distributed within the domain. For slp large values,

indicating large discrepancies among individual members,

are found over the southeastern Atlantic Ocean, reaching a

maximum value of approximately 1.6 hPa. The western

and northern boundaries of the domain are inflow bound-

aries; consequently, they are dominated by the driving

fields making the IV very weak. The eastward propagation

of synoptic systems and their characteristic paths explain

the location of the maximum spread in the slp field close to

the outflow boundary. The temporal variability of the slp

field displayed in Fig. 2b, the denominator of Eq. 6, is

characterized by maximum values at high latitudes along

the storm-track and a quasi monotonic decrease towards

the north. Though Fig. 2b displays the temporal variability

for a particular season, the spatial distribution is similar to

the temporal variability calculated over longer-term period

(e.g. Jones and Simmonds 1993). However, the ratio

between the inter-member spread and the temporal vari-

ability (Eq. 6) displayed in Fig. 2c tells that the IV char-

acterizing the slp field is very low compared with the

natural variability throughout the domain, reaching a

maximum of 0.2 over the same area where the IV is the

largest. The low values of this ratio suggest that the

boundary conditions exert a dominant forcing in the RCM

solution and the different solutions do not deviate much

each other.

For temperature (Fig. 2d), the Amazon region is char-

acterized by the largest values of IV ranging from 1 to

1.5�C. Over the rest of the continent, the spread among

ensemble members is generally less than 1�C. Over the

ocean the SST forcing limits the IV of the 2 m temperature.

The temporal variability for this variable (Fig. 2e) attains

large values over the subtropical latitudes, where the day to

day synoptic activity is more intense, accordingly, the ratio

between the inter-member standard deviation and the nat-

ural standard deviation remains low over central Argentina

but reaches values of around 0.5 over the Amazon region.

The spatial distribution of the inter-member spread for

precipitation (Fig. 2g) is strongly related with the spatial

distribution of the precipitation itself. During the simulated

period, the largest amount of precipitation is observed over

tropical SA with a maximum over the South Atlantic

Convergence Zone (SACZ) (see Solman and Pessacg 2011

for reference). Accordingly, the largest inter-member

variability is found over that area. Note that the magnitude

of the ensemble spread is larger than 4 mm/day over much

of tropical SA. The temporal variability of precipitation

(Fig. 2h) shows maximum values over the SACZ area,

accordingly, the ratio between the inter-member spread and

the temporal variability (Fig. 2i) is relatively low over

SACZ and reaches large values over the Amazon region

(close to 0.7), indicating that each ensemble member

behaves very differently. This suggests that the domain is

large enough and the RCM is able to develop independent

solutions within the model domain.

Overall, the largest values of IV for temperature and

precipitation are found over tropical regions, well within

the model domain. Moreover, these regions display also the

largest values of the ratio between the IV and the natural

variability. According to Alexandru et al. (2007) who

evaluated the IV at seasonal scale over North America,

using less than 5 members to build the ensemble may not

give a robust estimate of the magnitude of the IV. How-

ever, our results are comparable to their, in terms of the

magnitude of the spread among the ensemble members for

precipitation. Moreover, the limited length of the integra-

tions could also cause an overestimation in the temporal

variability, thus limiting the values of the ratios displayed

in Fig. 2. Lucas-Picher et al. (2008) in their analysis of the

IV over North America found ratios close to one using

simulations spanning 10 years.

The temporal evolution of the RMSDs (Eq. 5) for each

individual member of the ensemble, averaged over the

model domain is displayed in Fig. 3 for the three variables

analyzed. Besides the spin up period, in which large dif-

ferences are found among the individual members of the

ensemble, there are some specific events in which the

simulations differ the most, particularly for the slp, sug-

gesting that the magnitude of the IV is regime dependent.

Figure 3 indicates that there is no trend in the time evo-

lution of the RMSDs for any variable, except for the spin-

up period, as expected, in agreement with Alexandru et al.

(2007), but contrary to Wu et al. (2005) who showed that

the impact of the initial conditions decreases as the simu-

lation length increases. Figure 3 suggests that the magni-

tude of the IV can be estimated using simulations spanning

only a limited number of months.

The analysis of the IV when the regional model uses

nudging techniques within the model domain throughout

the integration is summarized in Figs. 4 and 5. As expec-

ted, the magnitude of the spread among ensemble members

is reduced, compared with results shown in Fig. 2, due to

the strong control of the driving fields within the model

domain. It is worth to mention that the temporal variability

for every ensemble (IV NUD; DOM; PHYS and PARAM;

not shown) is very similar to that of the IV ensemble both

in terms of magnitude and spatial distribution, for every
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variable analyzed. The lack of freedom in the simulations

using grid nudging of the winds eliminates the possibility

of individual ensemble members to differ each other,

reducing the ratio of IV and temporal variability to very

low values, particularly for slp and temperature, and to a

lesser extent for precipitation (not shown). The temporal

evolution of the RMSDs for each member of the IV NUD

ensemble (Fig. 5) shows that for slp the individual

(a) (b) (c)

(f)(e)(d)

(g) (h) (i)

Fig. 2 Square root of the time-averaged inter-member variance for

the IV ensemble for a slp (hPa); d 2 m temperature (T2 m) (�C) and

g precipitation (mm/day). Temporal variability for the 86-days period

averaged over the four ensemble members of the IV ensemble for

b slp (hPa); e T2 m (�C) and h precipitation (mm/day). Ratio between

the inter-member spread and the temporal variability for slp c, T2 m

f and precipitation (i)
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members are very close each other and no dependence on

the regime is evident, in contrast with results from the IV

ensemble, except for the spin-up period. For temperature

and precipitation, the RMSDs are also reduced compared

with the IV ensemble, but, oscillate around 0, 3�C and

2 mm/day, respectively. These results question the conve-

nience of using nudging techniques for climate studies,

moreover, for evaluating to what extent the response to any

external forcing can be considered as significantly different

from noise. Underestimating the IV using nudging tech-

niques may lead to erroneous evaluation of the signal to

noise ratio.

3.2 Uncertainty due to Domain choice

Figures 6 and 7 summarize the DOM ensemble results,

where the comparison is made only for the common

domain (see Fig. 1). It is interesting to note that the mag-

nitude of the inter-domain variability for the slp (Fig. 6a) is

several times larger than the magnitude of the IV all over

the domain (Fig. 2a). Moreover, the spatial distribution of

the spread among members is quite different compared

with that of the IV ensemble. Larger values are found

 26DEC 

 26DEC 

6OCT 16OCT 26OCT 6NOV 16NOV 26NOV 6DEC 16DEC

6OCT 16OCT 26OCT 6NOV 16NOV 26NOV 6DEC 16DEC

6OCT 16OCT 26OCT 6NOV   16NOV 26NOV 6DEC 16DEC  26DEC 

(a)

(b)

(c)

Fig. 3 Temporal evolution of the RMSDs averaged over the model

domain for the IV ensemble for a slp (hPa); b T2 m (�C) and

c precipitation (mm/day)

(a)

(b)

(c)

Fig. 4 Square root of the time-averaged inter-member variance for

the IV NUD ensemble for a slp (hPa); b T2 m (�C) and c precipitation

(mm/day)
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mainly at mid-latitudes, south of 35�S, particularly near the

southern boundary. However, the ratio between the spread

among members and the temporal variability remains

smaller than 0.5 over most of the domain except over the

northern and western boundaries where it is close to 0.7

and 0.8, respectively (not shown). Inspection of Fig. 7a

suggests that the DOM_W simulation contributes the most

to the large spread within the DOM ensemble. Moving the

western boundary towards the west implies that the

regional model is able to solve the evolution of synoptic

systems that develop over the Pacific Ocean reaching the

South American continent, conversely, for the other

ensemble members the features of the synoptic systems

evolving over the Pacific Ocean are given by the ERA40.

Consequently the timing, intensity and location of these

systems can be different from that of the driving fields,

explaining the large spread over that area, where the syn-

optic-scale activity is more active (see Fig. 2b). Inspection

of individual synoptic events highlights the different

behavior of the DOM_W at a daily basis compared with the

other members, which develops deeper systems evolving

eastwards in the DOM_W member at higher latitudes.

Every ensemble member share the same western boundary

except the DOM_W experiment, suggesting that the loca-

tion of the western boundary results in the largest uncer-

tainty concerning domain choice.

6OCT    16OCT 26OCT 6NOV   16NOV 26NOV 6DEC 16DEC 26DEC

6OCT    16OCT 26OCT 6NOV   16NOV 26NOV  6DEC 16DEC 26DEC

6OCT    16OCT 26OCT 6NOV   16NOV 26NOV  6DEC 16DEC 26DEC

(a)

(b)

(c)

Fig. 5 Same as Fig. 3 but for the IV NUD ensemble

(a)

(b)

(c)

Fig. 6 Same as Fig. 4 but for the DOM ensemble
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The inter-domain variability for temperature (Fig. 6b) is

also larger than the IV, with the largest values over

northeastern Argentina (around 2�C). However, the ratio

between the inter-domain variability and the temporal

variability (not shown) maintains the same spatial distri-

bution compared with that of the IV ensemble and remains

below 1.0 all over the common domain. As for the slp, the

temporal evolution of the RMSD for each ensemble

member (Fig. 7b) shows that the DOM_W simulation

displays the largest differences with respect to the DOM

ensemble, being the rest of the ensemble members quite

close each other.

For precipitation the spatial distribution of the inter-

domain variability (Fig. 6c) maintains a similar spatial

structure compared with that of IV but its magnitude is

larger, as for the slp and temperature. The ratio between the

inter-domain variability and the temporal variability is also

larger, with values close to 0.8 over most of tropical SA

(not shown), suggesting that the uncertainty due to the

choice of the location of the domain is also quite important.

The temporal evolution of the RMSDs for individual

members (Fig. 7c) shows that for precipitation the spread

among each individual member is similar with no indi-

vidual member behaving particularly different from the

others. It is interesting to note that in the DOM ensemble

every ensemble member has a similar domain size except

the DOM_C simulation which has a smaller domain.

Interestingly, the RMSDs for each individual ensemble

member have similar magnitude. Some authors suggest that

larger domains may lead to larger uncertainties (Alexandru

et al. 2007; Lucas-Picher et al. 2008) as the regional model

can deviate more from the driving fields. In our results, it is

not evident that the smaller domain has any particular

behavior compared with larger domains. However, it is

also evident that we are not evaluating the IV for different

domain sizes, but the inter-domain variability that takes

into account not only different locations of the lateral

boundaries but also different domain sizes.

3.3 Uncertainty due to Model Physics

The inter-member variability for the PHYS1 ensemble is

displayed in Fig. 8. The spatial pattern of the inter-member

variability is similar to that of the IV ensemble for slp

(Fig. 2a), though the magnitude is twice as large.

Accordingly, the ratio between the inter-member variabil-

ity and the temporal variability increases but it still remains

below 1.0, reaching maximum values of 0.6 over the sub-

tropical western Atlantic Ocean (not shown). The temporal

evolution of the RMSDs for each individual member

depicts a particular behavior (Fig. 9a). It is evident that two

pairs of experiments can be identified behaving differently,

depending mainly on which PBL scheme is being used.

For temperature the inter-member variability (Fig. 8b)

also shows a spatial pattern similar to that of the IV

ensemble, but the magnitude is larger than 2.5�C all over

the continental areas with values above 3�C over central

Argentina and central Brazil. This may be due to one of the

simulations being too warm yielding large values of inter-

member spread. The temporal evolution of the RMSDs for

each member, shown in Fig. 9b, clarifies this behavior. The

BM/MRF experiment shows the largest differences, larger

than 3�C on average, compared with the rest of the

ensemble members. This experiment strongly overesti-

mates the 2 m temperature over tropical areas, yielding

large differences averaged all over the model domain, with

respect to the other ensemble members. The ratio between

the inter-member variability and the temporal variability

(not shown) reaches values of around 0.9 over much of

tropical regions. This suggests that the choice of physical

parameterizations has a strong control on the simulated

climate, similar to the control exerted by the driving fields.

For precipitation, the spatial distribution of the inter-

member variability of the PHYS1 ensemble (Fig. 8c) is

quite different compared with that of the IV ensemble. The

largest values are found over northern Argentina, the

Andes and over the coastal area of the SACZ. Beside this,

the magnitude of the spread is larger compared with that of

the IV ensemble, as expected, due to the strong impact of

 26DEC 

 26DEC 

6OCT 16OCT 26OCT 6NOV 16NOV 26NOV 6DEC 16DEC

6OCT 16OCT 26OCT 6NOV 16NOV 26NOV 6DEC  16DEC

6OCT 16OCT 26OCT 6NOV 16NOV 26NOV 6DEC  16DEC  26DEC 

(a)

(b)

(c)

Fig. 7 Same as Fig. 3 but for the DOM ensemble
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both the cumulus and PBL schemes on precipitation, as

shown in Solman and Pessacg (2011), yielding a ratio of

inter-member variability over the temporal variability lar-

ger than 0.8 over much of the continental domain (not

shown). The temporal evolution of the RMSDs shown

in Fig. 9c, summarizes the particular behavior of each

ensemble member. In particular, the BM/MRF, which

strongly underestimates precipitation over tropical regions,

arises as the member that deviates the most throughout the

integration period with respect to the ensemble mean. The

systematic overestimation of precipitation in the KF/ETA

simulation over tropical areas of the domain (as shown in

Solman and Pessacg 2011) also explains the large values of

RMSD for the KF/ETA ensemble member. Fig. 9c also

shows that the RMSDs seem to increase throughout the

integration period, in contrast with results shown for other

sources of uncertainty (see Figs. 8c and 4c). The integra-

tion period is characterized by anomalous wet conditions

over SACZ during December, thus the largest differences

are more evident during December when the largest pre-

cipitation events occur.

For the PHYS2 ensemble, the inter-member variability

for the slp is very similar to that of the PHYS1 ensemble

(Fig. 10a). For temperature Fig. 10b presents a similar

spatial pattern to that of the IV and PHYS1 ensembles, with

6OCT 16OCT 26OCT 6NOV 16NOV 26NOV 6DEC 16DEC 26DEC

6OCT 16OCT 26OCT 6NOV 16NOV 26NOV 6DEC 16DEC 26DEC

6OCT 16OCT 26OCT 6NOV 16NOV 26NOV 6DEC 16DEC 26DEC

(a)

(b)

(c)

Fig. 9 Same as Fig. 3 but for the PHYS1 ensemble

(a)

(b)

(c)

Fig. 8 Same as Fig. 4 but for the PHYS1 ensemble
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values above 2.5�C over much of the continental area.

However, compared with the PHYS1 ensemble, the mag-

nitude of the ensemble spread is lower. For precipitation the

inter-member variability (Fig. 10c) has a spatial distribu-

tion quite similar to that of the IV ensemble but with larger

values particularly over tropical regions. Comparing the

PHYS1 and PHYS2 ensembles, it is evident that the spatial

pattern of the inter-member variability and its magnitude

depend on how the ensemble is built. Overall, changing

only the cumulus schemes, as for the PHYS2 ensemble, or

changing the combination of both the cumulus and the PBL

schemes, as for the PHYS1 ensemble, yields comparable

estimates of uncertainty due to the choice of physical

parameterizations for slp but not for temperature and pre-

cipitation. This result suggests that estimating the uncer-

tainty due to model physics should include a broad range of

possible combinations of physical schemes in order to have

a robust estimation of this source of uncertainty.

3.4 Uncertainty due model physics II: Physical

parameters

The inter-member spread for slp is almost the same as for

the IV ensemble both in terms of spatial distribution and

magnitude (Fig. 11a). Figure 11b shows that the inter-

member spread for temperature is also similar to the IV

ensemble, though the magnitude is slightly larger. For

precipitation (Fig. 11c), the spatial distribution of the inter-

member variability is similar to that of the IV ensemble,

though larger values are found over the oceanic extension of

the SACZ. This difference may be due to the IV ensemble

uses the Kain–Fristch cumulus scheme whereas the

PARAM ensemble in based on the Grell cumulus scheme.

Solman and Pessacg (2011) found that the Grell (Kain–

Fristch) scheme systematically underestimates (overesti-

mates) precipitation over tropical regions, consequently, the

uncertainty over tropical SA using the Grell scheme may be

also underestimated compared with the ensemble using the

Kan–Fristch scheme. The ratio between the inter-member

variability and the temporal variability presents a similar

pattern to that of the IV ensemble both in terms of the

spatial distribution and magnitude. Again, the tropical

regions seem to be more controlled by the specific config-

uration of the regional model than by the driving fields.

4 Discussion of the hierarchy of uncertainty sources

In order to summarize the relative relevance of the set of

uncertainty sources evaluated in this work, Fig. 12 shows

(a)

(b)

(c)

Fig. 10 Same as Fig. 4 but for the PHYS2 ensemble
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the square root of the domain averaged time averaged inter-

member variance (Eq. 4) for each ensemble for the three

variables analyzed: slp, temperature and precipitation. We

ordered the set of ensembles with increasing inter-member

spread for temperature in a similar way as in de Elia et al.

(2008), with the aim of assessing a ranking among different

sources of uncertainty, and the same order has been kept

for displaying the mean spread for precipitation and slp,

though the ranking of the uncertainty sources is not the

same. In addition, the domain averaged temporal vari-

ability (denominator of Eq. 6) for each variable is also

displayed for each ensemble.

For every variable analyzed the uncertainty introduced

by the initial conditions represents the lowest level of

uncertainty, a noise level against which any signal

regarding the response of the regional climate to any

forcing, should be compared. The use of nudging tech-

niques reduces the IV in the regional simulation. For

temperature, this uncertainty source ranges from 0.3 to

0.6�C for the IV NUD and IV ensembles, respectively,

whereas for precipitation, it ranges from 2 mm/day to less

than 4 mm/days, respectively. Note that the magnitude of

the IV is close to the estimations shown in Alexandru et al.

(2007), though the number of ensemble members in this

work is smaller. The uncertainty introduced by the freedom

of choice in physical parameters (PARAM) seems to be

comparable or slightly larger to that introduced by the

initial conditions, suggesting that the impact of model

imperfections is well within the characteristic noise level of

regional simulations. The uncertainty introduced by the

choice in the definition of the domain follows in the

ranking for both temperature and precipitation, with mag-

nitudes of approximately 1.3�C and 5.5 mm/day, respec-

tively, but it is certainly the largest source of uncertainty

for slp. This result suggests that the modeled climate

depends strongly on the definition of the domain, conse-

quently, any intercomparison exercise using different

RCMs for evaluating the uncertainty in regional climate

change scenarios for the near future, in which the tem-

perature is projected to increase no more than 1�C over

much of the South American continent (Marengo et al.

2010) should be performed at least using the same domain

due to the large dependence of the simulated climate on

domain definition. The choice of physical parameteriza-

tions represents the largest source of uncertainty for tem-

perature, with values close to 2�C and for precipitation, in

agreement with de Elı́a et al. (2008), though its impact on

simulating slp is not so relevant (close to 1 hPa). The

magnitude of the level of uncertainty due to the choice of

model physics depends strongly on how the ensemble is

(a)

(b)

(c)

Fig. 11 Same as Fig. 4 but for the PARAM ensemble
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built, mainly for precipitation, ranging from 4.5 mm/day

for the PHYS1 ensemble to 5.8 mm/day for the PHYS2

ensemble. The limited number of members in these

ensembles may produce uncertainty estimates not suffi-

ciently robust. In order to evaluate this possibility, a

6-member ensemble was built using the experiments

included in PHYS1 and PHYS2, yielding values of inter-

member spread of 1.1 hPa, 2.1�C and 5.6 mm/day for slp,

temperature and precipitation, respectively. The magnitude

of the uncertainty for slp and temperature is similar to those

for the PHYS1 and PHYS2 ensembles, but not for pre-

cipitation. This suggests that large ensembles should be

considered to have a robust estimate of the spread of

regional climate simulations due to the freedom in the

choice of physical parameterizations. This estimation could

also be done building multi model ensembles that are

expected to show a range of modeled climates within the

same range as those obtained with the same model with

different physical options.

Note that for all these sources of uncertainty the inter-

member spread is always smaller compared with the tem-

poral variability, indicating that the inter-member agree-

ment with each other is high compared with the natural

variability, in other words, the inter-member spread is not

significant.

Several authors have raised the question concerning to

what extent these sources of uncertainty impact on the

seasonal averages. Though the sources of uncertainty are

numerous, the IV has received considerable attention in the

literature. de Elı́a et al. (2008), Alexandru et al. (2007) and

Fig. 12 Square root of the domain averaged-time averaged inter-

member variance (STD) and temporal variability (red circles) for

a slp (hPa), b T2 m (�C) and c precipitation (mm/day) for the set of

sources of uncertainty evaluated: Internal Variability (IV); Internal

Variability using grid nudging (IV NUD); physical parameters

(PARAM); domain choice (DOM) and physical parameterizations

(PHYS1 and PHYS2). d shows the domain averaged inter-member

spread calculated for the seasonal average precipitation (green
circles) and the domain average-time average precipitation (purple
circles) for each ensemble
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Lucas-Picher et al. (2008) agree on that the IV has an

impact on seasonal averages; the longer the averaging

period the smaller the impact of the IV on seasonal aver-

ages. In general we are mostly interested on the statistics of

the simulated climate, rather than on the particular tem-

poral behavior within a particular period, so the relevance

of the inter-member variability on the seasonal mean is

relevant. Fig. 12 includes the domain averaged inter-

member spread calculated for the seasonal averages,

together with the temporal and domain averaged values of

precipitation (Fig. 12d). It is evident that the inter-member

spread for the seasonal mean is reduced compared with the

temporal mean of the inter-member spread for every

ensemble, in agreement with previous studies. It is also

evident that the coefficient of variation, the ratio between

the inter-member spread calculated on the seasonal mean

and the mean precipitation, is less than 25% for the IV

ensembles, but it increases up to 60% for the DOM

ensemble and a much higher value is found for the per-

turbed physics ensemble (PARAM ensemble). The level of

uncertainty when different combinations of physical

schemes are considered is even larger than the mean pre-

cipitation, yielding coefficients of variations larger than

100%, indicating that the uncertainty at the seasonal scale

is important to be considered.

All the uncertainty estimates discussed above are based

on simulations spanning over a single season. It has been

shown that the level of uncertainty is regime-dependent.

The simulated period, characterized by alternating wet and

dry conditions over subtropical and tropical SA, respec-

tively, allows including different regimes, so the results

presented in this work may be representative, at least, for

the austral spring season.

5 Concluding remarks

The purpose of this work is to evaluate different sources of

uncertainty inherent to the regional climate modeling

approach over SA with the aim of analyzing how they

impact on the simulated climate. The main objective was to

characterize the spatial pattern and magnitude of the

uncertainty. To fulfill this aim several 4-member ensembles

were performed in order to quantify the level of uncertainty

due to the IV, the freedom in the domain choice, the

freedom in the selection of physical parameters within a

physical parameterization and the freedom in the selection

of the combination of physical schemes in the regional

model. The simulations were performed with the MM5

model spanning over one spring season over SA. Every

simulation was driven by the ERA-40 reanalyses. For each

ensemble, the ensemble spread was evaluated in terms of

the square root of the variance of each individual member

with respect to the ensemble mean during the integration

period.

The first source of uncertainty evaluated was that

arising from initial conditions, referred to as the IV. The

IV is not uniformly distributed within the model domain

but displays preferential regions where the IV is particu-

larly large. For the sea level pressure, the maximum values

of IV are found over the southeastern Atlantic Ocean (up

to 1.7 hPa), close to the outflow boundary. For tempera-

ture, the areas with larger IV are located over tropical SA

and northern Argentina with values up to 1.5�C. For

precipitation the largest spread among members is found

over the areas where large convective precipitation occurs,

the SACZ region and tropical SA, with an inter-member

spread up to 10 mm/day. As for temperature, the larger

values of the inter-member spread normalized with respect

to the temporal variability are confined over tropical areas,

suggesting a higher control of the driving fields over mid-

latitudes, as expected. Inspection of the temporal evolution

of the spread among individual members suggests that the

IV is regime dependent, particularly for slp and precipi-

tation, in agreement with previous studies. Using nudging

techniques reduces dramatically the IV in the regional

simulation due to the strong control of the driving fields

within the model domain, which inhibits the ensemble

members to deviate from each other. However, it is

interesting to note that the temporal variability is not

affected by the use of nudging techniques for any of the

variable analyzed.

The domain choice introduces a large uncertainty in the

simulated fields, particularly for the slp, characterized by a

large spread over the region depicting the largest eddy

activity at mid-latitudes. Inspection of results reveals that

moving the western boundary further to the west has a

strong impact on the simulated climate. When the model

domain includes a broad region upstream SA, the behavior

of the synoptic-scale systems can be quite different from

that of the low resolution driving fields, in terms of their

intensity and location and the simulation becomes uncor-

related with the other ensemble members in which the

western boundary (inflow) is closer to the South American

continent. The large inter-domain variability suggests that

the definition of the regional domain should include a very

detailed analysis of what are the relevant mechanisms that

are worth to be solved with high resolution and that could

impact the variables of interest.

The spatial pattern of the ensemble spread is invariant

with respect to the source of uncertainty, particularly for

precipitation and temperature and, to a lesser extent, for

slp. In other words, the growing error maintains a pref-

erential direction of growth independent of the uncertainty

source, though the magnitude of the uncertainty depends

on the source. This allows establishing a ranking regarding
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the relative importance among different sources of

uncertainty. The IV represents the lower level of uncer-

tainty for every variable analyzed, in agreement with de

Elı́a et al. (2007). The uncertainty due to the choice of

model physics arises as the most important uncertainty,

particularly for temperature and precipitation, with values

of spread around 2�C and 5.8 mm/day, respectively. It is

interesting to note that the uncertainty due to domain

choice lies in between the IV and the uncertainty due to

the model itself for temperature and precipitation. This

result does not agree with those presented by (de Elı́a et al.

2008) probably due to their simulations were constrained

by the use of large-scale nudging, which limits the

sensitivity of the simulated climate to domain issues

(Miguez-Macho et al. 2005).

Though the magnitude of the spread among members of

the different set of ensembles may be quite large, it is

important to remark that no matter which uncertainty

source is being evaluated, the spread is generally weaker

when it is compared with the natural variability, yielding

ratios between the inter-member spread and the natural

variability smaller than 1, suggesting that these uncertain-

ties can be considered not significant (Rinke et al. 2006).

This may be due to the day to day variability is large

enough to reduce the relative importance of the uncer-

tainty. However, when the seasonal mean precipitation is

evaluated, though the magnitude of the uncertainty is

weaker for every source, as in previous studies, the

uncertainty due to the choice of physical parameterizations

is larger than the simulated precipitation itself. The small

size of our ensembles and the fact that only one season

statistics is being considered may be insufficient to draw

robust conclusions about the magnitude of the spread at the

seasonal scale level.

This work represents an attempt to characterize uncer-

tainties in regional climate simulations over South Amer-

ica; however, we must be careful in generalizing the

conclusions drawn from this study using a specific RCM, a

limited number of ensemble members and a limited length

of the simulations. It is expected that longer simulations

and larger ensembles could be performed in order to have a

robust estimate of the uncertainties that will allow drawing

conclusions about how reliable may be the regional climate

simulations over SA.
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