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A HÖLDER INFINITY LAPLACIAN OBTAINED AS LIMIT OF

ORLICZ FRACTIONAL LAPLACIANS

JULIÁN FERNÁNDEZ BONDER, MAYTE PÉREZ-LLANOS AND ARIEL M. SALORT

Abstract. This paper concerns with the study of the asymptotic behavior of
the solutions to a family of fractional type problems on a bounded domain, sat-
isfying homogeneous Dirichlet boundary conditions. The family of differential
operators includes the fractional pn-Laplacian when pn → ∞ as a particu-
lar case, tough it could be extended to a function of the Hölder quotient of
order s, whose primitive is an Orlicz function satisfying appropriated growth
conditions. The limit equation involves the Hölder infinity Laplacian.

1. Introduction

Asymptotic behavior of solutions of p−Laplacian type equations as p→ ∞ and
its relation with the well-known ∞−Laplacian

(1.1) −∆∞u :=

〈
D2u

Du

|Du|
,
Du

|Du|

〉
,

introduced by G. Aronsson [1] when studying the Lipschitz extension problem, have
been extensively studied, giving rise to a considerable literature devoted to this
issue. We suggest the interested reader the survey paper on Absolutely Minimizing
Lipschitz functions (AMLE) [2] and references therein.

However, there are indeed several research directions assembled behind this anal-
ysis. Another motivation comes from the analysis of torsional creep problems. Ac-
cording to [3, 18], torsional creep problems are related to inhomogeneous problems
of the type

(1.2)

{
−∆pu = f > 0 in Ω,

u = 0 on ∂Ω,

where, as usual, −∆pu := −div(|∇u|p−2∇u) is the well-known p−laplacian opera-
tor.

As remarked in [18], several facts on elastic-plastic torsion theory suggested that,
if we denote by up the solution to (1.2), then necessarily, as p→ ∞, up → dist(·, ∂Ω)
in some sense, where dist(·, ∂Ω) stands for the distance function to the boundary
of Ω with respect to the Euclidean norm | · |, i.e. dist(x, ∂Ω) := infy∈∂Ω |x− y|, for
each x ∈ Ω. Indeed, in [18] the author established the uniform convergence of up
to dist(·, ∂Ω) in Ω as p → ∞, via variational arguments and maximum principles,
while in [3] the authors used an approach based on the analysis of the viscosity
solutions of the limiting problem of the family of equations (1.2).
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There can be considered more general differential operators on the left handside
of (1.2). For example, the p−laplacian operator can be replaced by its (inhomoge-
neous) variable exponent version, namely −∆p(x)u := −div(|∇u|p(x)−2∇u), where
the variable exponent p(x) is a continuous function bounded away from 1 and ∞
and similar results are obtained. See for instance [23, 25, 26, 27].

Different generalizations of this kind of problems arise when considering differen-
tial operators settled in Orlicz-Sobolev spaces, though the literature in this specific
direction is much fewer in number, see [5, 27, 28]. Precisely, [5] is concerned with
the asymptotic behavior of the sequence of solutions un of

(1.3)

{
−∆gnu := −div

(
gn(|∇u|)

|∇u| ∇u
)
= 1 in Ω,

u = 0 on ∂Ω,

when gn satisfies the so-called Lieberman condition (see [21])

p−n − 1 ≤
tg′n(t)

gn(t)
≤ p+n − 1 ∀ t ≥ 0,

with p+n ≤ βp−n for some β > 1 and p−n → ∞.
It was established in [5] that, if un is the solution to (1.3), then un converges

uniformly to dist(·, ∂Ω) in Ω, as n→ ∞.
We notice that it is a somehow expected result, given that problem (1.2) is a

particular case of (1.3), just taking gn(t) = |t|pn−2t with pn → ∞.
Another field related to this kind of asymptotic approach as p→ ∞ in equations

of p−laplacian type are the so called Tug-of-war-games, see for example [24]. It is
a two-person, zero-sum game, in which a token is placed at some point x0 ∈ Ω and
in each turn, the corresponding player moves the token to some position in a ball of
radius ε, according to the result of a coin flip and the directions previously chosen
by the players. The game finishes when one of the players gets out of the domain
or achieves the boundary, thus receiving the pay-off value given by a function g
defined on the boundary ∂Ω. In the limit as ε → 0 the deterministic model is
governed by the infinity Laplacian operator (1.1).

In [4], the coin flip is replaced by a symmetric s-stable stochastic Levy process
with s ∈ (1/2, 1), thus leading to a nonlocal integro-differential equation governed
by an infinity fractional Laplacian when ε→ 0. Choosing appropriately a parameter
in this operator leads to the so called Hölder infinity laplacian,

(1.4) Lsu(x) := L+
s u(x) + L−

s u(x) := sup
y∈RN

u(x)− u(y)

|x− y|s
+ inf
y∈RN

u(x)− u(y)

|x− y|s
,

studied in [8]. If g ∈ C0,s(∂Ω) the function u solving

(1.5)

{
Lsu = 0 in Ω,

u = g on ∂Ω,

produces the optimal Hölder extension to Ω of the Hölder boundary data g, in the
sense that the Hölder seminorm for u in Ω is always less than or equal to the one for
the boundary data given on ∂Ω. Problem (1.5) is obtained taking limit as p → ∞
in

(1.6)

{
(−∆p)

su = 0 in Ω,

u = g on ∂Ω,
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where (−∆p)
s is the so-called fractional p−laplacian defined by

(−∆p)
su(x) = p.v.

∫

RN

|u(x)− u(y)|p−2(u(x) − u(y))

|x− y|N+sp
dy.

See [14] for the details.
A bridge between fractional order theories and Orlicz-Sobolev settings is provided

in [13]. In that paper, the authors define the Fractional order Orlicz-Sobolev spaces,
associated to the Orlicz function G, as

W s,G(RN ) :=
{
u ∈ LG(RN ) : Φs,G(u) <∞

}
,

being LG(RN ), the usual Orlicz-Lebegue space,

LG(RN ) = {u ∈ L1
loc(R

N ) : ΦG(u) <∞},

and the modulars ΦG and Φs,G are determined by

ΦG(u) :=

∫

RN

G(u(x)) dx, Φs,G(u) :=

∫∫

RN×RN

G

(
u(x)− u(y)

|x− y|s

)
dx dy

|x− y|N
.

See the preliminary Section 2 for the most relevant facts about these spaces.
In addition, in [13], the authors recover the classic Orlicz-Sobolev space corre-

sponding to G, as s → 1, extending the celebrated result by Bourgain, Brezis and
Mironescu [6] to this fractional Orlicz-Sobolev setting. They conclude obtaining ex-
istence and uniqueness results to weak solutions related to the fractional g-laplacian
operator, defined as

(−∆g)
su := p.v.

∫

RN

g

(
u(x)− u(y)

|x− y|s

)
dy

|x− y|N+s

where p.v. stands for in principal value and g = G′. Observe that when G(t) = |t|p,
then g(t) = |t|p−2t and hence (−∆g)

s = (−∆p)
s is the fractional p−laplacian.

This discussion leads to the main purpose of this paper, the study of the limit
problem for

{
(−∆gn)

sun = f in Ω,

un = 0 on R
N \ Ω,

(1.7)

where Ω ⊂ R
N is a bounded Lipschitz domain, s ∈ (0, 1) and f is a suitable given

function.
The functions gn are odd and verify that gn(t) = G′

n(t), being {Gn(t)}n∈N a
sequence of Orlicz functions, satisfying the growth condition

p−n ≤
tgn(t)

Gn(t)
≤ p+n , for any t > 0.

Our main concern in this work is to analyze the passage to the limit as n → ∞
in the spirit of [14], under the assumption that for some β > 1 it holds

(1.8) p−n → ∞ as n→ ∞ and p+n ≤ βp−n .

Given that we could take the specific choice gn(t) = |t|pn−2t, so that the operator
(−∆gn)

s agrees with the fractional pn−laplacian, it is natural to expect that the
limit problem is the same as the one obtained in [14], as it indeed happens.

The rest of the paper is organized as follows. In Section 2 we introduce some
preliminary definitions and properties on fractional Orlicz-Sobolev spaces and frac-
tional g−Laplacian operators. Section 3 is devoted to provide for precise definitions
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of weak and viscosity solutions of Dirichlet g−Laplacian type problems as well as
the conditions under which weak solutions are viscosity ones. In section 4 we es-
tablish some a priori estimates ensuring the convergence of sequence of solutions
un to some function u∞, which can be explicitly determined when f is positive.

2. Preliminaries

In this section we make a brief overview on the classical Orlicz-Sobolev spaces,
as well as we introduce the Fractional order Orlicz-Sobolev Spaces, their main
properties, studied in [13], and the associated fractional g−laplacian operator.

2.1. Orlicz functions. By an Orlicz function G : R → R we understand a function
fulfilling the following properties:

G is even, continuous, convex, increasing for t > 0 and G(0) = 0;(G0)

G satisfies the ∆2 condition, i.e.(G1)

there exists C > 2 such that G(2t) ≤ CG(t), for any t > 0;

lim
x→0

G(x)

x
= 0 and lim

x→∞

G(x)

x
= ∞.(G2)

Denoting as g(t) = G′(t) we assume that they are related through the following
growth assumption

(2.1) 0 < p− ≤
tg(t)

G(t)
≤ p+ ∀t > 0.

An immediate consequence of (2.1) is the following polynomial growth, both on
G and g.

Lemma 2.1. Assume G is an Orlicz function satisfying (2.1) and normalized as
G(1) = 1. Then the following polynomial growth hold

tp
−

≤ G(t) ≤ tp
+

for t > 1(2.2)

tp
+

≤ G(t) ≤ tp
−

for 0 < t < 1(2.3)

p−tp
−−1 ≤ g(t) ≤ p+tp

+−1 for t > 1(2.4)

p−tp
+−1 ≤ g(t) ≤ p+tp

−−1 for 0 < t < 1.(2.5)

The normalization condition G(1) = 1 is by no means restrictive. In fact given

c > 0, if G verifies (2.1), then G̃(t) = cG(t) also satisfies (2.1) with the same
constants p±. Therefore, choosing c = G(1)−1 we conclude

G(1)min{tp
−

; tp
+

} ≤ G(t) ≤ G(1)max{tp
−

; tp
+

}.

Inequalities (2.4) and (2.5) are modified accordingly.
This simple observation allows us to prove that

(2.6) G(a)min{tp
−

; tp
+

} ≤ G(at) ≤ G(a)max{tp
−

; tp
+

},

since Ĝ(t) = G(at) also fulfils (2.1) with the same constants p±.
The next lemma is deduced by combining (2.6) with (2.1).

Lemma 2.2. Let G be an Orlicz function satisfying (2.1) and let β > 1 be such
that p+ ≤ βp−. Then, for every t > 0 and 0 < t < 1 it holds that

(2.7) β−1g(a)tp
+−1 ≤ g(at) ≤ βg(a)tp

−−1.
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The proof of this lemma is immediate.
The complementary function of an Orlicz function G is defined as

G∗(a) := sup{at−G(t) : t > 0}.

From this definition the following Young-type inequality holds

(2.8) at ≤ G(t) +G∗(a) for every a, t ≥ 0.

It is easy to deduce the identity,

(2.9) G∗(g(t)) = tg(t)−G(t),

for every t > 0, see [13, Lemma 2.9]. Now (2.9) and (2.1) yield that

(2.10) (p+)′ ≤
tg∗(t)

G∗(t)
≤ (p−)′,

where g∗(t) = (G∗)′(t). Observe that (2.10) implies that G∗ verifies the ∆2 condi-
tion. See [19, Theorem 4.1].

Remark 2.3. Notice that indeed, [19, Theorem 4.1] entails that (2.1) is equivalent
to the fact that G and G∗ both satisfy the ∆2 condition.

At some point we need to impose a further restriction on g(t), namely

(2.11)
tg′(t)

g(t)
≤ p+ − 1 ∀t > 0.

It is easy to check that the second inequality in condition (2.1) follows from
(2.11).

Moreover, conditions (2.11) and (2.7) imply the next lemma.

Lemma 2.4. Assume that G verifies (2.1) and g = G′ verifies (2.11). Then

(2.12) g′(ct) ≤ (p+ − 1)β
g(c)

c
tp

−−2,

for any c > 0 and 0 < t < 1.

Proof. Denote g̃(t) = g(ct). Then is easy to see that g̃ also verifies (2.11). Therefore,
using (2.7) we get

g̃′(t) ≤ (p+ − 1)
g̃(t)

t
= (p+ − 1)

g(ct)

t
≤ (p+ − 1)βg(c)tp

−−2.

This concludes the proof. �

Remark 2.5. Throughout this paper it will always be assumed that the Orlicz func-
tion G satisfies (2.1). Whenever (2.11) is required it will be pointed out explicitly.

2.2. Fractional Orlicz–Sobolev spaces. Given an Orlicz function G and a frac-
tional parameter 0 < s < 1, we consider the spaces LG(RN ) andW s,G(RN ) defined
as

LG(RN ) :=
{
u : RN → R measurable, such that ΦG(u) <∞

}
,

W s,G(RN ) :=
{
u ∈ LG(RN ) such that Φs,G(u) <∞

}
,
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where the modulars ΦG and Φs,G are determined by

ΦG(u) :=

∫

RN

G(u(x)) dx,

Φs,G(u) :=

∫∫

RN×RN

G

(
u(x)− u(y)

|x− y|s

)
dx dy

|x− y|N
.

Observe that, Remark 2.3 and [20, Theorem 3.13.9 and Remark 3.13.10] guar-
antee the reflexivity of the space LG(RN ). Moreover, by [13], W s,G(RN ) is also
reflexive.

The following definitions will simplify the notation. Given u ∈ L1
loc(R

N ) we
define

(2.13) Dsu(x, y) :=
u(x)− u(y)

|x− y|s
,

the Hölder quotient of order s.
Let us also denote by µ the measure on R

N × R
N given by

(2.14) dµ :=
dxdy

|x− y|N
.

Note that µ is a regular Borel measure, though not a Radon measure, since any
open set containing points on the diagonal ∆ := {(x, x) : x ∈ R

N} has infinite
µ−measure.

With these notations at hand, the fractional Orlicz-Sobolev space can be ex-
pressed as

W s,G(RN ) = {u ∈ LG(RN ) : Dsu ∈ LG(RN × R
N , dµ)}

while the associated modular is written as

Φs,G(u) =

∫∫

RN×RN

G(Dsu) dµ.

These spaces are endowed with the so-called Luxemburg norms

‖u‖G = ‖u‖LG(RN ) := inf
{
λ > 0: ΦG

(u
λ

)
≤ 1
}

and

‖u‖s,G = ‖u‖W s,G(RN ) := ‖u‖G + [u]s,G,

where

[u]s,G := inf
{
λ > 0: Φs,G

(u
λ

)
≤ 1
}
.

For 0 < s < 1, the term [ · ]s,G will be called the (s,G)−Gagliardo seminorm.
Young’s inequality (2.8) easily implies the following Hölder-type inequality in

Orlicz spaces

Lemma 2.6. Let G be an Orlicz function and G∗ its complementary function.
Then for every u ∈ LG(Ω) and v ∈ LG

∗

(Ω), it holds

(2.15)

∫

Ω

|uv| dx ≤ 2‖u‖G‖v‖G∗ .

Proof. The proof can be found in any of the above mentioned references on Orlicz
spaces, for instance in [19]. We include the proof for completeness.
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Assume first that ‖u‖G = ‖v‖G∗ = 1, then ΦG(u) = ΦG∗(v) = 1 and hence,
using (2.8),

(2.16)

∫

Ω

|uv| dx ≤ ΦG(u) + ΦG∗(v) = 2.

Now, the proof of (2.15) follows by considering ū = u/‖u‖G and v̄ = v/‖v‖G∗ in
(2.16). �

We also introduce the space,

W s,G
0 (Ω) :=

{
u ∈W s,G(RN ) : u = 0 a.e. in R

N \ Ω
}
.

Alternatively, one can consider

W̃ s,G(Ω) := C∞
c (Ω)

‖·‖s,G

.

In the classical case, i.e. when G(t) = tp, these spaces W s,p
0 (Ω) and W̃ s,p(Ω)

are known to coincide when s < 1
p
or if 0 < s < 1 and Ω has Lipschitz continuous

boundary, see [20].
Next lemma deals with the inclusion of Orlicz-Lebesgue spaces into the usual

Lebesgue spaces.

Lemma 2.7. Let G be an Orlicz function verifying (2.1) and let r ∈ [p+,∞]. Then,
there holds

Lr(Ω) ⊂ LG(Ω).

Furthermore,

‖u‖G ≤ max{1; |Ω|
1

p−
− 1

r + |Ω|
1

p−
− p+

p−
1
r }‖u‖r.

Proof. A proof of this fact can be found, for instance, in [20, Theorem 3.17.1]. How-
ever, we include the proof taking care of the explicit dependence of the constants
on G, which will be necessary in forthcoming arguments.

Assume first that p+ ≤ r <∞. We decompose ΦG(u) as follows.
∫

Ω

G(u) dx =

(∫

|u|≥1

+

∫

|u|<1

)
G(u) dx = I + II.

Assume that ‖u‖r = 1. An estimate on I follows from (2.2). Precisely,

I ≤

∫

Ω

|u|p
+

dx ≤ ‖u‖p
+

r |Ω|1−
p+

r = |Ω|1−
p+

r .

On the other hand, using now (2.3) we obtain

II ≤ |Ω|1−
p−

r .

Now, as long as ‖u‖G ≥ 1, we have that

‖u‖G ≤

(∫

Ω

G(u) dx

) 1

p−

,

and this concludes the case ‖u‖r = 1.
If ‖u‖r 6= 1 the result follows using the homogeneity of the norm ‖ · ‖G.
The case r = ∞ is analogous and is left to the reader. �

Furthermore, there holds an embedding result of fractional Orlicz-Sobolev spaces
into the usual fractional Sobolev ones. We need first the following Lemma.
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Lemma 2.8. Let Ω ⊂ R
N be a bounded Lipschitz domain. Let 0 < t < 1 < q <∞

be such that t 6= 1
q
. Then,
∫∫

RN×RN

|Dtu|q dµ ≤ C

∫∫

Ω×Ω

|Dtu|q dµ

for every u ∈ C∞
c (Ω) and some constant C = C(N, t, q,Ω).

Proof. This is the content of [15, Corollary 1.4.4.5]. �

Proposition 2.9. Let G be an Orlicz function satisfying condition (2.1). Then,
given 1 ≤ q < p− and 0 < t < s it holds that

[u]t,q;Ω :=

(∫∫

Ω×Ω

|Dtu|q dµ

) 1
q

≤ C(Ω, N, q, s− t)[u]s,G,

for every u ∈ W s,G
0 (Ω).

Proof. The proof follows the ideas of [20, Section 3.17]. In fact, from (2.2) it is
inferred that,

(2.17) aq ≤ ap
−

≤ G(a), for every a ≥ 1.

Now, let u ∈ W s,G
0 (Ω) and define

A := {(x, y) ⊂ Ω× Ω: |Dsu(x, y)| ≤ 1},

B := Ω× Ω \A.

We compute,∫∫

Ω×Ω

|Dtu|q dµ =

∫∫

Ω×Ω

|Dsu|q|x− y|(s−t)q dµ

=

(∫∫

A

+

∫∫

B

)
|Dsu(x, y)|q

1

|x− y|N−(s−t)q
dxdy

= I + II.

Notice that

I ≤

∫∫

Ω×Ω

1

|x− y|N−(s−t)q
dxdy ≤ |Ω|NωN

dq(s−t)

q(s− t)
,

where d = d(Ω) is the diameter of Ω.
To estimate the second term, we invoke (2.17) and obtain

II ≤ dq(s−t)Φs,G(u) <∞.

Therefore, as long as [u]s,G = 1, then Φs,G(u) = 1 and hence

(2.18) [u]t,q;Ω ≤

(
|Ω|NωN
q(s− t)

+ 1

) 1
q

ds−t.

From this inequality, the proof concludes from homogeneity of the seminorm. �

Corollary 2.10. Under the same assumptions and notations of the previous propo-
sition, it holds that

W s,G
0 (Ω) ⊂W t,q

0 (Ω),

with continuous inclusion.

Proof. The proof is immediate from Proposition 2.9 and Lemma 2.8 �
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Remark 2.11. In the course of the proofs, it will be necessary to understand the
asymptotic behavior of the constants. We state this behavior for future reference.
Inequality (2.18) reveals that the constant C(Ω, N, q, s − t) in Proposition 2.9 be-
haves as

lim sup
q→∞

C(Ω, N, q, s− t) ≤ ds−t,

and hence,
lim sup
t→s

lim sup
q→∞

C(Ω, N, q, s− t) ≤ 1.

We finish this section showing some Poincaré type inequalities. Next theorem

states that [·]s,G is an equivalent norm to ‖ · ‖s,G in W s,G
0 (Ω).

Theorem 2.12. Let Ω ⊂ R
N be open and bounded. Then,

ΦG(u) ≤ Φs,G(Cd
su),

for every 0 < s < 1 and u ∈ W s,G
0 (Ω), where d = d(Ω) stands for the diameter of

Ω and C =
(
sp+

NωN

) 1

p−

.

Proof. The proof is similar to that contained in [13, Corollary 6.2].
Indeed, observe that whenever x ∈ Ω and |x− y| ≥ d, then y 6∈ Ω. Thus,

Φs,G(Cd
su) =

∫∫

RN×RN

G(CdsDsu(x, y)) dµ(x, y)

≥

∫

Ω

∫

|x−y|≥d

G

(
Cds

|x− y|s
u(x)

)
dxdy

|x− y|N
.

Without loss of generality, we can assume that C ≥ 1. Invoking condition (2.6) we
get

Φs,G(Cd
su) ≥ Cp

−

dsp
+

(∫

Ω

G(u(x)) dx

)(∫

|z|≥d

dz

|z|N+sp+

)
.

At this point the result follows just observing that∫

|z|≥d

dz

|z|N+sp+
=
NωN
sp+

d−sp+ ,

and choosing C appropriately. �

As a corollary we infer the following Poincaré’s inequality for fractional Luxem-
burg type norms.

Corollary 2.13. Let Ω ⊂ R
N be open and bounded. Then

‖u‖G ≤ Cds[u]s,G

for every 0 < s < 1 and u ∈W s,G
0 (Ω), where C depends on N, s, p+ and p−.

Proof. Given u ∈ W s,G
0 (Ω) applying Theorem 2.12 to the function u

Cds[u]s,G
, we get

ΦG

(
u

Cds[u]s,G

)
≤ Φs,G

(
u

[u]s,G

)
= 1

by definition of the Luxemburg norm. Consequently,

‖u‖G = inf{λ : ΦG

(u
λ

)
≤ 1} ≤ Cds[u]s,G

as desired. �
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2.3. The fractional g−laplacian operator. Let G be an Orlicz function and
0 < s < 1 a fractional parameter. In order to introduce our fractional operators,
we first need to define the fractional divergence.

To this end, consider φ = φ(x, y) a measurable function defined on R
N × R

N

and denote as its s−divergence the integral in the sense of principal value

divsφ(x) = p.v.

∫

RN

(φ(y, x) − φ(x, y))
dy

|x− y|N+s

= lim
ε↓0

∫

|h|>ε

(φ(x + h, x)− φ(x, x + h))
dh

|h|N+s
.

(2.19)

We first need to make precise the sense in which the limit in (2.19) exists.
For ε > 0, let us denote

divsεφ(x) :=

∫

|h|>ε

(φ(x + h, x)− φ(x, x + h))
dh

|h|N+s
.

First, a preliminary lemma.

Lemma 2.14. Let G be an Orlicz function and φ = φ(x, y) ∈ LG(RN × R
N , dµ).

Then divsεφ ∈ LG(RN ). Moreover,
∫

RN

G(divsεφ) dx ≤ Cε

∫∫

RN×RN

G(φ) dµ.

Proof. The proof is a consequence of Jensen’s inequality. In fact,

G

(∫

|h|>ε

φ(x, x + h)|h|−N−s dh

)
≤ Cε

∫

|h|>ε

G(φ(x, x + h))|h|−N−s dh

≤
Cε
εs

∫

|h|>ε

G(φ(x, x + h))|h|−N dh.

Integrating this estimate on R
N , together with the ∆2 condition concludes the

proof. �

Now we are ready to prove that the fractional divergence divs, is well defined.

Proposition 2.15. Let G be an Orlicz function and G∗ be its complementary
function. Then,

divs : LG
∗

(RN × R
N , dµ) →W−s,G∗

(RN ),

where W−s,G∗

(RN ) stands for the (topological) dual space of W s,G(RN ). Further-
more, divs is bounded and the integration by parts formula holds, i.e.

(2.20) 〈divsφ, u〉 = −

∫∫

RN×RN

φDsu dµ,

for every φ ∈ LG
∗

(RN × R
N , dµ) and every u ∈W s,G(RN ).

Proof. First, observe that, by Lemma 2.14,

〈divsφ, u〉 = lim
ε→0

〈divsεφ, u〉 = lim
ε→0

∫

RN

divsεφ(x)u(x) dx.
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Moreover,
∫

RN

divsεφ(x)u(x) dx =

∫

RN

∫

|x−y|>ε

(φ(y, x) − φ(x, y))u(x)
dxdy

|x − y|N+s

=

∫

RN

∫

|x−y|>ε

(φ(x, y) − φ(y, x))u(y)
dxdy

|x − y|N+s
.

Therefore∫

RN

divsεφ(x)u(x) dx = −

∫

RN

∫

|x−y|>ε

φ(x, y)Dsu(x, y)dµ(x, y).

Since φDsu ∈ L1(RN × R
N , dµ), the dominated convergence theorem enables to

pass to the limit as ε ↓ 0 and the result follows. �

Remark 2.16. According to these notations, the fractional Laplacian, up to some
normalization constant, can be written as

(−∆)su(x) = −divs(Dsu)(x).

Moreover, in these terms the fractional p−Laplacian reads as

(−∆p)
su(x) := 2p.v.

∫

RN

|u(x)− u(y)|p−2(u(x) − u(y))

|x− y|N+sp
dy

= −divs(|Dsu|p−2Dsu)(x).

Now, let G be an Orlicz function and denote g = G′. We define the fractional
g−laplacian operator, (−∆g)

s as

(−∆g)
su(x) : = −divs(g(Dsu))(x)(2.21)

= 2p.v.

∫

RN

g

(
u(x)− u(y)

|x− y|s

)
dy

|x− y|N+s
.(2.22)

Observe that, in view of Proposition 2.15, the operator

(−∆g)
s : W s,G(RN ) →W−s,G∗

(RN )

is continuous. In addition, by the integration by parts formula (2.20),

〈(−∆g)
su, v〉 =

∫∫

RN×RN

g(Dsu)Dsv dµ,

for any v ∈W s,G(RN ).
In order to introduce in the next Section the concept of viscosity solutions, it

is necessary to give a point-wise sense to our operator. This sense will be ensured
according to the value of the parameter p−.

Specifically, if u ∈ C1(RN ) ∩ L∞(RN ), then we have to require that p− > 1
1−s ,

which could be large if s is close to one. However, since in this work the values p−n
diverge eventually to infinity, this assumption is not restrictive and it is enough for
our purposes.

Nevertheless, we also show that whenever u ∈ C2(RN )∩L∞(RN ), then it suffices
with g′ locally bounded to ensure that (2.21) holds for every x ∈ R

N . This fact is
guaranteed, for instance, by (2.11) and the assumption p− > 2, which is a condition
independent of s, though based on requiring more regularity on u.

This is the core of the following lemma.

Lemma 2.17. Let 0 < s < 1. Assume either
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• p− > 1
1−s and u ∈ C1(RN ) ∩ L∞(RN ) or

• g′ is locally bounded and u ∈ C2(RN ) ∩ L∞(RN ).

Then (2.21) is well defined pointwise for every x ∈ R
N .

Proof. We decompose definition (2.21) into

(−∆g)
su :=

∫

|x−y|>1

g(Dsu(x, y))
dy

|x− y|N+s

+ lim
ε→0

∫

ε<|x−y|≤1

g(Dsu(x, y))
dy

|x − y|N+s

=I1 + lim
ε→0

Iε2 .

To bound I1, observe that

|Dsu(x, y)| ≤ 2‖u‖∞,

whenever |x− y| > 1. Taking into account that g is nondecreasing, we obtain

I1 ≤ g(2‖u‖∞)

∫

|x−y|>1

|x− y|−N−sdy =
NωN
s

g(2‖u‖∞),

where ωN denotes the measure of the unit ball in R
N .

Suppose first that u ∈ C1(RN ) ∩ L∞(RN ). It holds that

(2.23) |Dsu(x, y)| ≤ L|x− y|1−s,

where L = ‖∇u‖L∞(B1(x)). Hence, as long as |x − y| ≤ 1, with the use of (2.23)
and (2.7) we can proceed with Iε2 as follows,

∫

ε<|x−y|≤1

g(Dsu(x, y))
dy

|x− y|N+s
≤

∫

ε<|x−y|≤1

g(L|x− y|1−s)

|x− y|N+s
dy

= NωN

∫ 1

0

g
(
Lr1−s

)

rs+1
dy

≤ NωNβg(L)

∫ 1

0

r(1−s)(p
−−1)

rs+1
dy

≤ NωNβg(L)

∫ 1

0

r(1−s)p
−−2 dy.

The last quantity is finite whenever p− > 1
1−s . The first statement is now

completed.
To show the second statement it just remains to see the boundedness of Iε2

assuming that u ∈ C2(RN ) ∩ L∞(RN ) and g′ is locally bounded. Notice that

Iε2 =

∫

ε<|z|≤1

g(Dsu(x, x+ z))
dz

|z|N+s
=

∫

ε<|z|≤1

g(Dsu(x, x− z))
dz

|z|N+s
.

Therefore, we get

(2.24) Iε2 =
1

2

∫

ε<|z|≤1

(g(Dsu(x, x+ z))− g(Dsu(x− z, x)))
dz

|z|N+s
.

According to the function

ϕ(t) := g(tDsu(x, x+ z) + (1− t)Dsu(x− z, x)),
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equation (2.24) reads as

(2.25) Iε2 =
1

2

∫

ε<|z|≤1

ϕ(1)− ϕ(0)

|z|N+s
dz =

1

2

∫

ε<|z|≤1

∫ 1

0

ϕ′(t) dt |z|−(N+s) dz.

Recall that

ϕ′(t) = g′(tDsu(x, x+ z) + (1− t)Dsu(x− z, x))
D2
zu(x)

|z|s
,

where
D2
zu(x) = −(u(x+ z)− 2u(x) + u(x− z)).

Taking into account that g′ is locally bounded and (2.23), we deduce, for |z| ≤ 1
and 0 ≤ t ≤ 1, that

|g′(tDsu(x, x+ z) + (1− t)Dsu(x− z, x))| ≤ C.

The fact that u ∈ C2(RN ) implies that

|D2
zu(x)| ≤ C|z|2,

for |z| ≤ 1.
Assembling all these bounds together, we conclude that the integrand in (2.25)

is bounded by C|z|−(N+2s−2) ∈ L1(B1). Hence the limit exists and the proof of the
second statement follows. �

3. Weak and viscosity solutions

We devote this section to specify the different concepts of solutions that will be
treated throughout this work. Weak solutions will be considered for a fixed value
of n ∈ N. However, since the objective is the asymptotic analysis of those solutions
as n → ∞, we need to introduce the notion of viscosity solutions. Actually, for n
sufficiently large, weak solutions are indeed viscosity solutions.

For the sake of simplicity we drop off the subscript n along this section, as long
as the definitions are given for n fixed.

Given a bounded open set Ω ⊂ R
N and f ∈ LG

∗

(Ω), we first provide a notion of
weak solution for the following Dirichlet type equation

{
(−∆g)

su = f in Ω

u = 0 on R
N \ Ω.

(3.1)

Definition 3.1. We say that u ∈ W s,G
0 (Ω) is a weak supersolution (subsolution)

to (3.1) if

(3.2) 〈(−∆g)
su, v〉 ≥ (≤)

∫

Ω

fv dx

for all nonnegative v ∈ W s,G
0 (Ω).

If u is a weak super and subsolution, then we say that u is a weak solution to
(3.1).

Remark 3.2. Observe that C∞
c (Ω) ⊂ W s,G

0 (Ω), therefore a weak solution of (3.1)
is a solution in the sense of distributions.

We are ready now to establish the notion of viscosity solutions to our problem.
To this end we will assume that p− > 1/(1−s) in order to have the operator (−∆g)

s

well defined pointwise for test functions (see Lemma 2.17).
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Definition 3.3. An upper semicontinuous function u such that u ≤ 0 in R
N \Ω is

a viscosity subsolution to (3.1) if whenever x0 ∈ Ω and ϕ ∈ C1
c (R

N ) are such that

i) ϕ(x0) = u(x0)
ii) u(x) ≤ ϕ(x) for x 6= x0

then
(−∆g)

sϕ(x0) ≤ f(x0).

Definition 3.4. A lower semicontinuous function u such that u ≥ 0 in R
N \Ω is a

viscosity supersolution to (3.1) if whenever x0 ∈ Ω and φ ∈ C1
c (R

N ) are such that

i) u(x0) = φ(x0)
ii) u(x) ≥ φ(x) for all x 6= x0,

then
(−∆g)

sφ(x0) ≥ f(x0).

Definition 3.5. A continuous function u is a viscosity solution to (3.1) if it is a
viscosity supersolution and a viscosity subsolution.

Remark 3.6. Mind that (−∆g)
s(φ + C) = (−∆g)

sφ hence the previous definitions
are equivalent if the function φ(x) + C (or φ(x) − C) touches u from below (from
above, respectively) at x0.

Furthermore, in the previous definitions we may assume that the test function
touches u strictly. Indeed, for a test function φ touching u from below, consider the
function h(x) = φ(x) − η(x), where η ∈ C∞

c (RN ) satisfies η(x0) = 0 and η(x) > 0
for x 6= x0. Notice that h touches u strictly. Moreover, since the function g is
increasing it holds that (−∆g)

sh(x0) ≥ (−∆g)
sφ(x0).

For further details about general theory of viscosity solutions we refer to [9],
and [16], [17] for viscosity solutions related to the (local) ∞−Laplacian and the
p−Laplacian operators. Regarding the approach of viscosity solutions to equations
related to the fractional p-Laplacian, see for instance [8],[14] and [22].

Our goal now is to prove that continuous weak solutions to (3.1) are also viscosity
solutions to (3.1). We follow the approach given in [14], see also [22].

Lemma 3.7. Let G be an Orlicz function satisfying (2.11). Moreover, assume that

p− > 1
1−s . Then, if u ∈ W s,G

0 (Ω) is a continuous weak solution to (3.1) then, u is
also a viscosity solution.

Proof. We first prove that if u is a continuous weak supersolution then, it is a
viscosity supersolution. Arguing ad contrarium, suppose that this is not the case.
In other words, admit that there exists φ and x0 ∈ Ω such that u(x0) = φ(x0),
u− φ has a strict minimum at x0, and φ verifies

(−∆g)
sφ(x0) < f(x0).

Continuity ensures the existence of a radius r > 0 for which indeed

(−∆g)
sφ(x) < f(x) for all x ∈ B(x0, r) ⊂ Ω.

The test function is perturbed as follows. Declare Φε(x) = φ(x) + εh(x) being
0 < ε < 1, h ∈ C1

c (R
N ) such that h(x0) > 0 and h ≡ 0 in R

N \B(x0, r).
The idea is now to see that the operator applied on this perturbation remains

close in a neighbourhood of x0 if ε is small, namely

(3.3) |(−∆g)
sΦε(x)− (−∆g)

sφ(x)| ≤ Cε for all x ∈ B(x0, r).
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In particular, for ε small

(−∆g)
sΦε(x) < f(x) for all x ∈ B(x0, r).

If we multiply by a non-negative continuous function ψ ∈ W s,G
0 (Ω) supported in

B(x0, r) and integrate, using the integration by parts formula (2.20), it yields

∫∫

RN×RN

g(DsΦε)D
sψ dµ <

∫

RN

fψ dx.

Having in mind that u is a weak supersolution, it gives

∫∫

RN×RN

g(DsΦε)D
sψ dµ <

∫∫

RN×RN

g(Dsu)Dsψ dµ.

We recall that Φε ≤ u in R
N \ B(x0, r) and invoke the comparison principle in

Lemma 3.10 below, to conclude that Φε ≤ u in B(x0, r). But this contradicts that
Φε(x0) > u(x0). This shows that u is a viscosity supersolution. The proof of the
fact that u is a viscosity subsolution runs similarly.

It remains to show the claim in (3.3). For this purpose, we need to estimate the
term

|g(DsΦε)− g(Dsφ))|.

Notice that

g(DsΦε)− g(Dsφ) =

∫ 1

0

d

dt
(g(Dsφ− t(Dsφ−DsΦε))) dt

= εDsh

∫ 1

0

g′(Dsφ+ tεDsh) dt.

As a result,

|(−∆g)
sΦε(x)− (−∆g)

sφ(x)| ≤ 2

∫

RN

|g(DsΦε(x, y))− g(Dsφ(x, y))|
dy

|x− y|N+s

≤ 2ε

∫

RN

|Dsh(x, y)|

∫ 1

0

|g′(Dsφ(x, y) + tεDsh(x, y))| dt
dy

|x− y|N+s
.

Hence (3.3) will be proved if we show that the last integral is bounded uniformly
in x ∈ Br(x0).

As usual, we split the integral in |x − y| ≤ 1 and |x − y| > 1. Away from the
origin, we have that ‖Dsφ‖∞ ≤ 2‖φ‖∞ and ‖Dsh‖∞ ≤ 2‖h‖∞. Therefore, since g′

is locally bounded we conclude that

∫

|x−y|≥1

|Dsh(x, y)|

∫ 1

0

|g′(Dsφ(x, y) + tεDsh(x, y))| dt
dy

|x− y|N+s

≤ C

∫

|x−y|≥1

dy

|y − x|N+s
≤ C.
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While close to zero, the Lipschitz continuity of φ and h, estimate (2.12) and the
fact that g′ is increasing, lead to

∫

|x−y|<1

|Dsh(x, y)|

∫ 1

0

g′(Dsφ(x, y) + tεDsh(x, y)) dt
dy

|x− y|N+s

≤ C

∫

|x−y|<1

1

|x− y|2s+N−1
g′(C|x − y|1−s) dy

≤ C

∫

|x−y|<1

|x− y|1−2s−N+(1−s)(p−−2)dy

= C

∫

|x−y|<1

|x− y|−1−N+(1−s)p−dy ≤ C,

whenever p− > 1/(1− s). The constant C varies from line to line and depends on
the Lipschitz constants for h and φ and on p+. The estimate (3.3) is proved. �

Remark 3.8. Observe that if, in addition p− > N
s
, then we can take q > 1 and

t < s such that p− > q > N
t
> N

s
. Now Proposition 2.9 ensures that W s,G

0 (Ω) ⊂

W t,q
0 (Ω) ⊂ C0,α(Ω). Accordingly, we can remove the continuity assumption in the

previous Lemma.

Remark 3.9. We note that there is no need to require condition (2.11) except for
the proof of Lemma 3.7. Moreover, this condition is only used in the proof of (3.3).

It remains to show the Comparison Principle invoked in Lemma 3.7. The ideas
in [22] apply to this more general setting. We include the proof for convenience of
the reader.

Lemma 3.10. Let Ω ⊂ R
N be a domain and u, v ∈ W s,G(Ω) be two continuous

functions satisfying

i) v ≥ u in R
N \ Ω;

ii) for any non-negative continuous function ψ ∈W s,G
0 (Ω)

∫∫

RN×RN

g(Dsv)Dsψ dµ ≥

∫∫

RN×RN

g(Dsu)Dsψ dµ.

Then v ≥ u in R
N .

Proof. We rewrite hypothesis ii) above as follows

0 ≤

∫∫

RN×RN

(g(Dsv)− g(Dsu))Dsψ dµ

=

∫∫

RN×RN

(Dsv −Dsu)

∫ 1

0

g′(Dsv − t(Dsv −Dsu)) dtDsψ dµ.

(3.4)

Denote by w = v − u and observe that w ≥ 0 in R
N \ Ω by hypothesis i). On the

other hand,

Dsw(x, y)Dsw−(x, y) = −
w(x)w−(y) + w(y)w−(x)

|x− y|s
− (Dsw−(x, y))2

≤ −(Dsw−(x, y))2 ≤ 0.

(3.5)

Moreover, from (3.5), the fact that DswDsw− = 0, implies that Dsw− = 0 and
hence w− = const. The boundary condition w− = 0 in R

N \ Ω leads to w− = 0.
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Now, take ψ = w− in (3.4) and obtain

0 ≤

∫∫

RN×RN

DswDsw−

∫ 1

0

g′(Dsv − t(Dsv −Dsu)) dt dµ.

Recall that g′ ≥ 0 and g′(t) = 0 if and only if t = 0. Then, from (3.5) we infer that
DswDsw− = 0 µ−a.e.

The proof is complete. �

4. Passage to the limit as n→ ∞

This section encloses the main results regarding the asymptotic behavior of prob-
lem (1.7) as n → ∞. First of all, we find a priori estimates ensuring the existence
of such a limit.

We begin with an estimate of the Orlicz-Sobolev norm for solutions to (3.1).

Proposition 4.1. Let G be an Orlicz function satisfying (2.1). Let r ∈ [(p−)′,∞]
and f ∈ Lr(Ω).

Let u ∈ W s,G
0 (Ω) be the weak solution of (3.1). Then, there exists a positive

constant C depending on N, s, |Ω|,d(Ω), ‖f‖r, r, p
− and p+ such that

[u]s,G ≤ C.

Proof. We can assume that [u]s,G ≥ 1. u is a weak solution of (3.1), thus

〈(−∆g)
su, u〉 =

∫

Ω

fu dx.

Condition (2.1) and the integration by parts formula (2.20) yield

〈(−∆g)
su, u〉 =

∫∫

RN×RN

g(Dsu)Dsu dµ

≥ p−
∫∫

RN×RN

G(Dsu) dµ

= p−Φs,G(u) ≥ p−[u]p
−

s,G.

(4.1)

On the other hand, Lemma 2.7, Hölder’s inequality for Orlicz functions (2.15)
and Corollary 2.13 imply that

∫

Ω

fu dx ≤ 2‖f‖G∗‖u‖G ≤ 2C(|Ω|, p−, p+, r)‖f‖rCd
s[u]s,G,

where C(|Ω|, p−, p+, r) is the constant specified in Lemma 2.7, C is the constant
appearing in Corollary 2.13 and d = d(Ω) stands for the diameter of Ω.

This last estimate finishes the proof of the proposition. �

Some remarks are in order:

Remark 4.2. Assume that {Gn}n∈N is a sequence of Orlicz functions for which (2.1)
holds with p−n → ∞ as n→ ∞. Furthermore, suppose that there exists β > 1 such
that p+n ≤ βp−n .

Then, the complementary sequence {G∗
n}n∈N verifies (2.10). Notice that (p−n )

′ →
1 as n→ ∞. As a result if f ∈ Lr(Ω) for some r > 1, there exists n0 ∈ N such that

f ∈ LG
∗
n(Ω) for every n ≥ n0.
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Remark 4.3. Fix r > 1 and let un ∈ W s,Gn

0 (Ω) be the weak solution to (1.7). From
the explicit computation of the constants related to Lemma 2.7 and Corollary 2.13
it is straightforward to check that the estimate in Proposition 4.1

[un]s,Gn
≤ Cn,

verifies that Cn → 1 as n → ∞. In particular, [un]s,Gn
is bounded independently

of n ∈ N.

As a consequence of the bound in Proposition 4.1 combined with the Sobolev
immersion, we can deduce uniform Hölder estimates for the weak solutions of (3.1).
We exploit this fact in the next result.

Proposition 4.4. Let f ∈ Lr(Ω) with r > 1 and let un be the corresponding
weak solution to (1.7). Then, there exists a subsequence {unk

}k∈N ⊂ {un}n∈N and
a function u∞ ∈ C0,s(RN ) such that unk

→ u∞ uniformly in R
N as k → ∞.

Moreover, u∞ = 0 in R
N \ Ω and

[u∞]C0,s := sup
x,y∈R

N

x 6=y

|u∞(x) − u∞(y)|

|x− y|s
= ‖Dsu∞‖∞ ≤ 1.

Proof. Let 0 < t < s < 1 and q > 1 such that tq > N . Hence, there exists n0 ∈ N

such that p−n > q for every n ≥ n0. Corollary 2.10 guarantees that the sequence

{un}n≥n0
is bounded in W t,q

0 (Ω).

The usual embedding for fractional Sobolev spaces ensures that W t,q
0 (Ω) ⊂

C0,α(RN ) with α = t− N
q

continuously. Hence, by Arzela-Ascoli’s theorem, there

exists a subsequence (still denoted by {un}n≥n0
) and a function u∞ ∈ Cb(R

N ) such
that un → u∞ uniformly on compact sets.

The fact that un = 0 in R
N \ Ω for every n ∈ N, implies that indeed u∞ = 0

in R
N \ Ω and hence the convergence un → u∞ is uniformly on R

N . Moreover,
u∞ ∈ C0,α(RN ).

Let us now show that u∞ actually belongs to C0,t(RN ). To this end, we need to
estimate ‖Dtu∞‖L∞(Ω×Ω).

Take some M < ‖Dtu∞‖L∞(Ω×Ω) and consider the set

A = {(x, y) ∈ Ω× Ω: |Dtu∞(x, y)| > M}.

Since Dtu∞ ∈ Lq(Ω×Ω, dµ), it follows that 0 < µ(A) <∞ (observe that a set has
µ−measure zero if and only if it has zero Lebesgue measure). Then,

[u∞]qt,q;Ω ≥

∫∫

A

|Dtu∞|q dµ ≥M qµ(A).

This last inequality holds for every q > N
t
, hence, we can pass to the limit q → ∞

and obtain

M ≤ lim inf
q→∞

[u∞]t,q;Ω.

Since M < ‖Dtu∞‖∞ is arbitrary, we get

(4.2) ‖Dtu∞‖∞ ≤ lim inf
q→∞

[u∞]t,q;Ω.

On the other hand, recall that un → u∞, thus by Fatou’s lemma we have

(4.3) [u∞]t,q;Ω ≤ lim inf
n→∞

[un]t,q;Ω.
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Proposition 2.9 leads now to

[un]t,q;Ω ≤ C(Ω, N, q, s− t)[un]s,Gn
.

We pass to the limit using Remark 4.3, to obtain

(4.4) lim inf
n→∞

[un]t,q;Ω ≤ C(Ω, N, q, s− t).

Combining (4.2), (4.3) and (4.4) and recalling Remark 2.11, it gives

‖Dtu∞‖∞ ≤ lim inf
q→∞

lim inf
n→∞

[un]t,q;Ω

≤ lim sup
q→∞

C(Ω, N, q, s− t)

≤ ds−t,

where d = d(Ω) denotes the diameter of Ω.
From this last inequality, the result holds by taking the limit t→ s. �

Consider the Space

(4.5) Y =




φ ∈ C0,s(RN ) : φ = 0 in R

N \ Ω, and sup
x,y∈R

N

x 6=y

|φ(y)− φ(x)|

|x− y|s
≤ 1





and observe that Proposition 4.4 implies that u∞ ∈ Y . Indeed, we have the follow-
ing general estimates for u∞.

Proposition 4.5. Let u∞ be a function given by Proposition 4.4. Then, u∞ verifies
the following estimates in viscosity sense

(4.6) L+
s u∞ ≤ 1 and L−

s u∞ ≥ −1.

Proof. This proposition is precisely the content of [14, Lemma 6.4]. Nevertheless,
we include the proof under the notation adopted in this paper for convenience of
the reader.

Take first some ϕ ∈ C1
c (R

N ) such that u∞(x0) = ϕ(x0) and ϕ(y) ≥ u∞(y) for
all y ∈ R

N . Taking into account that u∞ ∈ Y , it is easily deduced that

ϕ(x0)− ϕ(y)

|x0 − y|s
≤
u∞(x0)− u∞(y)

|x0 − y|s
≤ 1, for any y ∈ R

N .

In particular,

sup
y∈RN

ϕ(x0)− ϕ(y)

|x0 − y|s
= L+

s ϕ(x0) ≤ 1,

which proves that L+
s u∞ ≤ 1 in viscosity sense.

On the other hand, we choose φ ∈ C1
c (R

N ) verifying u∞(x0) = φ(x0) and φ(y) ≤
u∞(y) for every y ∈ R

N , then

φ(x0)− φ(y) ≥ u∞(x0)− u∞(y) ≥ −|x0 − y|s, for any y ∈ R
N .

Therefore,

inf
y∈RN

φ(x0)− φ(y)

|x0 − y|s
= L−

s ϕ(x0) ≥ −1,

which means that u∞ verifies

L−
s u∞ ≥ −1,

in viscosity sense, and concludes the proof. �
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In order to study the limiting equations, it will be useful to introduce the follow-
ing operators: given G an Orlicz function satisfying (2.1) such that p− > 1/(1− s),
φ ∈ C1(RN ) ∩ L∞(RN ) and x ∈ R

N , we define the sets

(4.7) S+
φ (x) := {y ∈ R

N : Dsφ(x, y) ≥ 0}

and the operators

λ+g (φ)(x) = inf

{
λ > 0:

∫

S+φ(x)

g

(
Dsφ(x, y)

λ

)
1

|x− y|N+s
dy ≤ 1

}
,

λ−g (φ)(x) = −λ+g (−φ)(x).

(4.8)

Observe that Lemma 2.17 guarantees that the operators λ±g (φ) are properly defined.
We focus now on the identification of the limit problem. With this aim in mind,

we first show the following convergence result.
Let us introduce the space

Z =

{
φ ∈ C1(RN ) : lim

|y|→∞
φ(y) = 0 and φ(ỹ) = 0 for some ỹ ∈ R

N

}
.

Notice that C1
c (R

N ) ⊂ Z ⊂ C1(RN ) ∩ L∞(RN ).
First a technical lemma.

Lemma 4.6. Let f ∈ C(RN ) be such that there exists x0 ∈ R
N with f(x0) =

lim|x|→∞ f(x). Then, there exists x1 ∈ R
N such that

f(x1) = sup
x∈RN

f(x).

Proof. Let {xn}n∈N ⊂ R
N be such that f(xn) → supx∈RN f(x). In case that

{xn}n∈N has an accumulation point x̄, it follows that f(x̄) = supx∈RN f(x). Else,
it holds that |xn| → ∞. But then supx∈RN f(x) = lim|x|→∞ f(x) = f(x0). �

Lemma 4.7. Let {Gn}n∈N be a sequence of Orlicz functions satisfying (2.1) with
p+n ≤ βp−n → ∞ as n → ∞. Let {xn}n∈N ⊂ R

N be such that xn → x0 as n → ∞.
Then, for every φ ∈ Z we have that

λ±gn(φ)(xn) → L±
s φ(x0) as n→ ∞,

where the operators L±
s are given in (1.4).

Proof. We just analyze the convergence λ+gn(φ)(xn) → L+
s φ(x0), since the proof of

the second limit follows from the first one, observing that L−
s (φ) = −L+

s (−φ).
Notice that L+

s φ(x0) > 0. Then, for any 0 < t < L+
s φ(x0) there exists y0 ∈ R

N

verifying Dsφ(x0, y0) > t. The fact that φ ∈ C1(RN ) guarantees the continuous
extension of Dsφ to R

N × R
N , since Dsφ(x, x) = 0. Hence there exists δ > 0

such that Bδ(y0) ⊂ {Dsφ(x0, y) > t}. Furthermore, this in particular means that
x0 6∈ Bδ(y0). In addition, by continuity Dsφ(xn, y) → Dsφ(x0, y) as n→ ∞, there
exists n0 ∈ N such that if n ≥ n0, then Bδ(y0) ⊂ {Dsφ(xn, y) > t}.
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Consequently, by the definition of λ+gn(φ)(xn) and the above considerations

1 =

∫

S+

φ
(xn)

gn

(
Dsφ(xn, y)

λ+gn(φ)(xn)

)
1

|xn − y|N+s
dy

≥

∫

Bδ(y0)

gn

(
Dsφ(xn, y)

λ+gn(φ)(xn)

)
1

|xn − y|N+s
dy

≥ gn

(
t

λ+gn(φ)(xn)

)∫

Bδ(y0)

1

|xn − y|N+s
dy

≥ Cgn

(
t

λ+gn(φ)(xn)

)
,

where C > 0 depends on N, s, δ and |x0 − y0|, tough it is independent on n ∈ N.
Assume now that t < λ+gn(φ)(xn). By (2.5),

gn

(
t

λ+gn(φ)(xn)

)
≥ p−n

(
t

λ+gn(φ)(xn)

)p+n−1

,

and as a result,

(4.9) λ+gn(φ)(xn) ≥ t(Cp−n )
1

p
+
n−1 .

In case t ≥ λ+gn(φ)(xn), we can infer analogously that

(4.10) λ+gn(φ)(xn) ≥ t(Cp−n )
1

p
−
n −1 .

Inequalities (4.9) and (4.10), combined with condition (1.8) lead to

lim inf
n→∞

λ+gn(φ)(xn) ≥ t.

This proves that

(4.11) lim inf
n→∞

λ+gn(φ)(xn) ≥ L+
s φ(x0).

Next we show the upper estimate.
Since lim|y|→∞ φ(y) = 0 = φ(ỹ), Lemma 4.6 ensures the existence of y1 ∈ R

N

such that
sup
y∈RN

(φ(y) − φ(xn))+ = (φ(y1)− φ(xn))+.

We first write

1 =

∫

S
+

φ
(xn)∩B1(xn)

gn

(
Dsφ(xn, y)

λ+n (φ)(xn)

)
1

|y − xn|N+s
dy

+

∫

S
+

φ
(xn)\B1(xn)

gn

(
Dsφ(xn, y)

λ+n (φ)(xn)

)
1

|y − xn|N+s
dy = In + IIn.

This in particular means that either In ≥ 1/2 or IIn ≥ 1/2.
Let us suppose first that In ≥ 1/2 and decompose the integral according to the

following sets

A =
{
y ∈ B1(xn) ∩ S

+
φ (xn) : D

sφ(xn, y) ≤ λ+n (φ)(xn)
}

and

B =
(
B1(xn) ∩ S

+
φ (xn)

)
\A.

Denote by L the Lipschitz constant for φ in B2(x0) and choose {γn}n∈N ⊂ R

such that 0 < γn → 0 as n→ ∞ to be determined.
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Observe that the next pointwise estimate holds

|Dsφ(xn, y)| ≤ (L|xn − y|1−s)γn(L+
s φ(xn))

1−γn .

Therefore, applying (2.4) or (2.5) depending whether y ∈ A or y ∈ B, we arrive at

(4.12) gn

(
Dsφ(xn, y)

λ+gn(φ)(xn)

)
≤ p+n (L|xn − y|1−s)γn(p

±
n −1)

(
(L+

s φ(xn))
1−γn

λ+gn(φ)(xn)

)p±n −1

.

Without loss of generality, it can be assumed that L > 1. Furthermore, suppose
that

(L+
s φ(xn))

1−γn

λ+gn(φ)(xn)
≥ 1,

the other case being analogous. Thus, by (4.12),

1

2
≤ In ≤p+nL

γn(p
+
n−1)

(
(L+

s φ(xn))
1−γn

λ+gn(φ)(xn)

)p+n−1

×

∫

B1(xn)

|xn − y|(1−s)γn(p
+
n−1) + |xn − y|(1−s)γn(p

−
n −1)

|xn − y|N+s
dy.

An easy computation shows that if we take for instance γn := 1+s
(1−s)(p+n−1)

, the

integral above is bounded by a constant, which only depends on the dimension N .
Consequently,

λ+gn(φ)(xn) ≤ C(N)
1

p
+
n −1 (p+n )

1

p
+
n −1Lγn(L+

s φ(xn))
1−γn .

This shows that

(4.13) lim sup
n→∞

λ+gn(φ)(xn) ≤ L+
s φ(x0).

Then, (4.11) together with (4.13) imply the result.
In case In <

1
2 and thus IIn ≥ 1

2 , the argument is completely analogous and is
left to the reader. �

We have all of the ingredients to identify the limit problem, for which the influ-
ence of the function f is only through its support and sign. As advanced, we get
the same limit than in the Fractional p-Laplacian case, see [14].

Theorem 4.8. Let f = f(x) ∈ C(Ω). A function u∞ ∈ Y obtained as a uniform
limit of a subsequence of {un}n∈N, is a viscosity solution of the problem





L+
s u∞ = 1 in {f > 0},

L−
s u∞ = −1 in {f < 0},

Lsu∞ = 0 in Ω \ supp(f)o,

Lsu∞ ≥ 0 in Ω ∩ ∂{f > 0} \ ∂{f < 0},

Lsu∞ ≤ 0 in Ω ∩ ∂{f < 0} \ ∂{f > 0}.

Proof. We determine the different equations in viscosity sense depending on the
sign of the function f .

1. {f > 0}. The general estimates (4.6) imply in particular that u∞ is a viscosity
subsolution to L+

s u∞ = 1.
Let us see that in fact u∞ is a viscosity supersolution. Take a test function, φ

touching u∞ from below at a point x0 ∈ {f > 0}. By Remark 3.6 there is no loss
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of generality to admit that the function u∞ − φ is strictly positive (adding some
constant to the test function) and it attains a strict minimum at x0. The uniform
convergence shown in Proposition 4.4 and the boundedness of Ω allow us to extract,
up to subsequences, xn → x0, where xn are points at which the positive function
un − φ reaches a minimum. Moreover, for n large we know that indeed un are
viscosity supersolutions by Lemma 3.7. Consequently, by the oddity of gn we can
write

(−∆gn)
sφn(xn) =

∫

S
+

φ
(xn)

gn(D
sφ(xn, y))

dy

|xn − y|N+s

+

∫

S
+

−φ
(xn)

gn(D
sφ(xn, y))

dy

|xn − y|N+s

≥f(xn) > 0,

where the sets S+
φ (x) are specified in (4.7).

(−∆gn)
sφn(xn) =

∫

S
+

φ
(xn)

gn(D
sφ(xn, y))

dy

|xn − y|N+s

+

∫

S
+

−φ
(xn)

gn(D
sφ(xn, y))

dy

|xn − y|N+s

≥f(xn) > 0,

Since the second integral is nonpositive, this means that in fact
∫

S
+

φ
(xn)

gn(D
sφ(xn, y))

dy

|xn − y|N+s
≥ f(xn).

But then, from the definition of the operator λ+g (φ) given in (4.8),

λ+gn(φ)(xn) ≥ min{f(xn)
1

p
+
n , f(xn)

1

p
−
n },

and passing to the limit using the convergence result in Lemma 4.7 and the conti-
nuity of f , it yields L+

s φ(x0) ≥ 1, which implies that u∞ is a viscosity supersolution
to L+

s u∞ = 1.

2. {f < 0}. This case is completely analogous to the previous one and is left to
the reader.

3. {Ω \ supp f}◦. In this case we just show that u∞ is a viscosity supersolution to
Lsu∞ = 0, since the proof that u∞ is a viscosity subsolution runs similarly.

Choose again {xn}n∈N ⊂ Ω such that xn → x0, being minima for un − φ > 0
and such that u∞ − φ > 0 attains a strict minimum at x0. Notice that for n suffi-
ciently large f(xn) = 0, given that we are considering the interior set. Therefore,
(−∆gn)

sφ(xn) ≥ 0. Moreover, using (2.7), one can easily conclude that, denoting
φλ(x) = λ−1φ(x),

(−∆gn)
sφλ(xn) ≥ 0, for all λ > 0.

Equivalently
∫

S
+

φ
(xn)

gn

(
Dsφ(xn, y)

λ

)
dy

|xn − y|N+s
+

∫

S
+

−φ
(xn)

gn

(
Dsφ(xn, y)

λ

)
dy

|xn − y|N+s
≥ 0.
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Equivalently
∫

S
+

φ
(xn)

gn

(
Dsφ(xn, y)

λ

)
dy

|xn − y|N+s
+

∫

S
+

−φ
(xn)

gn

(
Dsφ(xn, y)

λ

)
dy

|xn − y|N+s
≥ 0.

But this implies that
∫

S
+

φ
(xn)

gn

(
Dsφ(xn, y)

λ

)
dy

|xn − y|N+s
≥

∫

S
+

−φ
(xn)

gn

(
Ds(−φ)(xn, y)

λ

)
dy

|xn − y|N+s

from where it follows that

λ+gn(φ)(xn) ≥ λ+gn(−φ)(xn) = −λ−gn(φ)(xn).

Thanks to Lemma 4.7, in the limit it gives

Lsφ(x0) = L+
s φ(x0) + L−

s φ(x0) ≥ 0.

4. Ω ∩ ∂{f > 0} \ ∂{f < 0}. Recall that x0 ∈ Ω ∩ ∂{f > 0} \ ∂{f < 0} implies
that f(x0) = 0 and x0 is approached by points xn such that f(xn) ≥ 0. Similar
arguments as in the previous step infer that Lsu∞ ≥ 0 in viscosity sense.

In this case, we just know for subsolutions that L+
s ϕ(x0) ≤ 1, invoking the

general estimates (4.6).

5. Ω ∩ ∂{f < 0} \ ∂{f > 0}. This case is identical to the previous one.

The proof is complete. �

5. Identification of the limit. A Γ−convergence result.

This work concludes with a result proving a property verified by the limit u∞,
which will be useful to identify it in certain cases.

Let us first recall the definition of the concept of Γ-convergence (introduced in
[11, 12]) in metric spaces. The reader is referred to [10] and [7] for a comprehensive
introduction to the topic.

Definition 5.1. Let X be a metric space. A sequence {Fn}n∈N of functionals
Fn : X → R̄ := R ∪ {+∞} is said to Γ(X)-converge to F : X → R̄, and we write
Γ(X)− lim

n→∞
Fn = F , if the following hold:

(i): for every u ∈ X and {un}n∈N ⊂ X such that un → u in X , we have

F (u) ≤ lim inf
n→∞

Fn(un) ;

(ii): for every u ∈ X there exists a recovery sequence {un}n∈N ⊂ X such that
un → u in X and

F (u) ≥ lim sup
n→∞

Fn(un) .

For each integer n ≥ 1 consider the functionals In : L
1(Ω) → [0,∞] defined by

In(u) =





∫∫

RN×RN

Gn(D
su) dµ if u ∈ W s,Gn

0 (Ω),

+∞ otherwise.

The next theorem reveals which is the Γ-limit for the sequence {In}n∈N.
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Theorem 5.2. Define I∞ : L1(Ω) → [0,∞] by

I∞(u) =

{
0 if u ∈ Y,

+∞ otherwise,

where Y is specified in (4.5). Then Γ(L1(Ω))− lim
n→∞

In = I∞.

Proof. We start by verifying the existence of a recovery sequence. If I∞(u) = ∞,
the inequality clearly holds for any sequence un → u strongly in L1(Ω). On the
other hand, if I∞(u) < +∞ we must have I∞(u) = 0 and, as a result, u ∈ Y . For
each n ∈ N, let un := (1 − εn)u, where εn → 0 is to be determined. The fact that
u ∈ Y entails that

lim sup
n→∞

∫∫

RN×RN

Gn(D
sun) dµ = 0.

Indeed, since u ∈ Y we have that |Dsu(x, y)| ≤ 1 and hence we estimate the
integrand as follows:

Gn(D
sun(x, y)) ≤ |Dsun(x, y)|

p−n ≤ (1 − εn)
p−n

|u(x)− u(y)|

|x− y|s
.

Thus, as long as x, y ∈ Ω, using that u is Lipschitz, we get

(5.1) Gn(D
sun(x, y)) ≤ (1− εn)

p−n L|x− y|1−s,

where L is the Lipschitz constant of u, while if x ∈ Ω, y 6∈ Ω, we find

(5.2) Gn(D
sun(x, y)) ≤ (1− εn)

p−n 2‖u‖∞|x− y|−s

Then, we decompose the integral as follows
∫∫

RN×RN

Gn(D
sun) dµ =

∫∫

Ω×Ω

Gn(D
sun) dµ+ 2

∫∫

Ω×Ωc

Gn(D
sun) dµ,

where Ωc = R
N \Ω.

For the first term, we invoke (5.1) and for the second term (5.2). Hence,
∫∫

RN×RN

Gn(D
sun) dµ ≤ C(1 − εn)

p−n .

Therefore, choosing εn > 0 such that (1−εn)
p−n → 0 as n→ ∞, the result follows.

To prove liminf-inequality from the definition of the Γ-convergence, there is not

loss of generality in assuming that {un}n∈N ⊂W s,Gn

0 (Ω) and

(5.3) lim inf
n→∞

In(un) = lim
n→∞

In(un) <∞.

We note that if x0 6= y0 and 0 < R < |x0 − y0|, then µ(BR(x0, y0)) < ∞.
Moreover, if u ∈ L1(RN ) then Dsu ∈ L1(BR(x0, y0), dµ).

Let (x0, y0) ∈ R
N ×R

N with x0 6= y0 be a Lebesgue point for Dsu according to
the measure µ, namely

lim
r→0+

1

|Br(x0, y0)|

∫∫

Br(x0,y0)

|Dsu(x, y)−Dsu(x0, y0)| dµ = 0 .

We fix this point (x0, y0) and denote Br = Br(x0, y0) ⊂ R
N × R

N .
On the other hand,

(5.4)

∫∫

Br

|Dsun| dµ ≤ ‖Dsun‖Lp
−
n (Br)

µ(Br)
p−n −1

p
−
n .
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Furthermore,
∫∫

Br

|Dsun|
p−n dµ =

∫∫

B
−
r,n

|Dsun|
p−n dµ+

∫∫

B
+
r,n

|Dsun|
p−n dµ

≤ µ(Br) +

∫∫

B
+
r,n

Gn(D
sun) dµ,

where the sets are defined as

B−
r,n := {(x, y) ∈ Br : |D

sun(x, y)| < 1} and

B+
r,n := {(x, y) ∈ Br : |D

sun(x, y)| ≥ 1}.

Plugging this estimate on (5.4) leads to

∫∫

Br

|Dsun| dµ ≤

(
µ(Br) +

∫∫

B
+
r,n

Gn(D
sun) dµ

) 1

p
−
n

µ(Br)
p−n −1

p
−
n

The nonrestrictive assumption supn∈N In(un) <∞ implies that

sup
n∈N

∫∫

B
+
r,n

Gn(D
sun) dµ <∞,

hence we can pass to the limit in the above estimate and deduce

(5.5) lim sup
n→∞

∫∫

Br

|Dsun| dµ ≤ µ(Br).

Now we take some q < p−n , 0 < t < s and observe that, from Corollary 2.10,

the sequence {un}n∈N is bounded in W t,q
0 (Ω). Therefore, from Rellich-Kondrachov

Theorem, we can assume that un → u strongly in Lq(Ω) and a.e. As a result,
Dsun → Dsu a.e. in R

N × R
N .

Thus, by Fatou’s Lemma,
∫∫

Br

|Dsu| dµ ≤ lim inf
n→∞

∫∫

Br

|Dsun| dµ.

Taking into account (5.5) we get
∫∫

Br

|Dsu| dµ ≤ µ(Br),

or equivalently,

1

µ(Br)

∫∫

Br

|Dsu| dµ ≤ 1.

Recalling that Br = Br(x0, y0) where (x0, y0) with x0 6= y0 was a Lebesgue point
for Dsu, this shows that indeed |Dsu(x0, y0)| ≤ 1. Then u ∈ Y and hence

I∞(u) = 0 ≤ lim inf
n→∞

In(un),

and the proof is complete. �

A simple consequence of Theorem 5.2 is the following.
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Corollary 5.3. Let f ∈ Lr(Ω) for some r > 1. For each integer n ≥ 1 consider
the functionals Fn : L

1(Ω) → R defined by

Fn(u) :=





∫∫

RN×RN

Gn(D
su) dµ−

∫

Ω

fu dx, if u ∈W s,Gn

0 (Ω),

+∞, otherwise

Denote as F∞ : L1(Ω) → R̄ the functional

F∞(u) :=




−

∫

Ω

fu dx if u ∈ Y,

+∞ otherwise,

where Y is specified in (4.5). Then Γ(L1(Ω))− lim
n→∞

Fn = F∞.

We rewrite the previous consequence as the following maximization problem.

Corollary 5.4. Let f ∈ Lr(Ω) with r > 1, and let u∞ be a function given by
Proposition 4.4. Then, u∞ satisfies

(5.6) max
ψ∈Y

∫

RN

fψdx =

∫

RN

fu∞dx.

When f(x) > 0 (resp. f(x) < 0) for all x ∈ Ω, we can identify the limit function
u∞ in terms of the distance to the boundary ∂Ω, thanks to the fact that u∞ solves
the maximization problem (5.6). This also occurs for the local p-Laplacian and
some related operators of variable exponent type, see [3, 27, 25] and references
therein. Namely,

Corollary 5.5. If f(x) > 0 in Ω, then there exists a unique maximizer of problem
(5.6) given by

u∞(x) =

{
(d(x, ∂Ω))s if x ∈ Ω

0 if x ∈ R
N \ Ω.

Proof. The proof can be found in [14, Lemma 6.6]. We include the details for
completeness.

First, observe that (d(x, ∂Ω))s is an admissible function in (5.6) for any s ∈ (0, 1).
Recall that d(x, ∂Ω) is a Lipschitz function with unit constant, thus

|(d(x, ∂Ω))s − (d(y, ∂Ω))s| ≤ |d(x, ∂Ω)− d(y, ∂Ω)|s ≤ |x− y|s.

Hence, the corollary follows if for any v ∈ Y we see that v(x) ≤ (d(x, ∂Ω))s. Indeed,
since v ∈ Y , it holds that |v(x)| ≤ |x− y|s for all y ∈ ∂Ω, and then

|v(x)| ≤ inf
y∈∂Ω

|x− y|s = (d(x, ∂Ω))s,

which concludes the proof. �
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