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ABSTRACT:
Time reversal (TR) focusing of acoustical waves is a widely studied phenomenon that usually requires a chaotic

cavity or disordered scattering medium to achieve spatial and frequency decorrelation of the acoustic field when

using a single channel. On the other hand, sonic crystals were disregarded as scattering media for the TR process

because of their periodic structure and previous results showing poor spatial focusing when compared to a

disordered medium. In this paper, an experimental realization of a tunable sonic crystal, which can achieve single-

channel TR focusing amplitudes in the audible range comparable to those obtained in a disordered scattering

medium, is presented. Furthermore, the tunable nature of the system allows it to switch the time-reversed pulse on

and off by changing its geometrical configuration. A robustness analysis with respect to the perturbations in the sonic

crystal configurations is also presented, showing that the time-reversed pulses with high temporal and spatial con-

trasts are preserved only for configurations that are close to the original one. VC 2021 Acoustical Society of America.
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I. INTRODUCTION

Time reversal (TR) is a thoroughly studied signal proc-

essing technique (Cassereau and Fink, 1993; Derode et al.,
1995; Fink et al., 2000) that allows wavefronts emitted from

a source to focus back to the original emission point after

some time. Since its original proposal by Fink and collabo-

rators (Cassereau and Fink, 1993) more than three decades

ago, TR has found a number of important applications in

medicine (Fink et al., 2003), nondestructive testing

(Anderson et al., 2017), underwater acoustics (Shimura

et al., 2013), and wireless communications (Montaldo et al.,
2004). In its simplest realization, the TR process consists of

a first forward stage in which the impulse response (or short

wideband pulse) from the source to an array of receivers is

recorded and a second backward stage in which each record-

ing is time-reversed and then reemitted from the receiver

positions. As a result of the TR invariance, these backward

waves converge in synchrony at the original source location

(spatial focusing), and the initial pulse duration is recovered

(temporal compression). The quality of this reconstruction

increases with the aperture size of the array (termed TR mir-

ror, TRM) and decreases with the spectral and spatial corre-

lations of the wavefield (Derode et al., 1998, 2001a,b).

In a seminal work, Derode et al. (1998) proposed and

experimentally studied a TRM implementation using acous-

tic waves in a high-order multiple scattering medium (a

disordered set of parallel steel rods in water). They showed

not only that the pulse reconstruction was robust but also that

compared to a homogeneous medium, it was also enhanced

because of the greater effective aperture size and disorder-

induced higher degree of decorrelation of the sound field.

Further works (Derode et al., 2003; Derode et al., 2000;

Fink, 2006) showed that the quality of the temporal com-

pression is mainly related to the spectral decorrelation,

whereas the spatial focusing can be seen as an estimator of

the correlation length (or the spatial correlation of the sound

field). Thereby, the spatial resolution of the reconstructed

peak does not depend on the opening of the array, therefore,

a single receiver TR is feasible (single-channel focusing).

A schematic depiction of the TR process using one

channel in a scatterer-filled medium is as follows. During

the forward stage, the pulse is emitted from the source loca-

tion A and scatters through the heterogeneities following dif-

ferent paths before reaching the receiver B. Therefore, the

impulse response hABðtÞ is formed by a superposition of

pulses with arrival times corresponding to each of the acous-

tical paths followed by the scattering process. As the

medium is disordered, the arrival times are uncorrelated and

the impulse response is aperiodic. During the backward

stage, the pulses are reemitted from B following the inverse

sequence of arrival times in all directions hABð�tÞ. A portion

of the wavefronts can trace back the forward paths and

arrive in synchrony to the original location of the source A,

creating a high amplitude pulse. However, there are other

portions of the wavefronts which are emitted in directions

different from those of the arrival, interfering at different

times and locations and creating an incoherent background
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signal. Two measures of the quality of the TR process can

then be defined: the amplitude of the reconstructed pulse

compared to the background signal at the source location for

all times (temporal contrast) and the same amplitude com-

pared to the background signal at the time of reconstruction

for all other locations (spatial contrast). From a signal proc-

essing point of view, the reconstructed signal is the autocor-

relation of the impulse response hABðtÞ from the location of

the source to the receiver, and the signal obtained at other

locations C are the cross correlation between hABðtÞ and the

impulse response from B to C [hBCðtÞ]. From this, it follows

that the higher the temporal correlation of the impulse

response (or by the Wiener-Kinchin theorem, the higher the

spectral correlation), the lower the temporal contrast. If

there are equivalent paths with the same time of arrival or

periodicities creating correlations between the arrival times,

these lead to the appearance of “sidelobes” in the autocorre-

lation function (Derode et al., 2000). Also, if the spatial cor-

relation of the medium is higher, this can be reflected in a

higher cross correlation between hABðtÞ and hBCðtÞ and,

therefore, the spatial contrast is lowered. In this way, both

the spatial decorrelation and temporal (or spectral) decorre-

lation, such as those created by a heterogeneous medium,

are required to reconstruct the original pulse through the TR

process. Furthermore, Tourin et al. (2006) have found that

when the medium is less heterogeneous, for example, using

a phononic crystal instead of a random array of scatterers,

the spatial focalization phenomenon is lost. Indeed, the dis-

crete translational symmetries of the medium introduce spa-

tial correlations in the scattered field and lead to a reduction

of the spatial focusing. Surprisingly, the temporal contrast

was better for the case of the phononic crystal compared to

a disordered medium for frequencies within the stopping

band. The authors concluded that disorder is a key point to

achieve TR. Perhaps because of this lack of spatial focusing

that was reported by Tourin et al. (2006), no further experi-

mental work was conducted using TR and phononic (or

sonic) crystals despite the many interesting properties that

are exhibited by these periodic composite materials

(Cervera et al., 2001; Lu et al., 2007; Sanchez-Perez et al.,
1998). On the other hand, Lemoult et al. (2011) studied TR

using another periodic structure, an array of acoustic resona-

tors, and showed that subwavelength focusing using TR is

also possible in this medium. Further works showed the

advantage of using periodic arrays of resonators for subwa-

velength focusing and nearly “perfect” TR, sinking the

energy of the refocused peak (Kaina et al., 2015; Lemoult

et al., 2013; Ma et al., 2020; Ma et al., 2018).

In this work, we revisit the TR technique using a sonic

crystal in the audible range, taking advantage of another fea-

ture of this periodic composite material: the ability to tune

its transmission properties by changing its geometric config-

uration. We will show that, despite the spatial correlations

induced by the periodicities of the system, it is possible to

reproduce the original experiment of Derode et al. (2003),

yet, with precise control of the scattering medium. Previous

studies (Blomgren et al., 2002; Derode et al., 2000, 2001b;

Papanicolaou et al., 2004) have proved that TR focusing is a

statistically stable phenomenon, i.e., it does not depend on a

particular realization of the heterogeneous medium.

However, when the medium changes in between the forward

and backward stages of the TR, the focusing is destroyed for

changes that are larger than the average wavelength (Vigo

et al., 2004). Therefore, we expect that we may be able to

switch on and off the TR pulse by changing the geometric

configuration of the crystal.

This paper is organized as follows. Section II is devoted

to the description of the experimental setup and also introdu-

ces the methods and definitions to be employed for the rest

of the paper. In Sec. III, we present the study of the temporal

and spatial contrasts of the time-reversed focusing. An anal-

ysis of the robustness of the system is presented in Sec. IV.

Finally, in Sec. V, we discuss our results as they relate to

previous works, and in Sec. VI, we summarize our findings.

II. MATERIALS AND METHODS

A. Sonic crystal

For the recordings, we used a variable-geometry sonic

crystal structure made up of 100 squared U-shaped wooden

columns with sides of 0.15 m and 2.70 m of height. The col-

umns are distributed in a square lattice arrangement with a

spatial periodicity of 0.3 m. Each column can rotate inde-

pendently around the vertical axis using a stepper motor and

reduction system to overcome inertia effects. We defined a

sonic crystal configuration as a state determined by the

angular position of all of its columns. The configuration C0,

displayed in Fig. 1(a), has all of the U-shaped faces toward

the front of the structure, an orientation that will be consid-

ered angle¼ 0, from which each column can rotate 135� in

both directions. As a reference, in Fig. 1(c), we display the

band structure diagram for the sonic crystal in the C0 config-

uration. The lines correspond to combinations of frequencies

and wave vectors (k) following the contour of the irreduc-

ible Brillouin zone and were calculated as the eigenvalues

of the primitive cell with periodic boundary conditions using

the finite element method.

B. Room

The measurements were performed in a rectangular room

with a floor that is 12� 7 m with a height of 3 m. The room

was covered with absorbent panels of pyramid acoustical

foam (50 mm), carpet on the floor, and acoustic fiberglass pan-

els on the ceiling. With this configuration, the room had full-

and limited-band reverberation times of 0.45 s and 0.14 s,

respectively (for 0.02–20 kHz and 0.5–20 kHz, respectively).

C. Hardware

The sound source (Genelec 8030B loudspeaker,

Genelec, Finland) was located 0.77 m behind the sonic crys-

tal structure and centered in the longitudinal direction at

1.62 m high. The receiver (Sennheiser Ambeo VR micro-

phone, Sennheiser, Germany) was also located at a height of
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1.62 m. The source and receiver were controlled by a

MOTU mk3 hybrid sound card (MOTU, USA) and a Mac

Mini computer (USA). All of the sound samples were

recorded with a sample frequency of 96 kHz. For the record-

ings, we moved the microphone using a custom-made auto-

mated trolley that allowed us to change the position of the

microphone on two axes with millimeter resolution in a

maximum area of 4.16 m � 2 m.

D. Impulse response recordings

Impulse responses were obtained using the logarithmic

sweep method (Farina, 2000) with a sweep covering the fre-

quency range between 0.5 and 20 kHz over a period of 20 s.

The lower limit of the frequency range was set to 0.5 kHz to

avoid both the relative higher reverberation time of the

room below this frequency (see Sec. II B) and the first full

bandgap [see Fig. 1(c)]. These impulse response measure-

ments were obtained throughout the field of study, delimited

by the dimensions of the automatic trolley using a

3:6� 1:8 m 25� 13-point square grid with each point sepa-

rated by 0.15 m [see Fig. 1(a)].

A complete grid of the impulse responses was recorded

for different sonic crystal configurations. For this study, we

used two disordered configurations, which we call R1 and

R2, determined by 2 sets of 100 angles chosen randomly

from a uniform distribution between �135 and 135 deg, and

an ordered configuration, the C0 configuration defined

above. We also recorded the full grid in the empty room for

the sake of comparison.

E. Temporally reversed pulse

The recorded sweep is processed (according to Farina,

2000) to obtain the impulse response at the corresponding

measurement point. Then, the impulse response is temporar-

ily reversed, played back, and recorded at that same mea-

surement point. Therefore, we can obtain the recording of a

time-reversed pulse at each point of the grid for a given con-

figuration of the sonic crystal.

For the rest of the paper, we will use the notation hðtÞck

xi

for the impulse response recorded at the point xi with the

sonic crystal set with the ck configuration.

FIG. 1. (Color online) The experimental setup. (a) The schematic representation of the sonic crystal, loudspeaker (L), measuring grids, and coordinate sys-

tem as seen from above. The 100 U-shaped columns of the sonic crystal are oriented toward the front of the structure (C0 configuration). The measuring

grid is 3.6 m wide � 1.8 m long and has a recording point every 0.15 m in both axes. The recordings in points P1–P3 were used for the spatial and temporal

contrast robustness analysis. The recordings in point P4 and the narrow grid around it were used for the calculation of the reduced spatial contrast (see Sec.

II G). (b) The picture of the device mounted in the room where the recordings took place. On the right, the motorized recording system (described in Sec.

II C) can also be seen. (c) The band diagram of the sonic crystal in the C0 configuration showing the eigenfrequency dependence on the wave vector along

the standard CXMC path.
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F. Formulas and definitions

The cross correlation of two impulse responses, one

recorded with the configuration ck and measured at the point

xi and the other one recorded with the configuration cl and

recorded at the point xj, is defined by

Xcorrck!clðt; xi; xjÞ ¼
ð1
�1

hðsÞck

xi
hðsþ tÞcl

xj
ds: (1)

This function, using the equivalence of this cross corre-

lation operation with the convolution after reversing the sec-

ond function in time, can be rewritten as

Xcorrck!clðt; xi; xjÞ ¼ hðtÞck

xi
� hð�tÞcl

xj
; (2)

which, in turn, is equivalent to the signal obtained using the

TR process given that the forward stage is recorded with

configuration ck and the backward stage is recorded with

configuration cl. It is worth noticing that Xcorr becomes the

autocorrelation function when ck¼ cl and xi ¼ xj. This func-

tion has its maximum value for the time of reversal t¼ 0,

which when h(t) is finite, discrete, and has length L corre-

sponds to the sample L þ 1 of the autocorrelation of the

signal.

For the following calculations, to compare recordings

with different pressure levels, we will use a normalized ver-

sion of the correlation function by simply dividing

Xcorrck!clðt; xi; xjÞ by its value at the time of reversal t¼ 0

and for xj ¼ xj,

~Xcorrck!clðt; xi; xjÞ ¼
Xcorrck!clðt; xi; xjÞ

Xcorrcl!clðt ¼ 0; xj; xjÞ
: (3)

1. Temporal contrast

The temporal contrast is a measure of how concentrated

(or compressed) in time the time-reversed signal is. It is cal-

culated by measuring the energy ratio between the peak at

the time of reversal t¼ 0 and the rest of the signal in the

temporal domain (Hudin et al., 2014). We will use two alter-

native measures of the temporal contrast, each is better

suited to describe a particular characteristic of the temporal

reversion, the root mean square (RMS) temporal contrast

(TCRMS) and the peak temporal contrast (TCpeak; Alberti

et al., 2019).

We first define the RMS of a function f(t) over an arbi-

trary interval (not necessarily connected) Tint as

RMS f ðt 2 TintÞ½ � ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffið
t2Tint

f ðtÞ2dt

ð
t2Tint

dt

vuuuuut : (4)

We then apply this RMS measure to the cross correla-

tion function over a portion of the signal adjacent to the

time of reversal (t¼ 0), excluding the peak, and compare it

with the value at the time of reversal to define our first mea-

sure of the temporal contrast TCRMS,

TCck!cl

RMS ðxiÞ ¼
~Xcorrck!clðt ¼ 0; xi; xiÞ

RMS ~Xcorrck!clðt 2 Tint; xi; xiÞ
� � ; (5)

where Tint is an interval around the time of reversal, exclud-

ing the potential time-reversed peak, and it is defined as

Tint ¼ �Dt

2
< t < �wt

2

� �
[ wt

2
< t <

Dt

2

� �
; (6)

where Dt is the width of the user-defined time interval

(100 ms in our case) and wt is a typical width of the peak

(0.5 ms in our case). This last interval is added to minimize

the influence of the peak and background noise on the RMS

calculation.

This definition of temporal contrast (TCRMS) gives us

information on how the energy is concentrated in the peak

region despite how it is spread in that region (e.g., if the sig-

nal is “smooth” or presents “secondary” peaks).

To account for the possible appearance of secondary

peaks in the amplitude, as it could happen in a system with

spatial symmetries, a second definition of the temporal con-

trast compares the amplitude of the peak with the amplitude

of the second peak of the ~Xcorr function (Alberti et al.,
2019). We define it as the peak temporal contrast (TCpeak)

TCck!cl

peak ðxiÞ ¼
~Xcorrck!clðt ¼ 0; xi; xiÞ

max ~Xcorrck!clðt 2 Tint; xi; xiÞ
� � : (7)

In this case (TCpeak), the temporal contrast is sensitive

to secondary peaks in the amplitude and not to the total

energy of the “non-peak” region (Tint).

2. Spatial contrast

The spatial contrast quantifies the energy ratio between

the peak of the ~Xcorr function at the temporal reversion

point and the same function calculated on any other point of

the space (the measuring grid in our case).

As with the temporal contrast, we will define two ver-

sions of the spatial contrast: SCRMS and SCpeak,

SCck!cl

RMS ðxiÞ ¼
~Xcorrck!clðt ¼ 0; xi; xiÞ

RMS ~Xcorrck!clðt ¼ 0; xi; x 6¼ xiÞ
� � ;

(8)

and

SCck!cl

peak ðxiÞ ¼
~Xcorrck!clðt ¼ 0; xi; xiÞ

max ~Xcorrck!clðt ¼ 0; xi; x 6¼ xiÞ
� � : (9)

It worth noticing that because the samples were

recorded in a discrete grid, for all of the calculations in this

paper, x 6¼ xi, will actually by discretized as xj with j 6¼ i.
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Both the temporal and spatial contrasts are scalar mag-

nitudes, which are calculated for a given pair of sonic crystal

configurations (ck and cl) and a specific point in the spatial

domain (xi). These magnitudes will be expressed in nondi-

mensional units.

3. Propagation matrix and time-reversal operator

To further analyze the spatial and spectral correlations

of the acoustic field, we will also make use of the propaga-

tion matrix and TR operator as a function of the frequency

and space as defined in Derode et al. (2003).

The propagation matrix HjðxÞ is the Fourier transform

of the point to point impulse response between the source

and measurement point xj. In our case, this corresponds to a

1�M (1� 325) row vector because we are using a single

source and M¼ 325 measurement points (the grid of 13

� 25 points is row ordered). The time-reversal transfer func-

tion between the measurement points xi and xj; TRTFijðxÞ;
is defined as the outer product of the propagation matrices

of the corresponding points and is computed for a fixed con-

figuration ck as

hðtÞck

xi
! Hck

i ðxÞ; (10)

TRTFck

ij ðxÞ ¼ Hck

i ðxÞ
� ��T

Hck

j ðxÞ: (11)

Then TRTF is an M�M matrix, depending on the fre-

quency, where the ith row corresponds to the frequency

response of the whole set of measurement points when the

impulse response of the xi measurement point is chosen for

the TR operation. After integrating this transfer function

over the frequency, we obtain the TR operator,

TRck
ij ¼

ð
TRTFck

ij ðxÞdx; (12)

TRck
ij ¼ ~Xcorrck!ckðt ¼ 0; xi; xjÞ: (13)

For a discrete signal, this last expression corresponds to

a summation over the frequency indices or the inner product

along the frequency axis. This matrix has two possible inter-

pretations, which will be discussed later. The first is more

direct and relates each TRij element to the spectral cross cor-

relation of the transfer functions of the points xi and xj. The

second interpretation arises from the fact that the integral in

Eq. (12) is also the inverse Fourier transform of the TR

transfer function evaluated at the time of reversal (t¼ 0).

Hence, the ith row of TR is equivalent to the amplitude

value of the acoustic field of the M measurement points at

the time of reversal.

G. Sonic crystal configurations and robustness
analysis

What we call a sonic crystal configuration (the angular

position of the n scatterers) can be represented as a point in

an n-dimensional space. With this in mind, we defined the

distance between the configuration as the Euclidean norm of

the difference between the position in this n-dimensional

space in degrees. In our case, n¼ 100 and each scatterer

angle ranges from �135 to 135 deg.

To study how the TR effect reacts when the sonic crys-

tal configuration is modified, we will propose three different

kinds of perturbations on the 100-dimensional space: (1)

displacement on a straight line between two given configu-

rations, (2) perturbations along a random line starting from a

given configuration, and (3) small perturbations on a single

coordinate (orthogonal displacements) from a given

configuration.

For the type (1) perturbation, we moved on a straight

line from R1 to R2 configurations on 20 equidistant steps.

To do so, we shifted each scatterer by 1/20 of the angular

distance for R1 and R2. This is equivalent to moving from

R1 to R2 in the 100-dimensional space on a straight line and

with equidistant steps in distance. To determine how likely

it is to obtain two random configurations that differed by

each of such steps, we simulated 10 000 random configura-

tions generated by randomly assigning a scatterer angle

between �135 and 135 deg with equal probability (i.e.,

angles drawn from a uniform distribution). Then, we calcu-

lated the Euclidean distance between each configuration and

the other ones and estimated the probability density function

of observing a given distance (Fig. 2). In Fig. 2, we can see

that the distances between random configurations smaller

than the 15 first steps from R1 to R2 are extremely rare to

find by mere chance (p < 3:4E� 4).

For this first type of perturbation, we measured the

time-reversed response in three points (P1–P3 in Fig. 1). We

first recorded the forward phase on each measuring point

and normalized it with the autocorrelation. Then, we shifted

the position of the scatterers by 1/20 on the R1-R2 direction,

played the inverted response, and recorded it in each mea-

suring point. We repeated this procedure for each of the 20

perturbation steps.

The type (2) perturbations are implemented by starting

from a random configuration and moving in a given direc-

tion in the 100-dimensional space. We repeated this pertur-

bation for nine given distances, which can be interpreted as

radii of 100-dimensional concentric spheres in the configu-

ration space, and five random directions for each distance.

FIG. 2. (Color online) The distribution of Euclidean distances of randomly

generated sonic crystal configuration. The histogram represents the proba-

bility function distribution of the Euclidean distance calculated using the

distances of 10 000 simulated sonic crystal configurations with each other.

The black dots represent the 20 Euclidean-distance steps from R1 (green

dot) to R2 (red dot) used for the type (1) robustness analysis.
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We moved from each of the ten initial random configura-

tions to a distance of 200 deg in nine quasi-logarithmic steps

(distances equal to 5, 10, 20, 35, 50, 75, 100, 150, and

200 deg). The forward phase was recorded for each of the

initial random configurations (0 deg distance) in points

P1–P3. Then, after time inversion and normalization using

the autocorrelation, the backward phase was recorded in

each point and for each distance and direction (radius and

angle). We averaged the temporal contrast across directions

for each radius and studied its relationship with distance.

To explore the variations in the spatial contrast, we

repeated the procedure for point P4 and the reduced grid

[Fig. 1(a)] around it. In this case, we calculated the forward

phase on P4 for each random initial configuration and back-

ward phase for each distance and direction in P4 and all the

points in the reduced grid. We then calculated one value of

the spatial contrast for each distance and direction and aver-

aged across the directions, obtaining a value of (reduced)

spatial contrast for each distance.

The goal of this perturbation was to generalize the

results obtained with type (1) by exploring random initial

configurations and random perturbation directions in a very

small neighbourhood of R1 in the configuration space (up to

a Euclidean distance of 200 deg).

Finally, type (3) perturbations consist of moving each

scatterer one at a time by a given angle (615 deg) starting

from R1. The direction of the shift was randomly assigned

unless it was not possible to move 15 deg in one direction.

Here, we want to study how a movement in a given coordi-

nate (angle of a scatterer) affects the TR. In this last pertur-

bation, the configuration shifts in the distance space only on

orthogonal movements starting from R1.

III. TR FOCUSING

In this section, we will show that the TR focusing phe-

nomenon is feasible using our variable-geometry sonic crys-

tal with U-shaped scatterers and the focused peak can be

switched on and off by changing the geometric configura-

tion of the crystal.

Using the method described in Sec. II D, we obtained a

recording of the refocused peak for the measurement points

(see Fig. 1) that showed no significant differences when

comparing it to the autocorrelation function of the impulse

response (see comparison in supplementary Fig. S1).1 Thus,

in the following, we can confidently make use of the cross

correlation function and Eqs. (5)–(9) for computing the tem-

poral and spatial contrasts of the refocused peak for all of

the 25� 13 points in the measurement grid. All of the fol-

lowing acoustical magnitudes were calculated using the W
channel of the Ambisonics B-format recording (the X, Y,

and Z channels can be found, for the sake of completeness,

in the supplementary Figs. S2, S3, and S4, respectively1).

To highlight the switching behavior of the TR focusing,

we will compare two scenarios: first, an ordinary TR process

in which the same sonic crystal configuration (R1) is used

during the forward (impulse response recording) and

backward (reversed impulse response emission) phases

(R1! R1), and a second scenario in which we change the

configuration to R2 during the backward phase (R1! R2).

The temporal and spatial contrasts for both scenarios, com-

puted using Eqs. (5)–(9) for all of the grid points, are com-

pared in the left and right columns of Fig. 3.

The values of the temporal contrast obtained for the

R1! R1 scenario at the measurement grid points ranged

between 35 and 70 for TCRMS and between 5 and 15 for

TCpeak. The spatial contrast ranged between 15 and 40 for

SCRMS and between 3 and 15 for SCpeak. The TCRMS and

SCRMS values obtained are within the range that previous

studies reported when using scattering with ultrasound and

audible sound focusing in rooms (Ribay et al., 2005; Yon

et al., 2003).

Moreover, the contrast measures obtained when the

sonic crystal configuration is changed during the backward

phase (R1! R2) are dramatically reduced, showing the

sensitivity of the system to changes in the propagation

medium. This difference is less evident for measurement

points close to the x¼ 0 axis due to two different factors.

FIG. 3. (Color online) The temporal and spatial contrasts. The plots in the

left column show the magnitudes calculated with the forward and backward

phases corresponding to the R1 configuration (R1! R1), whereas for plots

in the right column, the backward phase was obtained using R2 (R1! R2).

The first two rows show the spatial contrasts (SCRMS, SCpeak), and the last

two rows show the temporal contrasts (TCRMS, TCpeak) calculated following

Sec. II F. The x and y axes represent the locations of the recording point in

the measuring grid as defined in Fig. 1(a).
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First, x¼ 0 is a symmetry axis of the experimental setup,

including the sonic crystal grid. Even if this symmetry is

broken by the random orientation of the columns, a spatial

correlation for the lower frequencies persists as we will

show in Sec. V. This correlation is higher for the measure-

ment points that are closer to the symmetry axis. As a conse-

quence, the spatial contrasts (particularly SCpeak) decrease

as we approach the x¼ 0 axis. The second factor is the

prominence of the ballistic part of the impulse response

(Derode et al., 2001a) for the measurement points situated

over x¼ 0. In fact, from this line, it is possible to have visual

contact with the loudspeaker in between the columns. This

ballistic part contributes equally to the amplitude of the

acoustic field at the reversal time for both configurations.

Therefore, the contrast measures are still significant at x¼ 0

for the R1! R2 scenario.

To check if the refocused peak was caused by the sonic

crystal and that it was not a mere effect of the room, we also

computed the cross correlation ~Xcorrðt; xi; xjÞ for the

impulse responses measured in the room without the sonic

crystal. The amplitude of the cross correlation at the time of

reversal t¼ 0 for all measuring points xj is displayed in sup-

plementary Fig. S5, using four examples of recording points

xi.
1 In all cases, we observed a wavefront corresponding to

the direct sound and no refocusing peaks. We also computed

the spatial and temporal contrast without the sonic crystal

(see supplementary Fig. S61).

The possibility of switching the TR focusing on and off

by changing the sonic crystal configuration during the back-

ward phase is further illustrated in Fig. 4. The normalized

cross correlation function, defined by Eq. (3), is computed at

the time of reversal for all measurement points and the two

scenarios R1! R1 (left panels) and R1! R2 (right pan-

els), taking five recording points (rows) as examples. As we

previously mentioned, this is equivalent (normalization

apart) to the acoustic field obtained under the two scenarios

at the reversal time (time-reversed acoustic field). The first

three rows display neat time-reversed peaks, which are

completely lost when the configuration is changed during

the backward phase. It is worth noticing that this effect is

present even for the farthest recording point (first row). In

the last two rows, we display two examples where the

switching effect is not completely achieved. Even when the

time-reversed peak is still high, there are residual peaks after

switching the sonic crystal configuration to R2, and a

“phantom” peak in the symmetric (relative to the x¼ 0 axis)

measurement points. This also can be explained by the pre-

viously mentioned ballistic wavefront and spatial correlation

factors. An animated figure displaying the time-reversed

acoustic field for both configurations and all points is pro-

vided in Mm. 1.

Mm. 1. Animation of the time-reversed acoustic field for

both configurations and all points. This is a file of type

“gif” (48360 KB).

Thus far, we have only used configurations R1 and R2

as representatives of two different random configurations

because their distances in configuration space fall within a

typical range (see Fig. 2). However, one may now ask how

this difference in contrast changes as the distance between

the configurations is reduced. Also, we are interested in

studying how well the high values of contrasts are preserved

for small variations in the geometric configuration between

the forward and backward phases. To address these two

questions, we will perform a robustness analysis for the con-

trast magnitudes within the configuration space.

IV. ROBUSTNESS ANALYSIS

In this section, we will analyze how robust the TR

focusing phenomenon is regarding changes in the sonic

crystal configuration (i.e., its geometry). We will make use

of the configuration space defined in Sec. II G and take the

three different approaches described therein.

In Fig. 5, we display the temporal contrasts for a mea-

sured time-reversed focusing peak in three points (P1–P3 in

Fig. 1) using the impulse response obtained in the forward

phase with the configuration R1 as the configuration for the

backward phase is switched from R1 to R2 in discrete steps.

This magnitude is expressed as the Euclidean distance

FIG. 4. (Color online) The amplitude of the normalized cross correlation

function given by Eq. (3) at the time of reversal t¼ 0 for all measuring

points xj, using R1! R1 (left column) and R1! R2 (right column), and

five examples of the forward recording points xi (as rows). The positions of

the forward recording points are indicated by the hollow black squares. The

brighter squares represent better time reversions, and the x and y axes repre-

sent the location of the measuring point xj in the grid, as defined in Fig.

1(a). The amplitudes are represented in normalized units (see Sec. II F).
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(defined in Sec. II G) relative to R1 in the configuration

space. The intermediate points in Fig. 5 correspond to the

black dots in Fig. 4. Both contrast measures decrease rapidly

with distance. For distances below 200 (configurations simi-

lar to R1), we still have a residual contrast. Nevertheless,

the probability of obtaining such a similar configuration

(distance < 200) by mere chance is less than 10�54 (based

on the simulated distance distribution in Sec. II G).

In Fig. 6 (left panels), we display the temporal contrast

measures as a function of the distance in the configuration

space using the type (2) perturbation analysis method

described in Sec. II G for the same three points P1–P3.

These contrasts are normalized to the maximum contrast

obtained for the R1 configuration. This study can be seen as

a “zoom in” into the decaying part of the curves displayed

in Fig. 5. The dots correspond to the different starting points

and perturbation directions for a fixed radius of the hyper-

sphere, and the lines correspond to their mean values

averaged over all directions and starting points in the config-

uration space. In this perturbation study, we also analyzed

the spatial contrast values as a function of the distance. This

is displayed in the right column of Fig. 6. In both cases,

a gradual decay of the contrast values is observed up to a

distance of 200 deg.

The relative variation of TCRMS with respect to the per-

turbations of the individual scatterers [the type (3) perturba-

tion method described in Sec. II G] for the same

measurement points (P1–P3) is shown in the three respec-

tive panels of Fig. 7. We define the relative contrast pertur-

bation magnitude as 1� TCpert
rms=TCrms, where TCpert

rms

(TCRMS) is the RMS temporal contrast measure of the per-

turbed (unperturbed) configuration. In all cases, the contrast

values obtained with the perturbed configurations were

FIG. 5. (Color online) The temporal contrast as a function of the distance

between the R1 and R2 sonic crystal configurations. The temporal contrast

is obtained by recording the forward phase with the R1 configuration and

the backward phase for a shifted configuration. The backward configuration

was varied from R1 to R2 in 20 equal discrete steps (x axis, as defined in

Sec. II G). The configuration was shifted in a forward (R1 to R2) and back-

ward (R2 to R1) direction, resulting in two recordings for all of the interme-

diate configurations (overlapped in the plot). The signals were recorded in

points P1–P3 and contrasts are given in nondimensional units.

FIG. 6. (Color online) The temporal and spatial contrasts as a function of the distance for sonic crystal configurations used in the backward phase in a small

neighbourhood of the configuration (R1) used in the forward phase. In the left column, we show the temporal contrasts, normalized with the maximum con-

trast obtained with R1, to compare the three measures made in points P1–P3. In the right column, we show the reduced spatial contrast (i.e., using the

reduced grid shown in Fig. 1) for point P4 when recording the forward phase in the R1 configuration and the backward phase in a random configuration at a

given distance from R1.
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lower than those in the unperturbed case, leading to positive

values of the relative perturbation measure. As expected, not

all scatterers have the same influence on the relative contrast

variations, and the most influential are those close to the

x¼ 0 axis (between columns 10 and 11), where the source is

located. Also, there is a noticeable difference for the P3

measure point, located toward the lower right corner in the

experimental setup diagram [the orientation of the sonic

crystal in Fig. 7 is the same as that displayed in Fig. 1(a)]. In

this last case, the more influential columns are also the col-

umns located over a line joining the source and receiver.

V. DISCUSSION

In this work, we achieved a single-channel TR process

with high spatial and temporal contrasts using a periodic

composite material (a sonic crystal), a result which could

seem in apparent contradiction with previous results

(Derode et al., 2001a; Tourin et al., 2006). In fact, disorder

has been posed as an essential requirement to achieve a high

degree of spectral and spatial decorrelation, allowing a

higher number of independent “grains” of information in the

frequency bandwidth and a higher aperture for the TR pro-

cess and, consequently, high temporal and spatial contrasts

(Derode et al., 2000). The periodic structure of the sonic (or

phononic) crystals clearly decreases the degree of spatial

decorrelation of the acoustic field compared to the case of a

disordered medium, explaining the absence of spatial focus-

ing that was reported by Tourin et al. (2006). However, it is

not so clear if the spectral decorrelation is flawed in the

same way as the spatial decorrelation. In fact, Tourin et al.
(2006) found that the time compression (or temporal con-

trast) was higher when using a phononic crystal for frequen-

cies within the first bandgap compared to a disordered

medium.

Still, the question remains as to how we can obtain both

high values of spatial and temporal contrasts using a peri-

odic structure. It is worth noticing that our setup presents a

fundamental difference compared to that of Tourin et al.
(2006), it is composed of non-convex scatterers with much

less symmetry than a cylinder. A consequence of this lack

of symmetry can be seen in the band diagram [Fig. 1(c)],

where it is apparent that the band structure of our sonic crys-

tal is more entangled than the band structure of one made

with cylinders (see, for example, for a similar system,

Romero-Garc�ıa et al., 2013) even for the case of the C0 con-

figuration, and in the studied frequency range, it is densely

populated with partial band gaps and negative refraction fre-

quency bands, yielding multiple posible wave vectors for a

given temporal frequency. This can contribute to the spec-

tral decorrelation of the signal because we are using an

extremely large bandwidth compared to the one used by

Tourin et al. (2006). Also, the random contribution made by

the rotations of the columns could eventually be responsible

for the spatial decorrelation of the acoustic field, which is

similar to that obtained using a completely disordered

medium, especially for higher frequencies.

To quantify this, we performed a complementary study

on the spatial correlation of the impulse responses obtained

for an ordered (C0) and random (R1) configuration as a

function of the frequency.

We computed the TR operator, as defined in Eq. (12),

integrating the TR transfer function over the full frequency

range (0.5–20 kHz), and restricting the integration domain

to three frequency bands: (a) low (0.5–1 kHz), (b) medium

(1–4 kHz), and (c) high (4–20 kHz). The results for the

ordered (TRC0) and random (TRR1) configurations are dis-

played in Fig. 8. These are M�M matrices where, as we

mentioned in Sec. II F, each row can be interpreted as the

normalized acoustic field at the time of reversal for all mea-

surement points, and this replicates for each column corre-

sponding to a different time-reversed impulse response.

Therefore, a perfect TR would correspond to an identity

matrix, and higher off diagonal values would correspond to

a higher spatial correlation of the acoustic field and lower

spatial contrast.

As the rectangular grid of measurement points are row-

major ordered in the indices of these matrices, the points that

are symmetric with respect to the x¼ 0 axis (as in the experi-

mental setup) are located in 13 segments of 25 elements each

perpendicular to the main diagonal at the x¼ 0 measurement

points. These segments are visible in the TRC0 matrix of the

ordered configuration for the wideband case (light red lines

in Fig. 8, upper panel, first column) indicating that a positive

correlation is always observed. This is due to the fact that for

the ordered configuration, the symmetry of the experimental

setup is perfect. Therefore, each time that a pulse is reversed

at the location (x,y), a secondary pulse of equal magnitude is

formed at the location ð�x; yÞ. This symmetry is broken for

the disordered configuration (R1), a slight anti-correlation is

observed (light blue lines parallel to the main diagonal in

Fig. 8, lower panel, first column) at the two neighboring

FIG. 7. (Color online) The relative contrast for a rotation of 15 deg of each

scatterer independently. This figure represents how sensitive the temporal

contrast is to rotations of a single scatterer (i.e., moving the configuration in

a single direction in the 100-dimensional space defined in Sec. II G) by

means of the relative contrast perturbation magnitude. Each panel corre-

sponds to a measuring point (P1–P3 in Fig. 1). This magnitude is defined as

1� TCpert
rms=TCrms, where TCpert

rms (TCRMS) is the RMS temporal contrast

measure of the perturbed (unperturbed) configuration.
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points along the y axis. This sets a reasonable upper bound to

the correlation length of the field, which is about the length

of the grid spacing (15 cm).

The lower degree of spatial correlation for the disor-

dered configuration compared to the ordered one is also

observed in the low-, medium-, and high-frequency bands

(Fig. 8). A dramatic example of the long-range correlations

can be noticed in the TR matrix of the ordered configuration

for the case of the low-frequency band, whereas the matrices

for the random configuration display only local correlations

from around three neighboring measurement sites for the

low-frequency band to an almost perfect main diagonal (a

correlation length less than the distance between the mea-

surement points) for the higher frequencies. This last obser-

vation is consistent with the hypothesis that the random

angles of the columns in the R1 configuration break the spa-

tial correlation induced by the periodic structure of the sonic

crystal (particularly for medium and high frequencies)

because the correlations of the field are local and mainly

produced by the length of the shortest wavelength.

The previous analysis could explain why the random

configuration of the sonic crystal behaves as a multiple scat-

tering medium with the needed degree of spatial and spec-

tral decorrelation to achieve a TR process with high spatial

and temporal contrasts. However, this does not clarify how

this system compares to a truly disordered medium. To

address this issue, we will compare the impulse responses

generated by our system with a shot noise model that is

widely used in the literature to simulate the response of an

ideal heterogeneous medium.

The shot noise model is obtained as a superposition of

pulses that follows a Poisson point process in time. This

model can describe the ideal impulse response of a high-

order disordered scattering medium where each pulse corre-

sponds to a different multiple-scattering path (Haworth

et al., 2009). We also incorporate three additional features

that extend this model so that it applies to our particular

system without losing its intrinsic random nature. The first

feature is a random phase applied to each pulse bandwidth-

limited between 0.5 and 20 kHz. The second feature

corresponds to a convolution of the model with the actual

electroacoustic response of the audio system used in the

experiment (real pulse). The last feature is a temporal decay

that matches the average temporal decay of the impulse

responses obtained in the measuring region. It is worth not-

ing that this temporal decay is mainly due to the expansion

of the propagating wavefront and it is observed even for fre-

quencies where the acoustical energy absorption is

negligible.

For these models, as a measure of the degree of spatial

correlation, we calculated the RMS values of the off diago-

nal elements of the matrix TR given by Eq. (12). The results

are displayed in Table I.

It is worth noticing that the addition of the real loud-

speaker anechoic impulse response already introduces a

lower limit to the correlation. This is consistent with the

observation made by Derode et al. (2000) that for an ideal

heterogeneous medium, the temporal and spatial correla-

tions are those of the original pulse. The most striking result

is that adding a temporal decay comparable to the decay of

the measured impulse response is enough to fill the gap

between the correlation value of our system and that of an

ideal shot noise model.

To explain this result, we will put aside the RMS calcu-

lation and concentrate on two arbitrary measurement points

x1 and x2 with random impulses responses h0
1ðtÞ and h0

2ðtÞ
generated by the shot noise model. In the frequency domain,

the time-reversed pulse at the point x1 corresponds to the

evaluation of H0
1ðxÞ

TH0
1ðxÞ, where H0

1ðxÞ is the transfer

function at that point. Likewise, the response in x2 for the

same TR process corresponds to evaluating H0
1ðxÞ

TH0
2ðxÞ.

The key point is that the integral over the frequency domain

can be interpreted in two ways: (a) as the spatial correlation

FIG. 8. (Color online) The TR matri-

ces defined by Eq. (12) are integrated

over the full (0.5–20 kHz, wideband),

low (0.5–1 kHz), medium (1–4 kHz),

and high (4–20 kHz) frequency ranges.

Each jth column of the matrices corre-

sponds to the amplitude values of the

acoustic field at the 325 measurement

points at the time of reversal when the

reversed jth impulse was used as a sig-

nal in the second stage of the TR

process.

TABLE I. The spatial correlation measured as the RMS values of the off

diagonal elements of the TR matrices [Eq. (12)] for the shot noise models

and sonic crystal scattering media.

Model Ideal pulse Real pulse

Shot noise 0.000265 0.000783

Shot noise random Phase 0.000265 0.000741

Shot noise/Temporal Decay 0.0013 0.0014

Sonic crystal/random configuration — 0.0016

Sonic crystal/ordered configuration — 0.0019
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of the acoustic field between the points x1 and x2 [this is the

interpretation of the previous analysis and of Eq. (12)], and

(b) as the inverse Fourier transform of this product at the

time of reversal (when t¼ 0, eixt ¼ 1). This inverse Fourier

transform is the cross correlation between h0
1ðtÞ and h0

2ðtÞ
evaluated at t¼ 0. Therefore, to compute the spatial correla-

tion of the shot noise between x1 and x2, we must evaluate

the expectation value of the cross correlation of their

impulse responses at the time of reversal. Even when the

impulse responses of x1 and x2 are completely uncorrelated,

the introduction of the decay time leads to more energy in

the beginning of the impulse and raises the expectation

value of the cross correlation at the time of reversal. This

observation is consistent with Haworth et al. (2009), who

derived a statistical approximation for the expectation value

of the TR focused signal in the case of the shot noise model

with a temporal decay showing an increase along with the

time constant of the decay.

The temporal decay introduces a characteristic time

and, consequently, a slope in the cross correlation function.

This raises the value of this function at t¼ 0, which, as we

have shown before, is equivalent to the spatial correlation

between the two points. This analysis proposes that the dif-

ferences between the scattered field of the sonic crystal in

the random configuration and that of an ideally heteroge-

neous scattering medium may be mainly due to the temporal

decay of the impulse response. As a consequence, our sys-

tem, even endowed with a periodic structure, is capable of

refocusing a time-reversed pulse with spatial and temporal

contrasts comparable to those of an ideal inhomogeneous

scattering medium.

VI. CONCLUSIONS

In this paper, a single-channel TR process of acoustical

waves in the audible range with high temporal and spatial

contrasts is obtained using a tunable sonic crystal as a

medium. Previous works highlighted the importance of mul-

tiple and decorrelated wavefronts arriving at the receptor

during the first stage of the TR process to achieve high con-

trast values. Sonic crystals have features that favour (multi-

ple scattering units) and hinder (periodic structure) this

decorrelated wavefront condition. The tunable sonic crystal

presented here is endowed with two additional features that

may further contribute to the number and decorrelation of

the transmitted wavefronts and are proposed as an explana-

tion for the successful TR process. The first feature is the

convex shape of the scatterers, which induces a more

entangled band diagram (compared to a scatterer with the

same symmetry as the lattice), increasing the number of

modes of propagation. The second feature is the random ori-

entation of the scatterers, which breaks the translation sym-

metry of the lattice and decorrelates the arriving signal at

the recording point.

It was also shown that the spatial decorrelation of the

sonic crystal using a random orientation of the scatterers is

comparable to that obtained using a shot noise model with

an exponential time decay adjusted to the wideband experi-

mental data. In this way, the tunable sonic crystal is able to

time reverse an initial acoustic pulse as for other previously

studied complex media (Derode et al., 1995; Derode et al.,
2003). The novelty of the system under study is that this TR

process can be turned on and off by changing the orientation

of the columns, and this is mechanically accomplished using

a simple motor system in a few seconds. Indeed, the time-

reversed pulse obtained using the impulse response of a par-

ticular configuration is preserved only for configurations

that are a few degrees apart from the original configuration

and is lost for all the other possible configurations. This abil-

ity to switch on and off the time-reversed pulse can be

exploited for applications in acoustical communication sys-

tems using physical encryption.
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