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In this work, we study the non-hermitian Swanson hamiltonian, particularly the non-PT symmetry
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oscillators. We also discussed the presence of Exceptional Points of infinite order.
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I. INTRODUCTION.

The study of non-hermitian Parity-Time Reversal(PT)
symmetry hamiltonians was proposed in the pioneering
work of Bender and Boettcher [1]. A parametric family
of hamiltonians can be obtained by varying the different
variables of the corresponding systems. The essential fea-
ture of a PT-symmetric Hamiltonian is the existence of
certain values of the parameters at which the spectrum is
real and the hamiltonian is similar to a hermitian one [2–
7]. For other values of the parameters of the model, the
spectrum contains complex-conjugate pairs of eigenval-
ues and the corresponding eigenfunctions are non longer
PT-symmetric. In the boundary of both regions of the
model space, two or more eigenvalues and their corre-
sponding eigenstates can be coalescent, these set of pa-
rameters are called Exceptional Points [8–20]. The time
evolution of a given initial state under the action of these
hamiltonians strongly depends on the characteristics of
the spectrum, particular at EPs [21–30], where the expo-
nential law is generally not valid.

The Swanson model has been introduced in [31] as an
example of a hamiltonian that obeys PT-symmetry. It
admits real eigenvalues for a well-defined region of the pa-
rameter model space. The similarity between the Swan-
son hamiltonian and the harmonic oscillator as well as the
dynamic of observables in the PT-symmetry region have
been extensively analyzed [32–46]. Among the extensions
of the Swanson model we can include super-symmetry
realizations [47, 48]. Also, the Swanson hamiltonian
has been studied as a particular case of different non-
hermitian generalizations of anharmonic oscillators sys-
tems [49–52]. Another approach to the Swanson model
comes from investigating different q-deformation boson
algebras [53–56]. As an example, in [53] different repre-
sentations of deformed canonical variables [53] are pre-
sented. In this work, the effect that produces the modifi-
cation of the generalized canonical variables commutator,
over the region of PT-symmetry and exceptional points,

is analyzed. In [54], the authors studied the particular
case of the Swanson hamiltonian using the generalization
of the Milne quantization. In [55] the Swanson hamil-
tonian is discussed in the framework the formalism of
generalized pseudo bosons. The authors of [55], by em-
ploying generalized Bogoliubov transformation, present
a mapping of the Swanson model to a standard bosons
hamiltonian. In [56] the Swanson model is obtained as
the quadratic limit of a deformed general hamiltonian
constructed from a non-standard oscillator algebra.

However, to our knowledge, much less has been inves-
tigated in the region of PT-broken symmetry. In this
line, the authors of [57] have proposed different gener-
alizations of the Swanson model. They have described
the continuum spectrum of the different generalizations
by analyzing the corresponding similar hermitian hamil-
tonians. More recently, the authors of [58] have studied
the solutions of the time-dependent Swanson hamilto-
nian. By applying the formalism presented in [59], their
work includes the construction of a time-dependent met-
ric to compute the time evolution of the observables of
the system. A new proposal has been presented in [60],
where the authors construct time-dependent metrics by
point transformations. In this work, the construction of
non-Hermitian invariants for the Swanson model and the
implementation of Dyson maps is analyzed. From an-
other point of view, the authors of [61] have made use of
the Darboux transformation to provide solutions of the
Swanson model for a particular set of parameters.

In this work, we study the non-hermitian Swanson
hamiltonian, particularly the non-PT symmetry phase.
The work is organized as follows. In Section II we analyse
the different model space regions. In Subsection II A we
discuss the use of the formalism of Rigged Hilbert Space
to construct the generalized eigenfunctions and the cor-
responding spectrum of the model. In Subsection II B we
present our results for each region of the model param-
eter space. In Section III we formalize the calculation
of mean values of observables and their time evolution.
Conclusions are drawn in Section IV.

ar
X

iv
:2

10
8.

01
00

4v
1 

 [
qu

an
t-

ph
] 

 2
 A

ug
 2

02
1



2

II. FORMALISM.

Let us start with the hamiltonian of the squeezed har-
monic oscillator [62–64]. It is given by

H = ~ω
(
a†a+

1

2

)
+ ~α (a2 + a†

2
). (1)

As it is well-known [62–64], its relevance is related to
the study of the Heisenberg Uncertainty Relations for
the momentum and position operators. The eigenval-
ues and eigenfunctions of the hamiltonian of Eq.(1), for
|α| < |ω|/2, can be obtained analytically, and the low-
est eigenstate is a squeezed state, that is a state which
minimizes the variance of the momentum operator p̂ by
increasing the variance of the coordinate operator x̂, or
vice versa.

Let us consider the Hamiltonian proposed in [31],
which is a non-hermitian generalization of the hamilto-
nian of Eq.(1). It reads

H(ω, α, β) = ~ω
(
a†a+

1

2

)
+ ~α a2 + ~β a†2. (2)

We can write a and a† in terms of the coordinate op-
erator, x̂, and of the momentum operator, p̂ :

a =
1√
2

(
x̂

b0
+ i

b0
~
p̂

)
,

a† =
1√
2

(
x̂

b0
− i

b0
~
p̂

)
,

(3)

with b0 the characteristic length of the system. The
hamiltonian of (2) reads

H(ω, α, β) =
1

2
~(ω + α+ β)

(
x̂

b0

)2

+
1

2
~(ω − α− β)

(
b0 p̂

~

)2

+~
(α− β)

2

(
2 x̂

i

~
p̂+ 1

)
. (4)

It is straightforward to verify that the hamiltonian of
Eq.(4) obeys PT-symmetry.

In the other hand, the hermitian conjugate operator,
Hc, is given by Hc(ω, α, β) = H(ω, β, α).

Let us introduce, for ω 6= α + β, a new set of comple-
mentary operators P̂ and X̂ , namely:

P̂ =

(
p̂+ i~

α− β
(ω − α− β)b20

x̂

)
,

X̂ = x̂, (5)

FIG. 1: Ω2(ω, α, β, b0) of Eq.(7).

P̂ and X̂ obey the usual commutation relation
[X̂, P̂ ] = i~.

In terms of P̂ and X̂ the Hamiltonian of Eq.(4) can be
written as

H =
1

2m
P̂ 2φ(X) +

k

2
X̂2φ(X), (6)

with k = m Ω2 and

Ω = Ω(ω, α, β) =
√
ω2 − 4αβ = |Ω|eiφ, (7)

m = m(ω, α, β, b0) =
~

(ω − α− β)b20
. (8)

The spectrum and the eigenfunctions of H depend on
the sign of the functions m(ω, α, β, b0), Ω(ω, α, β)2.

In Figures 1 and 2 we show the behaviour of Ω2 and
m, as a function of α/ω and β/ω, respectively. It can be
observed that Ω2 is a continuous function, while m has a
discontinuity at the plane α/ω + β/ω − 1 = 0.

There are four possible regions in the parameter model
space. If m > 0 and Ω2 > 0 the hamiltonian is similar to
the usual harmonic oscillator, Region I. The case m > 0
and Ω2 < 0 corresponds to a parabolic barrier, Region
II[65–68]. While the case m < 0 and Ω2 > 0 can be
interpreted as a harmonic oscillator with negative mass,
Region III [69–73]. Finally, the case m < 0 and Ω2 < 0
can be interpreted as a parabolic barrier for a system
with negative mass, Region IV. The case k(ω, α, β, b0) =
0 corresponds to a free particle. The different regions
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FIG. 2: m(ω, α, β, b0) of Eq.(8).

(I) m>0 & Ω²>0

m>0 & Ω²<0

(II)

(III)

m<0 & Ω²>0

m<0 & Ω²<0

(IV)
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FIG. 3: Different regions of the parameter space in terms of
the sign of m(ω, α, β, b0) and Ω2(ω, α, β, b0).

are displayed in Figure 3 in terms of the adimensional
coupling constants α/ω and β/ω.

A. Gelf’and Triplet.

In general, neither H nor Hc have eigenfunctions in the
Hilbert space H. To overcome this problem, and to be
able to compute the mean value of observables, we shall
use the Gel’fand triplet [74, 75]. Let us briefly review the
essentials of the formalism.

To describe a quantum system we need a Hausdorff
vector space with a convex topology and a scalar prod-
uct, (Ψ, τ). The Hilbert space with the topology τH ,
(H, τH), is the completion of (Ψ, τd). Let us define an-
other completion of (Ψ, τd), with a finner topology τΦ,
(Φ, τΦ), so that Φ ⊂ H ⇒ H∗ ⊂ Φ∗. Here, Φ∗ is the dual
space of Φ, Φ∗ = {F |F : Φ → C, F (v) = 〈F |v〉, v ∈ Φ}.
Also, we shall introduce the antidual space of Φ, Φ×,
that is the space of the antilineal functionals on Φ,
Φ× = {G|G : Φ → C, G(v) = 〈v|G〉, v ∈ Φ}. Along
this lines, we obtain the Gel’fand triplet

Φ ⊂ H ⊂ Φ×. (9)

The extension of the hamiltonian operators H and Hc

on H are the hamiltonian operators H× and Hc
× on Φ×,

respectivelely. The eigenfunctions of H× and Hc
× are

functionals of Φ×.
In Φ×, the stationary Schrödinger equation for H and

Hc can be written as

H× φ̃(x) = E φ̃(x), (10)

and

H×c ψ(x) = Ec ψ(x). (11)

For ω−α−β 6= 0 we shall introduce the similarity trans-
formation:

Υ = e
− α−β
ω−α−β

x2

2b20 , (12)

so that

Υ H× Υ−1 = h×,

Υ−1 H×c Υ = h×, (13)

with

h×φ(x) = − ~2

2m

d2φ(x)

dx2
+

1

2
kx2φ(x) = E φ(x), (14)

the eigenfunctions of H× and H×c are given by φ̃(x) =
Υ−1φ(x) and ψ(x) = Υφ(x), respectively.

Eq. (14) can be interpreted as the Schrödinger equa-
tions corresponding to a potential of the form

u(x) =
1

2
kx2 =

1

2
mΩ2x2. (15)
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From Eq.(47), it can be conclude that there is a similar-
ity relation between H× and H×c , namely UH× = H×c U ,
with U = Υ2.

As H× is pseudo-hermitian, we can introduce a new
inner product, 〈.|.〉U , in terms of the positive define op-
erator U

〈.|.〉U : H× ×H× → C, 〈φ̃ν |φ̃ν′〉U = 〈φ̃νU |φ̃ν′〉. (16)

It can be observed that the set {ψν〉, |φ̃ν〉} is bi-
orthogonal:

〈φ̃ν |φ̃ν′〉U = 〈ψν |φ̃ν′〉 = 〈φν |φν′〉 = δνν′ . (17)

The identity operator can be written as

1 =
∑
ν

|φ̃ν〉〈ψν |. (18)

Given a pseudo-hermitian operator Q̂, Q̂ = ΥqΥ−1

with q† = q, its mean value can be computed as

〈φ̃|Q̂|φ̃〉U = 〈φ̃|UQ̂|φ̃〉. (19)

Thus, associated with the operators p and x, we have

P̂ = ΥpΥ−1 = p̂+ i~
α− β

(ω − α− β)b20
x̂,

X̂ = ΥxΥ−1 = x, (20)

which is consistent with Eq.(5).
In what follows, we shall present the generalized eigen-

functions and the corresponding spectrum in the different
regions.

B. Spectrum and Generalized Eigenfunctions.

1. Region I.

In the PT-symmetry phase, Eq. (14) reduces to the
usual harmonic oscillator. Consequently, the spectrum
and the eigenfunctions are given by

En = Ecn = ~
√
ω2 − 4αβ

(
n+

1

2

)
,

φ̃n(x) = e
α−β

ω−α−β
x2

2b20
2−

n
2

√
πn!

σ

b0
e
− x2

2b20
σ2

Hn

(
x

b0
σ

)
,

ψn(x) = e
− α−β
ω−α−β

x2

2b20
2−

n
2

√
πn!

σ

b0
e
− x2

2b20
σ2

Hn

(
x

b0
σ

)
,

(21)

with σ =
√

mΩ
~ b0 and Ω =

√
ω2 − 4αβ.

In terms of the eigenfunctions of H× and Hc
×, the

bi-orthogonality relation is given by∫ ∞
−∞

ψ
∗
m(x)φ̃n(x) dx = δnm. (22)

and the completeness relation is

∞∑
n

ψ
∗
n(x)φ̃m(x′) = δ(x− x′). (23)

2. Region III.

In this region, the parameter m takes negative val-
ues. As it is proved in Appendix A, we can define

σ =
√
|mΩ|
~ b0 ∈ R, as in the previous case. So that

En = Ecn = −~
√
ω2 − 4αβ

(
n+

1

2

)
,

φ̃n(x) = 2−
n
2√

πn!
σ
b0

e
α−β

ω−α−β
x2

2b20 e
− x2

2b20
σ2

Hn

(
x

b0
σ

)
,

ψn(x) = 2−
n
2√

πn!
σ
b0

e
− α−β
ω−α−β

x2

2b20 e
− x2

2b20
σ2

Hn

(
x

b0
σ

)
.

(24)

The bi-orthogonality and completeness relation is the
same as in the previous case.

3. Region II.

In this region, m > 0 and Ω2 < 0. The potential u(x)
of Eq.(15) corresponds to that of a parabolic barrier [65–
68]. Both hamiltonians, H× and H×c , display continuous
spectrum as well as resonant and anti-resonant discrete
states.

In Appendix A we present the construction of gener-
alized eigenfunctions and the corresponding eigenvalues.
Let us summarize the results as follows.

The generalized eingenfunctions of H×, φ̃±n (x), with
eigenvalues E±n = ±i~|Ω|

(
n+ 1

2

)
are given by

φ̃±n (x) = e
α−β

ω−α−β
x2

2b20 φ±n (x) , (25)

while, the generalized eigenfunctions of H×c , ψ
±
n (x), with

eigenvalues E±cn = ∓i~|Ω|
(
n+ 1

2

)
are given by

ψ
±
n (x) = e

− α−β
ω−α−β

x2

2b2
0 φ∓n (x) . (26)

and

φ−n (x) =

√
√
iσ
b0

1

2nn!
e
−iσ2 x2

2b20Hn

(√
iσ

b0
x

)
,

φ+
n (x) = φ−n (x)

∗
, (27)
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with σ =
√
|mΩ|
~ b0.

The bi-orthogonality relation reads

∫ ∞
−∞

(ψ
±
m(x))∗φ̃±n (x) = δnm, (28)

and the completeness relation is given by

∞∑
n = 0
s = ±

(ψ
s

n(x))∗φ̃sn(x′) = δ(x− x′). (29)

The generalized eigenfunctions associated to the con-
tinuous spectrum, E ∈ (−∞,+∞), are given by

φ̃E±(x) = e
α−β

ω−α−β
x2

2b20 φE±(x), (30)

ψ
E

±(x) = e
− α−β
ω−α−β

x2

2b20 φE∓(x), (31)

with ν = −i E
~|Ω| −

1
2 and

φE±(x) = C Γ(ν + 1)D−ν−1

(
∓
√

2iσ
x

b0

)
. (32)

The bi-orthogonality and the completeness relation can
be written as

∫ ∞
−∞

(ψ
E

±(x))∗φ̃E
′

± (x)dx = δ(E − E′),∑
s=±

∫ ∞
−∞

(ψ
E

s (x))∗φ̃Es (x)dE = δ(x− x′).

(33)

To complete the analysis of this region we have to dis-
cuss the analytical properties of the previous solutions.

It is easy to see that the poles of φE±(x) are those of
Γ(ν + 1), that is: −n = ν + 1, with n ∈ N and En =
i~|Ω|

(
n+ 1

2

)
.

In the other hand, the poles of (φE±(x))∗ are those
of Γ(−ν), that is: n = ν, with n ∈ N and En =
−i~|Ω|

(
n+ 1

2

)
. As shown in Appendix A, we shall intro-

duce ηE±(x) = (φE±(x))∗, which are eigenfunctions of h×

by replacing E ↔ −E.
In the coordinate representation, we have φE±(x) =

〈x|φE±〉 and ηE±(x) = 〈x|ηE±〉. Consequently:

|x〉 = C
∑
s=±

∫ ∞
−∞

(
ηEs (x)|φEs 〉+ φEs (x)|ηEs 〉

)
dE, (34)

so that 〈x|x′〉 = δ(x− x′).
A function ξ(x) = 〈ζ|x〉, can be written as

ξ(x) = ξ+(x) + ξ−(x),

ξ+(x) = C
∑
s=±

∫ ∞
−∞

ηEs (x)〈ζ|φEs 〉dE,

ξ−(x) = C
∑
s=±

∫ ∞
−∞

φEs (x)〈ζ|ηEs 〉dE, (35)

Let us take Φ of Eq.(9) as the space of Hardy class
function [76, 77]. We shall define H+ as the Hardy class
functions in the upper half-plane C+, that is the set of
the analytic functions, f(z), in C+ so that

∫ ∞
−∞
|f(x+ iy)|2dx <∞.

In the same way, H− is the set of the Hardy class func-
tions in the lower half-plane, C−.

It should be noticed that an H± function is completely
determined by its value on R. We shall define

Ξ− = {ξ ∈ Φ|f(E) = 〈ξ|ηE±〉 ∈ H−},
Ξ+ = {ξ ∈ Φ|f(E) = 〈ξ|φE±〉 ∈ H+}. (36)

Following the lines of [66, 67], we can expand functions
ξ−(x) ∈ Ξ− and ξ+(x) ∈ Ξ+ as

ξ−(x) =
∑
±

∫ ∞
−∞

dE φE±(x)〈φE±|ξ−〉 =

∞∑
n=0

φ−n (x)〈φ+
n |ξ−〉,

ξ+(x) =
∑
±

∫ ∞
−∞

dE ηE±(x)〈ηE± |ξ+〉 =

∞∑
n=0

φ+
n (x)〈φ−n |ξ+〉,

(37)

respectively. In the same manner, we can construct the
following spectral resolution for h×:

h× =
∑
±

∫ ∞
−∞

dEE|φE±〉〈φE±| =
∞∑
n=0

E−n |φ−n 〉〈φ+
n |, (38)

on Ξ−, and

h× =
∑
±

∫ ∞
−∞

dEE|ηE±〉〈ηE± | =
∞∑
n=0

E+
n |φ+

n 〉〈φ−n |, (39)

on Ξ+.
Consequently, H× = Υ−1h×Υ and H×c = Υh×Υ−1:

H× =
∑
±

∫ ∞
−∞

dE E
(
|φ̃E±〉〈φ

E

±|+ |η̃E±〉〈ηE±|
)

=

∞∑
n=0

(
E−n |φ̃−n 〉〈φ

+

n |+ E+
n |φ̃+

n 〉〈φ
−
n |
)
, (40)
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and

H×c =
∑
±

∫ ∞
−∞

dE E
(
|φE±〉〈φ̃E±|+ |ηE±〉〈η̃E± |

)
=

∞∑
n=0

(
E−n |φ

−
n 〉〈φ̃+

n |+ E+
n |φ

+

n 〉〈φ̃−n |
)
. (41)

4. Region IV.

In Region IV, m < 0 and Ω2 < 0. The results are
similar to the ones of Region II, E ↔ −E. See Appendix
A.

5. Boundary I-II and III-IV.

In both boundaries, I-II and III-IV, Ω takes the value
Ω = 0. When Ω = 0 and ω−(α+β) 6= 0, the problem re-
duces to that of a free particle of energy E. As shown in
Appendix A, the generalized eigenfunctions can be writ-
ten as

φ̃(x) =
(
Aeikx +Be−ikx

)
e
− ω+2β
ω−2β

x2

2b20 ,

ψ(x) =
(
Aeikx +Be−ikx

)
e
ω+2β
ω−2β

x2

2b20 , (42)

with k =
√

2E
~(ω−α−β)b20

.

6. Exceptional Points.

As pointed out in [53], at the boundary I-II and III-
IV we observe the presence of EPs. At these points, the
discrete eigenvalues and the eigenfunctions of region I
and II, and of region III and IV, are coalescent. At each
EP the energy of the state converges to E = 0 for all
values of n, and from both sides of the boundary the
eigenfunctions converge to

φ̃(x) = (c1x+ c0) e−
x2(w+2β)
2(w−2β) ,

ψ(x) = (d1x+ d0) e
x2(w+2β)
2(w−2β) ,

E = 0. (43)

Thus at the boundary of Regions I-II and III-IV, the
spectrum consists of PEs of infinite order [78–81], with
E = 0, which resides within the continuum spectrum
[82]. The details are given in Appendix C.

7. Boundary I-III.

To study the boundary between Regions I and III, we
have to look at the Hamiltonian of Eq.(4). If ω−(α+β) =
0, it reads

H×(θ) = ~(α+ β)

(
x̂

b0

)2

+~
(α− β)

2

(
2 x̂

i

~
p̂+ 1

)
, (44)

and its adjoint is given by

H×c (θ) = ~(α+ β)

(
x

b0

)2

+~
(β − α)

2

(
2 x̂

i

~
p̂+ 1

)
. (45)

We shall introduce a new similarity transformation by
defining the operator

τ = e
α+β
α−β

x2

2b20 , (46)

it results

τ H× τ−1 = h×, τ−1 H×c τ = −h×, (47)

with

h×φ(x) =
~(α− β)

2

(
2x

d

dx
+ 1

)
φ(x) = Eφ(x). (48)

It is straightforward to see that H× and H×c are anti-
pseudo-hermitian [83] at the boundary, that is H× =
−S−1H×c S, with S = τ2.

The spectrum of hamiltonian of Eq.(72) is real. The
generalized eigenfunctions of H× and H×c are given by

φ̃(x) = τ−1φ(x) and ψ(x) = τφ(x), respectively.
The generalized eigenfunctions of H× are given by

φ̃+
n (x) =

1√
n!

e
−α+β
α−β

x2

2b20 xn, Ẽ+
n = En,

φ̃−n (x) =
(−1)n√
n!

e
−α+β
α−β

x2

2b20 δ(n)(x), Ẽ−n = −En.

(49)

While for H×c the corresponding generalized eigenfunc-
tions are:

ψ
+

n (x) =
1√
n!

e
α+β
α−β

x2

2b20 xn, E
+

n = −En

ψ
−
n (x) =

(−1)n√
n!

e
α+β
α−β

x2

2b20 δ(n)(x), E
−
n = En.

(50)

with En = ~(α− β)
(
n+ 1

2

)
.

Thus, the bi-orthogonality relations are given by
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∫ ∞
−∞

(ψ
∓
m(x))∗φ

±
n (x) dx = δnm.

The details are presented in Appendix A.
The eigenfunctions with positive spectrum of the

boundary between regions I-III can be obtained by a limit
procedure [78, 79] from the eigenfunctions of region I. In
the same form, the eigenfunctions corresponding to neg-
ative values of the spectrum can be obtained from the
eigenfunctions of Region III. The details are presented in
Appendix B.

III. TIME EVOLUTION OF OBSERVABLES.

Let us discuss in first place regions I and III. In these
cases, the spectrum of H× is real and discrete. It is not
difficult to prove that the mean value of the operators X̂

and P̂ of Eq.(20) between states different |φ̃m〉 obey

〈φ̃m|UX̂|φ̃n〉 =

∫ ∞
−∞

ψ
±∗
n(x)X̂φ̃n(x)dx

=
b0√

2

(√
n+ 1δm,n+1 +

√
nδm,n−1

)
,

〈φ̃m|UX̂2|φ̃n〉 =

∫ ∞
−∞

ψ
±∗
n(x)X̂2φ̃n(x)dx

=
b20
2

(√
(n+ 2)(n+ 1)δm,n+2

+ (2n+ 1)δm,n

+
√
n(n− 1)δm,n−2

)
.

〈φ̃m|UP̂ |φ̃n〉 =

∫ ∞
−∞

ψ
±∗
n(x)P̂ φ̃n(x)dx

=
i~√
2b0

(√
n+ 1δm,n+1 −

√
nδm,n−1

)
,

〈φ̃m|UP̂ 2|φ̃n〉 =

∫ ∞
−∞

ψ
±∗
n(x)P̂ 2φ̃n(x)dx

= − ~2

2b20

(√
(n+ 2)(n+ 1)δm,n+2

− (2n+ 1)δm,n

+
√
n(n− 1)δm,n−2

)
.

(51)

The time evolution of a given initial state |I(0)〉,
|I(0) =

∑
k ck|φ̃k〉, such that 〈I(0)|I(0)〉S = 1, is given

by

〈I(t)|Ô|I(t)〉U = 〈I(0)|e−iH
†tSÔe−iHt|I(0)〉

=
∑
nm

cnc
∗
mei(Em−En)t〈φ̃m|ΥôΥ−1|φ̃n〉.

(52)

In regions II and IV, the spectrum of H× consists
of real continuous eigenvalues and discrete resonant and
anti-resonant states.

If U(t) = e−iHt is the operator for the time evolution in

H, U(t)× = eiH
×t is the operator for the time evolution

in H× [67]. Thus U(t)×|φ±n 〉 = e∓~|Ω|(n+ 1
2 )t|φ±n 〉, and a

wave function will evolve in time under the action of H×

as

ξ(x, t) = ξ+(x, t) + ξ−(x, t),

ξ−(x, t) =

∞∑
n=0

e ~|Ω|(n+ 1
2 )tφ̃−n (x)〈φ+

n |ξ−〉,

ξ+(x, t) =

∞∑
n=0

e−~|Ω|(n+ 1
2 )tφ̃+

n (x)〈φ−n |ξ+〉. (53)

Given a particular problem [84–87], we may have to con-
sider only one of the contributions to ξ(x, t), and take the
other as a background [67], or both of them if we model
a system with gain-loss balance.

IV. CONCLUSIONS.

In this work, we have studied the non-hermitian Swan-
son hamiltonian, both in the PT-symmetry and in the
non-PT symmetry phase. As a result, we have mapped
the Swanson model to different physical systems depend-
ing on the adopted values for the parameters α/om and
β/ω. We have classified regions and their boundaries. We
have shown that Region I corresponds to the usual har-
monic oscillator, Region III to a harmonic oscillator with
negative mass, Region II represents a parabolic barrier,
and region IV a parabolic barrier for a particle with neg-
ative mass. We have used the formalism of the Gel’fand
triplet to construct the generalized eigenfunctions and
the corresponding spectrum in each region. We have
shown that it is possible to construct metric operators
in the Rigged Hilbert Space. Also, we have proved that
we can establish a bi-orthogonality relation among the
generalized functions of H× and H×c . In the same line,
we have formalized the computation of the mean value
of observables and the time evolution of the system in
the different regions of the model space. Also, we have
verified that the boundary between the regions I-II and
III-IV is formed by Exceptional Points of infinite order
embedded in a continuum spectrum [78, 79]. An inter-
esting feature results from the study of the boundary
between the regions I and III, H× and of H×c are anti-
pseudo-hermitian [83].
Work is in progress concerning the computation of the
evolution of different initial states as a function of time
for different regions of the model space. Particularly, in
the boundary between Regions I-III where H× and H×c
are anti-pseudo-hermitian [83], and between Regions I-
II and III-IV, where the continuum spectrum includes
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the presence of Exceptional Points with energy E = 0
[23, 24].

Appendix A

We shall follow the works of [65, 66] and [67] to
construct the generalized eigenfunctions in the Rigged
Hilbert Space. Let us briefly review the essentials of the
procedure.

After performing the similarity transformations of Eqs.
(47), for ω − α− β 6= 0, the eigenvalue problem for both
hamiltonians, H× and its adjoint H×c , can be reduce to
find the spectrum and the generalized eigenfunctions of

h×φ(x) = − ~2

2m
d2φ(x)

dx2 + 1
2mΩ2x2φ(x) = E φ(x). (54)

Regions I and III.

In Regions I and III, the parameter Ω takes real values,
Ω2 > 0. In Region I, the parameter m takes positive
values, m = |m|, while in Region III we have m = −|m|.
Taken this fact into account, we can write the previous
equation as

− ~
2|m|Ω

d2φ(x)

dx2
+

1

2

|m|Ω
~

x2φ(x) =
ε

~Ω
φ(x),

(55)

with ε = E in Region I, and ε = −E in Region III.

Introducing the variables ẑ =
√
|m|Ω
~ x and p̂z = −id

dz ,

the eigenvalue problem is given by

1

2

(
p̂2
z + ẑ2

)
φ(z) =

ε

~Ω
φ(z). (56)

If Ω = |Ω| the parameter σ ∈ R, in this case let us
introduce the following representation in terms of the new
operators û† and û :

û† =
ẑ − ip̂z√

2
,

û =
ẑ + ip̂z√

2
, (57)

with [u, u†] = 1. In terms of û† and û, the hamiltonian
of Eq.(56) can be written in the well known form:

h×|φ〉 = ~|Ω|
(
û†û+

1

2

)
|φ〉 = ε|φ〉. (58)

As it is well known [88], in this representation the
eigenfunctions and eigenvalues correspond to the discrete

solutions of Eq.(58). The operator û†û is an hermitian
positive define operator, its lower eigenvalue takes the 0
value. It corresponds to a state of energy ~Ω

2 [88]:

û|φ0〉 = 0, ε0 =
1

2
~|Ω|. (59)

(60)

The other states can be constructed as usual:

|φn〉 =
1√
n!
û†n|φ0〉, εn = ~|Ω|

(
n+

1

2

)
. (61)

The set of eigenvectors {|φn〉} is a complete and orthog-
onal set, that is:

1 =

∞∑
n=0

|φn〉〈φn|, 〈φm|φn〉 = δm,n.

(62)

Let us briefly reviewed the construction of the repre-
sentation in terms of functions of z, we shall use the gen-
erating function [88]. The generating function satisfies
the following property

G(t, z) =
∑
n

cnφn(z)
tn√
n!
. (63)

Consider as function of z, and taking cn = n!−1/2, it
represent the vector ∑

n

(û†t)n

n!
|0〉,

so that G(t, z) can be obtained as G(t, z) = 〈z|eû†t|φ0〉.
For a complete development, the reader is referred to

[88]. By noticing that eû
†t can be rewritten in terms of z

and pz, and that φ0(z) = π−1/4e−z
2/2 is the solution of(

z + d
dz

)
φ0(z) = 0, we obtain

G(t, z) = π−1/4e
− z22 +2z t√

2
−
(
t√
2

)2

=
∑
n

e−
z2

2
Hn(z)√
2nn!
√
π

tn√
n!
, (64)

where we have used that

e2zζ−ζ2 =
∑
n

Hn(z)
ζn

n!
. (65)

Consequently, φn(z) = e−
z2

2
Hn(z)√
2nn!

√
π

.

In this representation, the relations of completeness
and orthogonality are given by:
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∞∑
n=0

φn(z)φn(z′) = δ(z − z′),∫ ∞
−∞

φn(z)φm(z)dz = δnm. (66)

In the representation of coordinates

|z〉 = (2π)1/4
∑
n

φn(z)|φn〉, (67)

with

1 =

∫ ∞
−∞
|z〉〈z|dz, 〈z|z′〉 = δ(z − z′). (68)

To work in the representation of momentum, we have to
perform a Fourier Transform

φ(pz) = F [φn(z)](pz) =
1√
2π

∫ ∞
−∞

φn(z)eipzzdz, (69)

also

|pz〉 = (2π)1/4
∑
n

inφn(pz)|φn〉, (70)

and

1 =

∫ ∞
−∞
|pz〉〈pz|dz, 〈pz|p′z〉 = δ(pz − p′z). (71)

Boundary I-III.

In the boundary between Regions I and III, we have
to find the generalized eigenfunctions of h×

h×φ(x) =
~(α− β)

2

(
2x

d

dx
+ 1

)
φ(x) = Eφ(x), (72)

It is straightforward to verify that the solutions are

φ+
n (x) = xn√

n!
, En = ~(α− β)

(
n+

1

2

)
,

φ−n (x) = (−1)n δ
(n)(x)√
n!

, En = −~(α− β)

(
n+

1

2

)
.

(73)

Regions II and IV.

In Regions II and IV, we have Ω2 < 0. Furthermore,
in Region II m = |m|, while in Region IV we have m =
−|m|. Taken this fact into account, we can write the
previous equation as

− ~
2|m|Ω

d2φ(x)

dx2
+

1

2

|m|Ω
~

x2φ(x) =
ε

~Ω
φ(x),

(74)

with ε = E in Region II, and ε = −E in Region IV.
Let us introduce the parameter σ =

√
|m|Ω/~, with

Ω = ±i|Ω|. We shall take z = ei
π
4 |σ|x, and define the

new set of operators

û† =
ẑ − ip̂z√

2
,

v̂ =
ẑ + ip̂z√

2
, (75)

with [v̂, û†] = 1. To study the spectrum of the hamilto-
nian of Eq.(74), we shall split it as follows:

i~|Ω|
(
û†v̂ +

1

2

)
|φ+〉 = ε|φ+〉, (76)

−i~|Ω|
(
v̂†û+

1

2

)
|φ−〉 = ε|φ−〉. (77)

We can proceed as before. It results

v̂|φ+
0 〉 = 0, ε+

0 = i~|Ω|2

|φ+
n 〉 = û†n√

n!
|φ+

0 〉, ε+
n = i~|Ω|2 [n],

(78)

and

û|φ−0 〉 = 0, ε−0 = −i~|Ω|2

|φ−n 〉 = v̂†n√
n!
|φ−0 〉, ε−n = −i~|Ω|2 [n].

(79)

It is straightforward to prove that

〈φ∓m|φ±n 〉 = δmn, (80)

and
The eigenfunctions in the z-representation can be ob-

tained by constructing the generating functions

G+(t, z) =
∑
n

φ+
n (z)

tn√
n!

= 〈z|eû
†t|φ+

0 〉,

G−(t, z) =
∑
n

φ−n (z)
tn√
n!

= 〈z|ev̂
†t|φ−0 〉, (81)
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that is

G+(t, z) = π−1/4e
− z22 +2z t√

2
−
(
t√
2

)2

G−(t, z) = G+(t, z∗). (82)

Using Eq.(65) we obtain

φ+
n (z) =

1√
n!2n
√
π
Hn(z),

φ−n (z) = (φ+
n (z))∗. (83)

In this representation, the relations of completeness
and orthogonality are given by:

∞∑
n=0

((φ−n (z))∗φ+
n (z′) + (φ+

n (z))∗φ−n (z′)) = δ(z − z′),∫ ∞
−∞

(φ∓n (z))∗φ±m(z)dz = δnm. (84)

In the representation of coordinates

|z〉 = (2π)1/4
∑
n

(
φ−n (z)|φ+

n 〉+ φ+
n (z)|φ−n 〉

)
, (85)

with

1 =

∫ ∞
−∞
|z〉〈z|dz, 〈z|z′〉 = δ(z − z′). (86)

The momentum representation can be constructed in
the usual form by performing the Fourier Transform of
φ±n (z):

F [φ±n ](pz) =

∫ ∞
−∞

eipzzφ±n (z)dz = inφ±n (pz), (87)

so that

|p〉 = (2π)1/4
∑
n

(
φ−n (p)|φ+

n 〉+ φ+
n (p)|φ−n 〉

)
, (88)

and

1 =

∫ ∞
−∞
|pz〉〈pz|dpz, 〈pz|p′z〉 = δ(pz − p′z). (89)

To deal with the continuous spectrum, the hamiltonian
of Eq.(76) can be written as

u
dφ(u)

du
= νφ(u), (90)

with ν = −i E
~|Ω| −

1
2 . The solutions of Eq. (90) on Φ×

are the generalized functions

φ±(u) = uν±, (91)

with

sν+ =

{
sν s ≥ 0
0 s < 0

sν− =

{
0 s ≥ 0
|s|ν s < 0

(92)

To obtain the coordinate representation we shall use
the framework of the Bilateral Mellin Transformation
[89], which is a generalization of the expansion in Series
of Taylor.

The generating function, G(t, z/
√

2), can be written as

G (t, z) =
1√
2π

∑
s

∫
R
φλ± (z) t

iλ− 1
2

± dλ. (93)

By inverting the previous equation and using that [89]

1

2π

∑
s

∫
R
t
iλ− 1

2
s t

−iλ′− 1
2

s′ dt = δ(λ− λ′)δss′ , (94)

we obtain

φλ+(z) = C
∫ ∞

0

dt t−iλ−
1
2G (t, z)

= C Γ(ν + 1)D−ν−1(−z
√

2)

φλ−(z) = C
∫ ∞

0

dt t−iλ−
1
2G (−t, z)

= C Γ(ν + 1)D−ν−1(
√

2z). (95)

Moreover [66]

∫ ∞
−∞

(φE±(z))∗φE
′

± (z)dz = δ(E − E′)∑
s=±

∫ ∞
−∞

(φEs (z))∗φEs (z′)dE = δ(z − z′). (96)

There is also a set of solutions corresponding to the
hamiltonian of Eq.(76), that is

v
dφ(v)

dv
= λφ(v), (97)

with λ = i E
~|Ω| −

1
2 = ν∗ = −(ν + 1). That is, we change

ν → −(ν + 1) and E → −E, so that h|φ〉 = E|φ〉 →
h|η〉 = −E|η〉. Thus the solutions of Eq.(97) can be
given in terms of the solutions of Eq.(90) as

ηE±(z) = (φE±(z))∗. (98)
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We can express Eq.(99) as

∫ ∞
−∞

ηE±(z))φE
′

± (z)dz = δ(E − E′)∫ ∞
−∞

(
ηE+(z)φE+(z′) + φE−(z)ηE−(z′)

)
dE = δ(z − z′).

(99)

In the coordinate representation, we have φE±(z) =

〈z|φE±〉 and ηE±(z) = 〈z|ηE±〉 =. Consequently:

|z〉 =
1

2
√
π

∑
s=±

(
ηEs (z)|φEs 〉+ φEs (z)|ηEs 〉

)
, (100)

so that 〈z|z′〉 = δ(z − z′).

Boundaries I-II and III-IV.

In both boundaries, I-II and III-IV, Ω takes the value
Ω = 0. When Ω = 0 and ω − (α + β) 6= 0, the problem
reduces to that of a free particle of energy E, that is

− ~2

2m

d2φ(x)

dx2
= E φ(x), (101)

so that the generalized eigenfunction can be written as

φ(x) = Aeikx +Be−ikx, with k =
√

2E
~(ω−α−β)b20

.

For the case E = 0, we have another solution, φ(x) =
c0 + c1x.

Appendix B

The eigenfunctions and the spectrum in the boundary
between regions I-III can be obtained in a limit procedure
from region I and region III [78, 79]. To see this, consider
the hamiltonian of Eq. (4) replacing ω − α− β by ε:

H×(ε, α, β) =
1

2
~(ε+ 2(α+ β))

(
x̂

b0

)2

+
1

2
~ε
(
b0 p̂

~

)2

+~
(α− β)

2

(
2 x̂

i

~
p̂+ 1

)
. (102)

Its generalized eigenfunctions are given by

φ̃n,ε(x) = e
x2

2b20

(α−β)
ε e

− x2

2b20

r(ε)
ε Hn

(
x

b0

√
r(ε)

ε

)
, (103)

with r(ε) =
√

(α− β)2 + 2ε(α+ β) + ε2. As shown be-

fore, the solutions for H×(ε, α, β)φ̃n,ε(x) = En,εφ̃n,ε(x),
with En,ε =

(
n+ 1

2

)
r(ε).

Let us further introduce a new parameter G defined

by G = r(ε)
ε . The limit ε→ 0 should be replaced by the

limit G→∞. In terms of G:

ε± =
(α+ β)

G2 − 1
±
√

4αβ +G2(α− β)2

G2 − 1
. (104)

For ε = ε+, we have

φ̃
(1)
n,G(x) = Cτ−1e

− x2G
2b20

(√
1+ 4αβ

G2(α−β)2
−1
)
Hn

(
x

b0

√
G

)
,

(105)

where C = 2−nG−n/2√
n!

. Notice that, when G → ∞, we

obtain

φ̃
(1)
n,G(x)→ τ−1 x

n

√
n!
. (106)

Now, we shall take ε = ε−. Then φ̃n,ε(x) can be ex-
pressed in terms of G as

φ̃
(2)
n,G(x) = Cτ−1e

− x2G
2b20

(√
1+ 4αβ

G2(α−β)2
+1
)
Hn

(√
Gx
)
,

(107)

we shall call

φ
(2)
n,G(x) = τ φ̃

(2)
n,G(x). (108)

It can be proved that

F [φ
(1)
n,G](w) = qn(G)φ

(2)
n,G

(
1
2
i(α−β)√

αβ
w
)
, (109)

where

qn(G) =
(2
√
αβ)n

(α− β)n
1

Gn+ 1
2

(
1−

√
1 + 4αβ

G2(α−β)2

)n+ 1
2

,

(110)

Taking a = iα−β√
αβ

and using the property of the Fourier

Transform F(f(at))(w) = 1
|a|F(f(t))(wa ), we obtain

qn(G)φ
(2)
n,G(w) = F [φ

(1)
n,G] (w/a)

= |a|( 1
|a|F [φ

(1)
n,G(x)](w/a))

qn(G)φ
(2)
n,G(w) → |a|

(
1
|a|F [ x

n
√
n!

](wa )
)

= cn
(−1)nδ(n)(w)√

n!

Then

φ̃
(2)
n,G(x)→ φ̃−n (x). (111)
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The same study can be made for H×c , so that

φ̃
(1)
n,G(x) → ψ

−
n (x),

φ̃
(2)
n,G(x) → ψ

+

n (x). (112)

The eigenfunctions of Region I, with discrete positive
spectrum, have as punctual limit the eigenfunctions of
the boundary I-III with positive eigenvalues. In the same
way, the eigenfunctions of Region III, with discrete nega-
tive spectrum, have as punctual limit the eigenfunctions
of the boundary I-III with negative eigenvalues.

Appendix C

To study the coalescence of the discrete eigenvalues
and eigenfunctions between Regions I-II and III-IV, we
have to look at the Hamiltonian of Eq.(4). If ω2−4αβ =
0, we have

H× =
1

2
~

(w + 2β)2

8β
x̂2

+
1

2
~

(w − 2β)2

8β

(
p̂

~

)2

+~
(w2 − 4β2)

8β

(
2x̂

i

~
p̂+ 1

)
, (113)

and

H×c =
1

2
~

(w + 2β)2

8β
x̂2

+
1

2
~

(w − 2β)2

8β

(
p̂

~

)2

−~ (w2 − 4β2)

8β

(
2x̂

i

~
p̂+ 1

)
, (114)

The discrete eigenvalues, En → 0 when ω2− 4αβ → 0.
We shall look for the eigenfunctions of H× and H×c for
E = 0:

H×φ̃(x) = 0,

H×c ψ(x) = 0. (115)

The solutions to the problem are given by

φ̃(x) = (c1x+ c0) e−
x2(w+2β)
2(w−2β)

ψ(x) = (d1x+ d0) e
x2(w+2β)
2(w−2β) . (116)

The behaviour of the eigenfunctions at the border be-
tween I-II and III-IV can be obtained by using a limit
procedure [78, 79] from the discrete solutions in each re-
gion.

In Region I, we shall take ω2 − 4αβ = ε2 and we shall
solve the equation

H×ψn,ε(x) = En,εψn,ε(x). (117)

We obtain

φ̃n,ε(x) = Nn(ε)e
− 4|β|2−ω2(1−ε2)

(ω+2|β|)2−ε2ω2
x2

2b20Hn (xσ(ε)) ,

En,ε = ~ε(n+ 1
2 ), (118)

with σ(ε) =
√

4|β|ε
(w+2|β|)2−4ε2ω2 and

N 2
n(ε) ∼ ((2β+ε)2−w2)

n

1
2 (β(−((−1)n−1))ε+(−1)n+1)Pg(n)(ε)

, (119)

where Pg(n)(ε) =
∑g(n)
k=0 tkε

k, g(n) = 1
2 (−1 + (−1)n+ 2n)

and t0 ∼ (w2 − 4β2)g(n). Notice that

N2n(ε) ∼ ε0, N2n+1(ε) ∼ ε−1/2,

then

φ̃2n,ε(x) → e−
x2(w+2β)
2(w−2β) ,

φ̃2n+1,ε(x) → xe−
x2(w+2β)
2(w−2β) , (120)

so that

φ̃ε(x) → (c0 + c1x) e−
x2(w+2β)
2(w−2β)

ψε(x) → (d0 + d1x) e
x2(w+2β)
2(w−2β)

En,ε → 0. (121)

Let us procedure in the same form in Region II. As
Ω2 < 0, we shall take ω2 − 4αβ = −ε2, so that the
discrete spectrum its given by E±n,ε = ±i~

√
ε
(
n+ 1

2

)
.

The eigenfunctions, in terms of ε, are given by

φ̃±n,ε(x) = N±n (ε)e
− 4|β|2−ω2(1−ε2)

(ω+2|β|)2−ε2ω2
x2

2b20Hn

(
e±iπ/4xσ(ε)

)
,

Ẽ±n,ε = ±i~ε(n+ 1
2 ),

ψ
∓
n,ε(x) = N±n (ε)e

4|β|2−ω2(1−ε2)

(ω+2|β|)2−ε2ω2
x2

2b20Hn

(
e∓iπ/4xσ(ε)

)
,

E
±
n,ε = ∓i~ε(n+ 1

2 ). (122)

In this case, normalization constants are given by

(N±n )2(ε) ∼
(
(2β+

√
ε)

2−w2
)n

1
2 (β(−((−1)n−1))

√
ε+(−1)n+1)Pg(n)(ε)

where Pg(n)(ε) is a polynomial with order g(n) = 1
2 (−1+

(−1)n + 2n) in ε and independent term t0 ∼ (w2 −
4β2)g(n). As before

(N±n )2(ε) ∼ ε0, (N±n )2(ε) ∼ ε−1/4,
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and

φ̃±2n,ε(x) → e−
x2(w+2β)
2(w−2β) ,

φ̃±2n+1,ε(x) → xe−
x2(w+2β)
2(w−2β) , (123)

so that finally:

φ̃ε(x)± → (c0 + c1x) e−
x2(w+2β)
2(w−2β)

ψε(x)± → (d0 + d1x) e
x2(w+2β)
2(w−2β)

En,ε → 0. (124)

Clearly, from Eqs.(121) and (124), it can be concluded

that the boundary I-II includes EPs.

The procedure we have applied to the limit of Regions
I and II can be implemented in the limit between regions
III and IV. It is straightforward to prove that the bound-
ary III-IV, also includes EPs.
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