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#### Abstract

Let $\Gamma$ be a lattice in $\mathbb{R}^{n}$ and $A$ a dilation matrix such that $A \Gamma \subset \Gamma$. Let $\varphi$ be a localized square integrable vector function and assume that the lattice translates of $\varphi$ are orthonormal. We give necessary and sufficient conditions on $\varphi$ in order that it generates a Multiresolution Analysis in $\mathbb{R}^{n}$ with respect to the lattice $\Gamma$ and the dilation $A$. This characterization extends previous results to the case of regular non-compactly supported functions.


## 1. Introduction

The concept of Multiresolution Analysis (MRA) due to Mallat [Mal89] and Meyer [Mey92] provided the first systematic way to construct orthonormal wavelet bases of $\mathcal{L}^{2}(\mathbb{R})$. The structure of a MRA is generated by a function (the scaling function) that satisfies a certain self-similarity condition. The problem of constructing orthonormal wavelets was then shifted to the problem of constructing MRA's.
The theory was extended to several variables. To take full advantage of the higher dimensionality it is important to consider arbitrary dilation matrices (not only dyadic dilations). This has proved to be useful in applications to image representation where the geometry of the picture is better described with matrices that adapt better to the situation. The side effect is that the theory becomes much more complicated and the results are not a straightforward generalization of the 1-dimensional case. Another important generalization is the case in which a finite number of generators for the MRA are allowed [Alp93] [GLT93] [GHM94] [CH96] [HSS96] [CDP97] [Ald97] [JRZ99] [Cal99] [CHM99]. This is known in the literature as MRA with multiplicity, and the associated wavelets as Multiwavelets. The framework of multiple generators provides much more flexibility to construct bases with predetermined properties. The characterization of MRA in this generality was done in [CHM99] for compactly supported functions.
In the present article we work in the following context: let $\Gamma$ be an arbitrary lattice in $\mathbb{R}^{n}$, and $A$ a dilation matrix compatible with the lattice $\Gamma$, (i.e. $A(\Gamma) \subset \Gamma$ and every eigenvalue $\lambda$ of $A$ satisfies $|\lambda|>1)$. Let $\varphi=\left(\varphi_{1}, \ldots, \varphi_{r}\right), \varphi \in \mathcal{L}^{2}\left(\mathbb{R}^{n}, \mathbb{C}^{r}\right)$ and $\widehat{\varphi}_{i}$ belongs to the Sobolev space $\mathcal{H}^{m}\left(R^{n}\right), \forall m \in \mathbb{N}$. Assume that the lattice translates of $\varphi$ are orthonormal. We give necessary and sufficient conditions on

[^0]the vector function $\varphi$ in order that it generates a Multiresolution Analysis of $\mathbb{R}^{n}$. (Theorem 3.1).
These conditions were obtained by Albert Cohen for the 1-dimensional case, scalar functions $(r=1)$ and later extended to the multidimensional setting for the case that the dilation matrix is $2 I$ [Coh90]. In [CHM99], Cohen's theorem was extended to include the case of arbitrary dilations matrices and a finite number of generators with compact support.
The contribution of this paper is to show that these conditions can be extended to a much wider class of generators. We were able to proof that the hypothesis of the generators to be compactly supported can be relaxed. We assume instead certain decay of $\varphi$. More precisely we require that for $i=1, \ldots, r$, each $\widehat{\varphi}_{i}$ belongs to the Sobolev space $\mathcal{H}^{m}\left(R^{n}\right), \forall m \in \mathbb{N}$.
The proof, as the ones in [Coh90] and [CHM99], is a "time-domain" proof in the sense that it doesn't use the Fourier Transform. The main argument is based on a counting technique related to the geometric properties of the tiling associated with the dilation matrix. In the case in which the dilation matrix is $A=2 I$, the tile element is a cube; then the geometry is simple and the integrals that have to be estimated are integrals over cubes in $\mathbb{R}^{n}$. When one allows arbitrary dilation matrices, the associated tile can be of a very complicated geometry and also have fractal boundary. This makes the estimation of the integrals much more involved, and the counting results are more complicated to obtain. The removal of the assumption of compact support for the scaling vector, requires a refinement of the techniques in order that the counting results can be applied to this more general case.
Necessary and sufficient conditions for when a nested sequence of $2^{k}$-dilated principal shift invariant space (PSI), has dense union and zero intersection where obtained in [BDR93] for the one dimensional case. A PSI is a shift invariant space generated by a single function. The generator in this case doesn't need to be an orthonormal basis neither a Riesz basis of the closure of the span of its integer translates. This general condition is expresed in terms of the zeroes of the Fourier transform of the generator. This setting differs from Cohen approach in the sense that Cohen's Theorem characterizes exactly orthonormal MRA's. The PSI here is generated by a function that has orthonormal translates. Later, Jia and Shen [JS94] formulated the conditions on [BDR93], (see also [Shen98]) for the finitely generated case (FSI), given some indication of the proof.
The characterization in our paper is in the direction of the approach of Cohen. We characterize orthonormal MRA's for the case of a general dilation matrix, compatible with an arbitrary lattice, in higher dimensions, for several functions.
The organization of the paper is as follows. In Section 2, we briefly review the concepts of lattices, tiles, Multiresolution Analysis and the relation between them in terms of the generalized Haar's MRA: In Section 3 we state our main result in Theorem 3.1. For a better organization of the proof, in the following subsections, we discuss and prove in Propositions 3.2, 3.4 and 3.5 the necessary and sufficient conditions that have to be satisfied by the localized vector scaling function to generate a MRA. Finally, in subsection 3.4 we combine the results of the Propositions to prove Theorem 3.1.

## 2. Lattices, Tiles and Multiresolution Analysis

Let $\Gamma$ be an arbitrary lattice in $\mathbb{R}^{n}$ (i.e., $\Gamma=R\left(\mathbb{Z}^{n}\right)$ with $R$ any invertible $n \times n$ matrix with real entries). Let now $\mathcal{K}$ be a fundamental domain for this lattice e.g., $\mathcal{K}=R\left([0,1)^{n}\right)$ and set $\kappa=|\operatorname{det}(R)|$.
Let $A$ be a dilation matrix for $\Gamma$, i.e., $A(\Gamma) \subset \Gamma$ and every eigenvalue $\lambda$ of $A$ satisfies $|\lambda|>1$. The determinant of a dilation matrix for a lattice is always an integer and its absolute value is the number of cosets of the quotient group $\Gamma / A(\Gamma)$. A digit set for $A$ and $\Gamma$ is any set of representatives of this group.
Let $q=|\operatorname{det}(A)|$. We assume that there exist a digit set $D \doteq\left\{d_{0}, \ldots, d_{q-1}\right\}$ for $A$ and $\Gamma$ such that the set $\mathcal{Q} \doteq\left\{\sum_{k=1}^{\infty} A^{-k} \xi_{k}: \xi_{k} \in D\right\}$ has n-dimensional Lebesgue measure $\kappa$. Without loss of generality we will assume that $d_{0}=0$. For a general dilation matrix it is not always true that such digit set exists. (A counterexample was found in [Pot97]). If this set of digits exists, we will say that $A$ is an admissible dilation matrix.
The set $\mathcal{Q}$ is compact and tiles the space by $\Gamma$-translates in the sense that the $\Gamma$-translates $\{\mathcal{Q}+k\}_{k \in \Gamma}$ cover $\mathbb{R}^{n}$ with overlaps of measure zero. Moreover, they satisfy the following self-similar condition (See [GM92],[Hut81]):

$$
A(\mathcal{Q})=\bigcup_{s=0}^{q-1} \mathcal{Q}+d_{s}
$$

Given a function $g: \mathbb{R}^{n} \rightarrow \mathbb{C}^{r}, A$ a dilation matrix, $q=|\operatorname{det} A|, j \in \mathbb{Z}$ and $k \in \Gamma$, we will write $g^{j, k}(x)=q^{j / 2} g\left(A^{j} x-k\right)$, to denote a translation of $g$ by $A^{-j} k$ followed by an $\mathcal{L}^{2}$-normalized dilation by $A^{j}$.
2.1. Multiresolution Analysis. A Multiresolution Analysis (MRA) of multiplicity $r$ associated to a dilation matrix $A$ and a lattice $\Gamma$ is a sequence of closed subspaces $\left\{\mathcal{V}_{j}\right\}_{j \in \mathbb{Z}}$ of $\mathcal{L}^{2}\left(\mathbb{R}^{n}\right)$ which satisfy:
P1 $\mathcal{V}_{j} \subset \mathcal{V}_{j+1}$ for each $j \in \mathbb{Z}$,
P2 $g(x) \in \mathcal{V}_{j} \Longleftrightarrow g(A x) \in \mathcal{V}_{j+1}$ for each $j \in \mathbb{Z}$,
P3 $\bigcap_{j \in \mathbb{Z}} \mathcal{V}_{j}=\{0\}$,
P4 $\bigcup_{j \in \mathbb{Z}} \mathcal{V}_{j}$ is dense in $\mathcal{L}^{2}\left(\mathbb{R}^{n}\right)$, and
P5 there exist functions $\varphi_{1}, \ldots, \varphi_{r} \in \mathcal{L}^{2}\left(\mathbb{R}^{n}\right)$ such that the collection of lattice translates $\left\{\varphi_{i}(x-k)\right\}_{k \in \Gamma, i=1, \ldots, r}$ forms an orthonormal basis for $\mathcal{V}_{0}$.
If these conditions are satisfied, then the vector function $\varphi=\left(\varphi_{1}, \ldots, \varphi_{r}\right)^{T}$ is referred to as a scaling vector for the MRA.
Gröchenig and Madych [GM92] established a connection between self-similar tilings and multiresolution analysis that have a characteristic function for a scaling function. They showed that there is a Haar-like multiresolution analysis associated to each choice of dilation matrix $A$ and a digit set $D$ for which the set $\mathcal{Q}$ is a tile. In particular, they proved that if $\mathcal{Q}$ is a tile, then the scalar-valued function $\mathcal{X}_{\boldsymbol{\mathcal { E }}}$ generates a multiresolution analysis of $\mathcal{L}^{2}\left(\mathbb{R}^{n}\right)$ of multiplicity 1 . Note that the fact that $\left\{\mathcal{X}_{\mathcal{Q}}(x-k)\right\}_{k \in \Gamma}$ forms an orthonormal basis for $\mathcal{V}_{0}$ is a restatement of the assumption that the lattice translates of the tile $\mathcal{Q}$ have overlaps of measure zero. An immediate consequence of Gröchenig and Madych's generalization of the Haar's multiresolution analysis is the following:

Lemma 2.1. The collection

$$
\left\{\mathcal{X}_{\boldsymbol{\mathcal { Q }}}^{j, k}\right\}_{j \in \mathbb{Z}, k \in \Gamma}=\left\{q^{j / 2} \mathcal{X}_{\boldsymbol{\mathcal { E }}}\left(A^{j} x-k\right)\right\}_{j \in \mathbb{Z}, k \in \Gamma}
$$

is complete in $\mathcal{L}^{2}\left(\mathbb{R}^{n}\right)$ i.e., its finite linear span is dense in $\mathcal{L}^{2}\left(\mathbb{R}^{n}\right)$.
2.2. Localized Vector scaling functions. We say that a MRA in $\mathcal{L}^{2}\left(\mathbb{R}^{n}\right)$ is localized or regular if the scaling vector $\varphi=\left(\varphi_{1}, \ldots, \varphi_{r}\right)^{T}$ is localized in the sense that for $i=1, \ldots, r$, each $\widehat{\varphi}_{i}$ belongs to the Sobolev space $\mathcal{H}^{m}\left(R^{n}\right), \forall m \in \mathbb{N}$. This condition is equivalent to: for each $i=1, \ldots, r$,

$$
\begin{equation*}
\int(1+|x|)^{m}\left|\varphi_{i}(x)\right|^{2} d x<\infty \tag{2.1}
\end{equation*}
$$

Using Cauchy-Schwarz's inequality and taking into account that the function $\frac{1}{(1+|x|)^{m}}$ belongs to $\mathcal{L}^{1}\left(\mathbb{R}^{n}\right)$ with $m>1$, it is easy to prove that if a function $f$ satisfies $\widehat{f} \in \mathcal{H}^{m}\left(R^{n}\right)$ for all $m \in \mathbb{N}$, then:

$$
\begin{gather*}
\int_{\|x\| \geq M}|f(x)|^{2} d x \leq \frac{C_{m}}{(1+M)^{m}},  \tag{2.2}\\
f \in \mathcal{L}^{1}\left(\mathbb{R}^{n}\right) \text { and }  \tag{2.3}\\
\int_{\|x\| \geq M}|f(x)| d x \leq \frac{C_{m}}{(1+M)^{m}}, m>1 \tag{2.4}
\end{gather*}
$$

For simplicity, we shall from now on write that the vector function $\varphi$ has orthonormal lattice translates when we mean to say that $\left\{\varphi_{i}(x-k)\right\}_{k \in \Gamma, i=1, \ldots, r}$ is an orthonormal system in $\mathcal{L}^{2}\left(\mathbb{R}^{n}\right)$.

Definition 2.2. Assume that $\varphi \in \mathcal{L}^{2}\left(\mathbb{R}^{n}, \mathbb{C}^{r}\right)$ has orthonormal lattice translates. Let $\mathcal{V}_{0}$ be the closed linear subspace generated by the lattice translates of $\varphi_{i}$, i.e.,

$$
\begin{equation*}
\mathcal{V}_{0}=\overline{\operatorname{span}}\left\{\varphi_{i}(x-k)\right\}_{k \in \Gamma, i=1, \ldots, r} . \tag{2.5}
\end{equation*}
$$

For each $j \in \mathbb{Z}$ let $\mathcal{V}_{j}$ be the set of all the dilations of $\mathcal{V}_{0}$ by $A^{j}$, i.e.,

$$
\begin{equation*}
\mathcal{V}_{j}=\left\{g\left(A^{j} x\right): g \in \mathcal{V}_{0}\right\}=\overline{\operatorname{span}}\left\{\varphi_{i}^{j, k}: i=1, \ldots, r\right\}_{k \in \Gamma} \tag{2.6}
\end{equation*}
$$

If $\left\{\boldsymbol{V}_{j}\right\}_{j \in \mathbb{Z}}$ is a MRA for $\mathcal{L}^{2}\left(\mathbb{R}^{n}\right)$, then we say that the MRA is generated by $\varphi$.
Remark 2.3. In the characterization of MRA due to A. Cohen [Coh90], he uses a localized generator, but the dilation matrix is the uniform one: $A=2 I$. In the proof, he uses the essential fact that $2 I$ maps dyadic cubes into dyadic cubes. This is not possible in the case of arbitrary dilation matrix.

## 3. NECESSARY AND SUFFICIENT CONDITIONS.

We now are ready to state the main result in the paper:
Theorem 3.1. Let $\varphi=\left(\varphi_{1}, \cdots, \varphi_{r}\right)^{T} \in L^{2}\left(R^{n}, C^{r}\right)$ such that for each $i=$ $1, \cdots, r, \widehat{\varphi}_{i} \in \mathcal{H}^{m}\left(R^{n}\right)$ for all $m \in \mathbb{N}$ and that the set $\left\{\varphi_{i}(\cdot-k)\right\}_{k \in \Gamma, i=1, \ldots, r}$ is an orthonormal system. Let $A$ be an admissible dilation matrix for the lattice $\Gamma$. Then $\varphi$ generates a multiresolution analysis with multiplicity $r$ associated to ( $\Gamma, A$ ) if and only if:
a) $\varphi$ satisfies a refinement equation of the form

$$
\varphi(x)=\sum_{k \in \Gamma} c_{k} \varphi(A x-k)
$$

for some $r \times r$ matrices $c_{k}=\left(c_{i j}^{k}\right)$, such that for each $i, j=1, \ldots, r$, $\left\{c_{i j}^{k}\right\}_{k \in \mathbb{Z}^{n}}, \in \ell^{2}(\Gamma)$ and
b) $\|\widehat{\varphi}(0)\|^{2}=\sum_{i=1}^{r}\left|\widehat{\varphi}_{i}(0)\right|^{2}=|\mathcal{Q}|$.

To prove this theorem, in the next propositions we will give necessary and sufficient conditions on the vector function $\varphi$, in order that the subspaces $\mathcal{V}_{j}$ will satisfy properties P1, P3 and P4 of the definition of MRA. Property P2 is satisfied from the definition of $\mathcal{V}_{j}$ and P5 is assumed.

### 3.1. Property (P1): $\mathcal{V}_{j} \subset \mathcal{V}_{j+1}$.

Proposition 3.2. Let $\varphi=\left(\varphi_{1}, \ldots, \varphi_{r}\right)^{T} \in \mathcal{L}^{2}\left(\mathbb{R}^{n}, \mathbb{C}^{r}\right)$ with orthonormal lattice translates. Let $A$ be a dilation matrix and define $\mathcal{V}_{j}$ as in (2.5) and (2.6). Then, the following conditions are equivalent:
(1) $\mathcal{V}_{j} \subset \mathcal{V}_{j+1}$ for all $j \in \mathbb{Z}$.
(2) The vector function $\varphi$ is refinable, i.e. it satisfies the refinement equation: $\varphi(x)=\sum_{k \in \Gamma} c_{k} \varphi(A x-k)$
for some $r \times r$-matrices $c_{k}$, such that for each $i, j=1, \ldots, r$, the sequence of coefficients $\left\{c_{i, j}^{k}\right\}_{k \in \Gamma}$ is in $\ell^{2}(\Gamma)$.
Proof: If (1) is satisfied, then $\varphi_{i} \in \mathcal{V}_{0} \subset \mathcal{V}_{1}$ for $i=1, \cdots, r$. The definition of the subspaces $\mathcal{V}_{j}$ implies that $\left\{q^{1 / 2} \varphi_{j}(A x-k)\right\}_{k \in \Gamma, i, j=1, \cdots, r}=\left\{\varphi_{j}^{1, k}(x)\right\}_{k \in \Gamma}$ is an orthonormal basis for $\mathcal{V}_{1}$, then the representation of each $\dot{\varphi}_{i}$ respect to the orthonormal basis of $\mathcal{V}_{1}$ will be:

$$
\begin{equation*}
\varphi_{i}=\sum_{j=1}^{r} \sum_{k \in \Gamma} c_{i, j}^{k} \varphi_{j}^{1, k}\left(\text { in } \mathcal{L}^{2}\left(\mathbb{R}^{n}\right)\right) \tag{3.1}
\end{equation*}
$$

where $c_{i j}^{k}:=<\varphi_{i}, \varphi_{j}^{1, k}>$. For $i, j=1, \ldots, r$, the sequence of coefficients $\left\{c_{i, j}^{k}\right\}_{k \in \Gamma}$ belongs to $\ell^{2}(\Gamma)$. Let us call $c_{k}$ the $r \times r$-matrix whose columns are $\left(c_{i 1}^{k}, \ldots, c_{i r}^{k}\right)$. Considering that $\varphi=\left(\varphi_{1}, \ldots, \varphi_{r}\right)^{T}$ then, from (3.1) we have $\varphi=\sum_{k \in \Gamma} c_{k} \varphi^{1, k}$ in $\mathcal{L}^{2}\left(\mathbb{R}^{n}, \mathbb{C}^{r}\right)$, or equivalently

$$
\varphi(x)=q^{1 / 2} \sum_{k \in \Gamma} c_{k} \varphi(A x-k) \text { in } \mathcal{L}^{2}\left(\mathbb{R}^{n}, \mathbb{C}^{r}\right)
$$

and condition (2) is satisfied.
For the converse, if $\varphi$ is refinable, then $\varphi_{i} \in \mathcal{V}_{1}, i=1, \ldots, r$ so $\mathcal{V}_{0}$ is included in $\mathcal{V}_{1}$.
3.2. Property (P3): $\bigcap_{j \in \mathbb{Z}} \mathcal{V}_{j}=\{0\}$. We shall prove that (P3) is a consequence of the orthonormal $\Gamma$-translates of $\varphi$ and the localization of each $\varphi_{i}$. To do this, we will use the following lemma (we omit the proof because it is like in the classical 1-dimensional case with dyadic dilations [Woj97]):

Lemma 3.3. Consider $\boldsymbol{\mathcal { V }}_{j}$ as in (2.6). Let $P_{j}$ be the orthogonal projection of $\mathcal{L}^{2}\left(\mathbb{R}^{n}\right)$ onto $\mathcal{V}_{j}$. Suppose that for all $g \in \mathcal{L}^{2}\left(\mathbb{R}^{n}\right), \lim _{j \rightarrow-\infty}\left\|P_{j} g\right\|_{2}=0$.
Then $\bigcap_{j \in \mathbb{Z}} \mathcal{V}_{j}=\{0\}$.
Proposition 3.4. Let $\varphi \in \mathcal{L}^{2}\left(\mathbb{R}^{n}, \mathbb{C}^{r}\right)$ be a localized vector function in the sense of (2.1). Suppose that $\varphi$ has orthonormal lattice translates, $A$ is a dilation matrix and consider the subspaces $\mathcal{V}_{j}$ as defined in (2.6). Then $\bigcap_{j \in \mathbb{Z}} \mathcal{V}_{j}=\{0\}$.

Proof: Using Lemma 3.3, it suffices to show that $\lim _{j \rightarrow-\infty}\left\|P_{j} g\right\|_{2}=0, \forall g \in \mathcal{L}^{2}$. Moreover, it suffices to establish this limit for $g$ contained in a subset whose finite linear span is dense in $\mathcal{L}^{2}\left(\mathbb{R}^{n}\right)$. We will use the complete set given in Lemma 2.1, i.e. we will prove that

$$
\begin{equation*}
\forall s \in \mathbb{Z}, \forall \ell \in \Gamma, \lim _{j \rightarrow-\infty}\left\|P_{j} \mathcal{X}_{\boldsymbol{\mathcal { Q }}}^{s, \ell}\right\|_{2}=0 \tag{3.2}
\end{equation*}
$$

Fix any $s \in \mathbb{Z}$ and $\ell \in \Gamma$. Since $q=|\operatorname{det}(A)|$, we have for every $j \in \mathbb{Z}$ that

$$
\left|A^{j-s}(\mathcal{Q}+\ell)\right|=q^{j-s}|\mathcal{Q}+\ell|=q^{j-s}|\mathcal{Q}|
$$

Since $\left\{\varphi_{i}^{j, k}\right\}_{k \in \Gamma, i=1, \ldots, r}$ is an orthonormal basis for the subspace $\mathcal{V}_{j}$ then,

$$
\left\|P_{j} \mathcal{X}_{\boldsymbol{\mathcal { Q }}}^{s, \ell}\right\|_{2}^{2}=\frac{1}{q^{j-s}} \sum_{i=1}^{r} \sum_{k \in \Gamma}\left|\int_{A^{j-s}(\boldsymbol{\mathcal { Q }}+\ell)} \overline{\varphi_{i}(x-k)} d x\right|^{2}
$$

Using Cauchy-Schwarz's inequality, we therefore compute that

$$
\begin{align*}
\left\|P_{j} \mathcal{X}_{\boldsymbol{\mathcal { L }}}^{s, \ell}\right\|_{2}^{2} & \leq \frac{\left|A^{j-s}(\mathcal{Q}+\ell)\right|}{q^{j-s}} \sum_{i=1}^{r} \sum_{k \in \Gamma} \int_{A^{j-s}(\boldsymbol{\mathcal { Q }}+\ell)}\left|\varphi_{i}(x-k)\right|^{2} d x \\
& =|\mathcal{Q}| \sum_{i=1}^{r} \sum_{k \in \Gamma} \int_{A^{j-s}(\boldsymbol{\mathcal { Q }}+\ell)-k}\left|\varphi_{i}(x)\right|^{2} d x \tag{3.3}
\end{align*}
$$

where the last sum is finite. To see this, note that for a fixed $s$ and $j<s$, using that $\mathcal{Q}$ is a tile for $\mathbb{R}^{n}$ and $A^{-1}$ is contractive, we have that the lattice translates of $A^{j-s} \mathcal{Q}$ have overlaps of measure zero. To simplify the notation, write $E:=A^{-s}(\mathcal{Q}+\ell)$; then $A^{j-s}(\mathcal{Q}+\ell)-k=A^{j} E-k$. Choose an integer $J<0$ small enough such that $\left|A^{j} E-k \cap A^{j} E-k^{\prime}\right|=0$ for all $j \leq J ; k, k^{\prime} \in \Gamma, k \neq k^{\prime}$. Then, for $j \leq J$,

$$
\begin{aligned}
\sum_{k \in \Gamma} \mathcal{X}_{A^{j} E-k}(x)\left|\varphi_{i}(x)\right|^{2} & =\mathcal{X}_{\bigcup_{k \in \Gamma} A^{j} E-k}(x)\left|\varphi_{i}(x)\right|^{2} \\
& \leq\left|\varphi_{i}(x)\right|^{2}
\end{aligned}
$$

And since $\left|\varphi_{i}(x)\right|^{2} \in \mathcal{L}^{1}\left(\mathbb{R}^{n}\right)$, then

$$
\sum_{k \in \Gamma} \int_{A^{j} E-k}\left|\varphi_{i}(x)\right|^{2} d x=\int_{\mathbb{R}^{n}} \sum_{k \in \Gamma} \mathcal{X}_{A^{j} E-k}(x)\left|\varphi_{i}(x)\right|^{2} d x<\infty
$$

Now, using (3.2) and (3.3), it suffices to prove that for $i=1, \ldots, r \sum_{k \in \Gamma} \int_{A^{j} E-k}\left|\varphi_{i}(x)\right|^{2} d x$ Rev. Un. Mat. Argentina, Vol. 44-1
goes to 0 when $j \rightarrow-\infty$. Consider the same integer $J \in \mathbb{Z}$ as before and $j \leq J$; and define $f_{j}(x):=\sum_{k \in \mathbb{Z}^{n}} \mathcal{X}_{A^{j} E-k}(x)\left|\varphi_{i}(x)\right|^{2}$. So $f_{j}(x)=\left|\varphi_{i}(x)\right|^{2} \mathcal{X}_{\cup_{k \in \Gamma} A^{j} E-k}(x)$. Then:

$$
\begin{aligned}
\sum_{k \in \Gamma} \int_{A^{j} E-k}\left|\varphi_{i}(x)\right|^{2} d x & =\int_{\mathbb{R}^{n}} f_{j}(x) d x \\
& =\int_{[-p, p]^{n}} f_{j}(x) d x+\int_{\mathbb{R}^{n} \backslash[-p, p]^{n}} f_{j}(x) d x \\
& =I_{1}+I_{2}
\end{aligned}
$$

Write $B_{j}:=\bigcup_{k \in \Gamma}\left(A^{j} E-k\right) \cap[-p, p]^{n}$, then

$$
\begin{equation*}
I_{1}=\int\left|\varphi_{i}(x)\right|^{2} \mathcal{X}_{B_{j}}(x) d x \tag{3.4}
\end{equation*}
$$

We can see that $\left|B_{j}\right| \rightarrow 0$ as $j \rightarrow-\infty$. In fact: consider $t_{j}:=\operatorname{card}\left(\left\{k \in \mathbb{Z}^{n}:\right.\right.$ $\left.\left.A^{j} E-k \cap[-p, p]^{n} \neq \emptyset\right\}\right)$ and write $\delta(\cdot)$ as the diameter of a certain set. Because the spectral radius $\rho$ of $A^{-1}$ is less than 1 , we have that $\left\|A^{j}\right\|_{\infty} \rightarrow 0$ when $j \rightarrow-\infty$ (see [HJ]) i.e. $\left\|A^{j}\right\|_{\infty}<\epsilon$ for $j$ small enough. Then, considering the metric $d(x, y)=$ $\|x-y\|_{\infty}=\max \left\{\left|x_{i}-y_{i}\right|: \quad i=1, \ldots, n\right\}$ we have that for $x, y \in A^{j} E$ :

$$
\begin{aligned}
d(x, y) & =\left\|A^{j}\left(A^{1-j} x-A^{1-j} y\right)\right\|_{\infty} \\
& \leq\left\|A^{j}\right\|_{\infty}\left\|A^{1-j} x-A^{1-j} y\right\|_{\infty} \\
& <d\left(A^{1-j} x, A^{1-j} y\right) \\
& \leq \delta(A E)
\end{aligned}
$$

Taking the supremum over $A^{j} E$, we have that $\delta\left(A^{j} E\right) \leq \delta(A E)$ and then $t_{j}<t_{1}$, for all $j<0$. Now, for $j \leq J$, the overlaps of the lattice translates of $A^{j} E$ have measure zero, so:

$$
\begin{aligned}
\left|B_{j}\right| & =t_{j}\left|A^{j} E-k \cap[-p, p]^{n}\right| \\
& \leq t_{1}\left|A^{j} E\right| \\
& =t_{1}|E| q^{j} \\
& <\varepsilon
\end{aligned}
$$

Since $\left|B_{j}\right| \rightarrow 0$ as $j \rightarrow 0$ then $f_{j} \mathcal{X}_{[-p, p]^{n}} \rightarrow 0$, moreover $\left|f_{j} \mathcal{X}_{[-p, p]^{n}}(x)\right| \leq\left|\varphi_{i}(x)\right|^{2}$. From this fact, equality (3.4) and the Dominated Convergence theorem we have that

$$
\begin{equation*}
I_{1}=\int_{[-p, p]^{n}} f_{j}(x) d x \longrightarrow 0 \text { when } j \rightarrow-\infty \tag{3.5}
\end{equation*}
$$

For the integral $I_{2}$, take $\varepsilon>0$ and $j \leq J$. Then $0 \leq f_{j}(x) \leq\left|\varphi_{i}(x)\right|^{2}$. Using this and property (2.2) for some $m$, we have

$$
\begin{aligned}
I_{2} & \leq \int_{\|x\| \geq p}\left|\varphi_{i}(x)\right|^{2} d x \\
& \leq \frac{C_{m}}{(1+p)^{m}}
\end{aligned}
$$

Considering $p$ large enough such that $\frac{C_{m}}{(1+p)^{m}}<\varepsilon$, we will have $I_{2}<\varepsilon$. Finally:

$$
\int_{\mathbb{R}^{n}} f_{j}(x) d x=I_{1}+I_{2} \leq I_{1}+\varepsilon
$$

Taking limit for $j \rightarrow-\infty$, from (3.5) we conclude that for all $s \in \mathbb{Z}$ and $\ell \in \Gamma$, $\lim _{j \rightarrow-\infty}\left\|P_{j} \mathcal{X}_{\boldsymbol{\mathcal { Q }}}^{s, \ell}\right\|_{2}=0$. Hence $\bigcap_{j \in \mathbb{Z}} \mathcal{V}_{j}=\{0\}$.
3.3. Property (P4): $\bigcup_{j \in \mathbb{Z}} \mathcal{V}_{j}=\mathcal{L}^{2}\left(\mathbb{R}^{n}\right)$.

Proposition 3.5. Let $\varphi=\left(\varphi_{1}, \ldots, \varphi_{r}\right)^{T} \in \mathcal{L}^{2}\left(\mathbb{R}^{n}, \mathbb{C}^{r}\right)$ a localized vector function. Suppose that $\varphi$ has orthonormal lattice translates. Let $A$ be a dilation matrix and let $\mathcal{V}_{0}$ and $\mathcal{V}_{j}$ be defined as (2.5) and (2.6) respectively. If

$$
\begin{equation*}
\sum_{i=1}^{r}\left|\widehat{\varphi}_{i}(0)\right|^{2}=\sum_{i=1}^{r}\left|\int \varphi_{i}(x) d x\right|^{2}=|\boldsymbol{\mathcal { Q }}| \tag{3.6}
\end{equation*}
$$

Then $\bigcup_{j \in \mathbb{Z}} \mathcal{V}_{j}$ is dense in $\mathcal{L}^{2}\left(\mathbb{R}^{n}\right)$. Reciprocally, if $\bigcup_{j \in \mathbb{Z}} \mathcal{V}_{j}$ is dense in $\mathcal{L}^{2}\left(\mathbb{R}^{n}\right)$ and $\varphi$ is refinable, then (3.6) is satisfied.

Before proving this proposition, we are going to present some auxiliary results with respect to the decomposition of $\mathbb{R}^{n}$ by the tiles $\{\mathcal{Q}+k\}_{k \in \Gamma}$. First, note that the fact that $\mathcal{Q}$ is self-similar together with the fact that the translates of $\mathcal{Q}$ tile $\mathbb{R}^{n}$ with overlaps of measure zero, implies that the dilated tile $A^{j} \mathcal{Q}, j \geq 1$ is a union of exactly $q^{j}$ translates of $\mathcal{Q}$, with each of the translates lying entirely inside $A^{j} \mathcal{Q}$. Following the idea in [CHM99], for $j \geq 1$ we are going to split the lattice $\Gamma$ into a finite set containing those elements that translate $\mathcal{Q}$ entirely inside $A^{j} \mathcal{Q}$, and a finite set containing the elements that translate $\mathcal{Q}$ to the boundary of $A^{j} \mathcal{Q}$. More precisely, for each $j \geq 1$ let us consider the following finite subsets of $\Gamma$ :

$$
\begin{align*}
N_{j} & =\left\{k \in \Gamma: \mathcal{Q}+k \subset A^{j} \mathcal{Q}\right\} \\
N_{j}^{\circ} & =\left\{k \in N_{j}: \mathcal{Q}+k \subset\left(A^{j} \mathcal{Q}\right)^{\circ}\right\}  \tag{3.7}\\
N_{j}^{\partial} & =\left\{k \in N_{j}:(\mathcal{Q}+k) \cap \partial\left(A^{j} \mathcal{Q}\right) \neq \emptyset\right\}
\end{align*}
$$

These sets satisfy the following relations: $A^{j} \mathcal{Q}=\mathcal{Q}+N_{j}, \quad \operatorname{card}\left(N_{j}\right)=q^{j}, N_{j}^{\circ} \cup N^{\partial}=$ $N_{j}$ and $N_{j}^{\circ} \cap N_{j}^{\partial}=\emptyset$.
Let $\Omega=\{k \in \Gamma:(\mathcal{Q}+k) \cap B \neq \emptyset\}$. The following technical lemma (see [CHM99] for a proof) characterizes those translates $\mathcal{Q}+\gamma$ of $\mathcal{Q}$ for which it is possible to translate $\boldsymbol{\mathcal { Q }}+\gamma$ by elements of $\Omega$ so that one translate $\boldsymbol{\mathcal { Q }}+\gamma+k$ with $k \in \Omega$ lies entirely within $A^{j} \mathcal{Q}$ and another translate $\mathcal{Q}+\gamma+k^{\prime}$ with $k^{\prime} \in \Omega$ lies entirely outside of $A^{j} \mathcal{Q}$ (neglecting its boundary). This lemma also tells us that the ratio of the number of those translates $\mathcal{Q}+k$ that intersect the boundary of $A^{j} \mathcal{Q}$ to the total number lying inside $A^{j} \mathcal{Q}$ converges to zero:

Lemma 3.6. Let $B, \Omega, N_{j}, N_{j}^{\circ}$ and $N_{j}^{\partial}$ defined as before, then:
a) $\lim _{j \rightarrow \infty} \frac{\operatorname{card}\left(N_{j}^{\circ}\right)}{q^{j}}=1$ and $\lim _{j \rightarrow \infty} \frac{\operatorname{card}\left(N_{j}^{\partial}\right)}{q^{j}}=0$.
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b) $\lim _{j \rightarrow \infty} \frac{\operatorname{card}\left(N_{j}^{\circ} \backslash\left(\left(N_{j}^{\partial}-\Omega\right) \cap N_{j}\right)\right)}{q^{j}}=1$.
c) Let $\gamma \in \Gamma$. If there exist $k, k^{\prime} \in \Omega$ such that $\boldsymbol{\mathcal { Q }}+k+\gamma \subset A^{j} \boldsymbol{\mathcal { Q }}$ and $\boldsymbol{\mathcal { Q }}+k^{\prime}+\gamma \subset$ $\mathbb{R}^{n} \backslash\left(A^{j} \mathcal{Q}\right)^{\circ}$, then $\gamma \in N_{j}^{\partial}-\Omega=\left\{\ell-\omega: \ell \in N_{j}{ }^{\partial}, \omega \in \Omega\right\}$.

Proof of proposition 3.5: Suppose that $\varphi$ is refinable, then we have to prove that $\overline{\bigcup_{j \in \mathbb{Z}} \mathcal{V}_{j}}=\mathcal{L}^{2}\left(\mathbb{R}^{n}\right) \Longleftrightarrow \sum_{i=1}^{r}\left|\widehat{\varphi}_{i}(0)\right|^{2}=|\mathcal{Q}|$.
Note that if for all $g \in \mathcal{L}^{2}\left(\mathbb{R}^{n}\right)$

$$
\begin{equation*}
\lim _{j \rightarrow \infty}\left\|P_{j} g-g\right\|_{2}=0 \tag{3.8}
\end{equation*}
$$

then Property (P4) is satisfied. Further, if $\varphi$ is refinable, then by Proposition 3.2, $\mathcal{V}_{j} \subset \mathcal{V}_{j+1}$ and therefore (3.8) is equivalent to Property (P4). Now, by orthogonality, $\left\|P_{j} g-g\right\|_{2}^{2}=\left\|P_{j} g\right\|_{2}^{2}-\|g\|_{2}^{2}$, then we can rewrite equation (3.8) as:

$$
\begin{equation*}
\forall g \in \mathcal{L}^{2}\left(\mathbb{R}^{n}\right), \lim _{j \rightarrow \infty}\left\|P_{j} g\right\|_{2}^{2}=\|g\|_{2}^{2} \tag{3.9}
\end{equation*}
$$

This expression is true for all $g \in \mathcal{L}^{2}\left(\mathbb{R}^{n}\right)$ if and only if is true in a dense subset of $\mathcal{L}^{2}\left(\mathbb{R}^{n}\right)$. So we will use the set of functions considered in Lemma 2.1. Then,

$$
\begin{equation*}
\left\|P_{j}\left(\mathcal{X}_{\mathcal{Q}}\right)\right\|_{2}^{2}=\frac{1}{q^{j}} \sum_{i=1}^{\tau} \sum_{k \in \Gamma}\left|\int_{A^{j} \boldsymbol{\mathcal { Q }}} \varphi_{i}(x-k) d x\right|^{2} \tag{3.10}
\end{equation*}
$$

On the other hand, let $s \in \mathbb{Z}, \ell \in \Gamma$, and $j \geq s$. By a change of variable and taking into account that $A \Gamma \subset \Gamma$, we have

$$
\begin{equation*}
\left\|P_{j}\left(\mathcal{X}_{\boldsymbol{\mathcal { Q }}}^{s, \ell}\right)\right\|_{2}^{2}=\left\|P_{j-s}\left(\mathcal{X}_{\mathcal{Q}}\right)\right\|_{2}^{2} \tag{3.11}
\end{equation*}
$$

Comparing (3.10) and (3.11), we conclude that (3.9) is equivalent to the statement:

$$
\begin{equation*}
\lim _{j \rightarrow \infty}\left\|P_{j}\left(\mathcal{X}_{\mathcal{Q}}\right)\right\|_{2}^{2}=\left\|\mathcal{X}_{\mathcal{Q}}\right\|_{2}^{2}=|\mathcal{Q}| \tag{3.12}
\end{equation*}
$$

Since statements (3.8), (3.9) and (3.12) are equivalent, we conclude that it suffices to prove that $\lim _{j \rightarrow \infty}\left\|P_{j}\left(\mathcal{X}_{\mathcal{Q}}\right)\right\|_{2}^{2}=\sum_{i=1}^{r}\left|\widehat{\varphi}_{i}(0)\right|^{2}$, or equivalently, to prove that for each $i=1, \ldots, r$ :

$$
\begin{equation*}
\lim _{j \rightarrow \infty} \frac{1}{q^{j}} \sum_{k \in \Gamma}\left|\int_{A^{j} \boldsymbol{\mathcal { Q }}} \varphi_{i}(x-k) d x\right|^{2}=\left|\widehat{\varphi}_{i}(0)\right|^{2} \tag{3.13}
\end{equation*}
$$

To do this, fix $i$, consider a constant $M_{i}>0$ and define $K_{i}=\left\{x \in \mathbb{R}^{n}:\|x\| \leq M_{i}\right\}$. Using the property of unconditional convergence of orthonormal bases, we will split the summation over $\Gamma$ into three disjoint regions related to the subset $K_{i}$. The idea behind this is that the first region should contain only elements $k$ of the lattice $\Gamma$ such that $K_{i}+k$ is sure to lie in the interior of $A^{j} \mathcal{Q}$, the second region should contain those $k$ for which this translation will intersect the boundary of $A^{j} \mathcal{Q}$, and the last region should be the complement of the first two. More precisely, let $B_{i}$ be any open ball in $\mathbb{R}^{n}$ which contains both $\mathcal{Q}$ and $K_{i}$, and define

$$
\Omega=\left\{k \in \Gamma:(\mathcal{Q}+k) \cap B_{i} \neq \emptyset\right\} .
$$

Note that $\Omega$ is finite and $K_{i} \subset \Omega+\mathcal{Q}$. For each $j \geq 1$, define:

$$
\begin{aligned}
& \Gamma_{1, j}=N_{j}^{\circ} \backslash\left(\left(N_{j}^{\partial}-\Omega\right) \cap N_{j}\right), \\
& \Gamma_{2, j}=N_{j}^{\partial}-\Omega, \\
& \Gamma_{3, j}=\Gamma \backslash\left(\Gamma_{1, j} \cup \Gamma_{2, j}\right),
\end{aligned}
$$

where the sets $N_{j}, N_{j}^{\circ}$ and $N_{j}^{\partial}$ are as in (3.7). Note that for each $j$, the sets $\Gamma_{1, j}$, $\Gamma_{2, j}, \Gamma_{3, j}$ partition $\Gamma$. Further, by Lemma 3.6 a ) and b), we have:

$$
\begin{equation*}
\lim _{j \rightarrow \infty} \frac{\operatorname{card}\left(\Gamma_{1, j}\right)}{q^{j}}=1 \text { and } \lim _{j \rightarrow \infty} \frac{\operatorname{card}\left(\Gamma_{2, j}\right)}{q^{j}}=0 \tag{3.14}
\end{equation*}
$$

Now define

$$
R_{s j}=\frac{1}{q^{j}} \sum_{k \in \Gamma_{s, j}}\left|\int_{A^{j} \boldsymbol{\mathcal { Q }}} \varphi_{i}(x-k) d x\right|^{2}, s=1,2,3
$$

We will show that: $\lim _{j \rightarrow \infty} R_{1 j}=\left|\widehat{\varphi}_{i}(0)\right|^{2}, \lim _{j \rightarrow \infty} R_{2 j}=0$ and $\lim _{j \rightarrow \infty} R_{3 j}=0$.
Let us begin with $R_{2 j}$.

$$
\begin{aligned}
R_{2 j} & \leq \frac{1}{q^{j}} \sum_{k \in \Gamma_{2, j}}\left(\int_{A^{j} \boldsymbol{\mathcal { Q }}}\left|\varphi_{i}(x-k)\right| d x\right)^{2} \\
& \leq \frac{1}{q^{j}} \sum_{k \in \Gamma_{2, j}}\left(\int_{\mathbb{R}^{n}}\left|\varphi_{i}(x)\right| d x\right)^{2} \\
& =\frac{C \operatorname{card}\left(\Gamma_{2, j}\right)}{q^{j}} .
\end{aligned}
$$

By (3.14), the last term is arbitrarily small for $j$ large enough. Then $R_{2 j} \rightarrow 0$ when $j \rightarrow \infty$.
To analyze $R_{3 j}$, let us write $\tilde{\varphi}_{i}(x)=\mathcal{X}_{K_{i}}(x) \varphi_{i}(x)$. Then $\varphi_{i}(x)=\tilde{\varphi}_{i}(x)+\mathcal{X}_{K_{i}^{c}}(x) \varphi_{i}(x)$. Note that $\tilde{\varphi}_{i}$ has compact support.

$$
\begin{aligned}
R_{3 j} & \leq \frac{1}{q^{j}} \sum_{k \in \Gamma_{3, j}}\left(\int_{A^{j} \boldsymbol{\mathcal { Q }}}\left|\tilde{\varphi}_{i}(x-k)\right| d x+\int_{A^{j} \boldsymbol{\mathcal { Q }}}\left|\mathcal{X}_{K_{i}^{c}}(y-k) \varphi_{i}(y-k)\right| d y\right)^{2} \\
& =A+B+C
\end{aligned}
$$

where

$$
\begin{aligned}
A & =\frac{1}{q^{j}} \sum_{k \in \Gamma_{3, j}}\left(\int_{A^{j} \boldsymbol{\mathcal { S }}}\left|\tilde{\varphi}_{i}(x-k)\right| d x\right)^{2} \\
B & =\frac{2}{q^{j}} \sum_{k \in \Gamma_{3, j}}\left(\int_{A^{j} \boldsymbol{\mathcal { Q }}}\left|\tilde{\varphi}_{i}(x-k)\right| d x\right)\left(\int_{A^{j} \boldsymbol{\mathcal { Q }}}\left|\mathcal{X}_{K_{i}^{c}}(y-k) \varphi_{i}(y-k)\right| d y\right) \text { and } \\
C & =\frac{1}{q^{j}} \sum_{k \in \Gamma_{3, j}}\left(\int_{A^{j} \boldsymbol{\mathcal { Q }}}\left|\mathcal{X}_{K_{i}^{c}}(y-k) \varphi_{i}(y-k)\right| d y\right)^{2}
\end{aligned}
$$

We will show that $A=B=0$ and $C \rightarrow 0$ as $j \rightarrow \infty$. Suppose that $A \neq 0$, then $\int_{A^{j} \boldsymbol{\mathcal { Q }}}\left|\tilde{\varphi}_{i}(x-\gamma)\right| d x \neq 0$ for some $\gamma \in \Gamma_{3, j}$. Then $\left(K_{i}+\gamma\right) \cap A^{j} \mathcal{Q}$ has to have positive Lebesgue measure. Since $K_{i} \subset B_{i} \subset Q+\Omega$, then $\left(K_{i}+\gamma\right) \subset(Q+\Omega+\gamma)$ and $(Q+\Omega+\gamma) \cap A^{j} \mathcal{Q}$ will have positive measure. Because $A^{j} \mathcal{Q}$ is the exact union of Rev. Un. Mat. Argentina, Vol. 44-1
$q^{j}$ translates of $\mathcal{Q}$ that do not overlap, then the only translates of $\mathcal{Q}$ that intersects $A^{j} \mathcal{Q}$ in sets of positive measure, are the translates that are completely inside of $A^{j} \boldsymbol{\mathcal { Q }}$. Hence:

$$
\begin{equation*}
\mathcal{Q}+k+\gamma \subset A^{j} \mathcal{Q} \text { for some } k \in \Omega \tag{3.15}
\end{equation*}
$$

Since $0 \in \Omega$ and $N_{j}^{\partial} \subset N_{j}$, then $N_{j}^{\partial} \subset\left(N_{j}^{\partial}-\Omega\right) \cap N_{j}$. Hence $N_{j}=N_{j}^{\circ} \cup N_{j}^{\partial} \subset$ $\Gamma_{1, j} \cup \Gamma_{2, j}$. Since $\gamma \in \Gamma_{3, j}=\Gamma \backslash\left(\Gamma_{1, j} \cup \Gamma_{2, j}\right)$, then $\gamma \notin \Gamma_{2, j}$, so $\gamma \notin N_{j}$. This implies that $\mathcal{Q}+\gamma$ is not contained in $A^{j} \mathcal{Q}$. Then $\mathcal{Q}+\gamma \subset \mathbb{R}^{n} \backslash\left(A^{j} \mathcal{Q}\right)^{\circ}$. Consequently

$$
\begin{equation*}
\mathcal{Q}+0+\gamma \subset \mathbb{R}^{n} \backslash\left(A^{j} \mathcal{Q}\right)^{\circ} \tag{3.16}
\end{equation*}
$$

and since $0 \in \Omega$, then from Lemma 3.6 c ), applied to (3.15) and (3.16) we have $\gamma \in N_{j}^{\partial}-\Omega=\Gamma_{2, j}$, and this is a contradiction. Then $A=0$. By a similar reason, $B=0$.
To prove that $C \rightarrow 0$ as $j \rightarrow \infty$, we write $\Gamma_{3, j}$ as the union of disjoint sets as follows:

$$
\begin{equation*}
\Gamma_{3, j}=\bigcup_{s=1}^{\infty} D_{s}^{j} \tag{3.17}
\end{equation*}
$$

where for each $j \in \mathbb{Z}, D_{s}^{j}:=\left\{k \in \Gamma_{3, j}: s \leq \operatorname{dist}\left(A^{j} \mathcal{Q}-k, 0\right)<s+1\right\}$.
After the change of variable $x=y-k$, we have:

$$
\begin{aligned}
C & =\frac{1}{q^{j}} \sum_{k \in \Gamma_{3 j}}\left(\int_{A^{j} \boldsymbol{\mathcal { Q }}-k \cap K_{i}^{c}}\left|\varphi_{i}(x)\right| d x\right)^{2} \\
& \leq \frac{1}{q^{j}} \sum_{s=1}^{\infty} \sum_{k \in D_{s}^{j}}\left(\int_{A^{j} \boldsymbol{\mathcal { Q }}-k}\left|\varphi_{i}(x)\right| d x\right)^{2} \\
& \leq \frac{1}{q^{j}} \sum_{s=1}^{\infty} \sum_{k \in D_{s}^{j}}\left(\int_{\|x\| \geq s}\left|\varphi_{i}(x)\right| d x\right)^{2} .
\end{aligned}
$$

For a purpose that will become clear later consider $m>\frac{1+n}{2}$. Using that $\hat{\varphi}_{i} \in$ $\mathcal{H}^{m}\left(\mathbb{R}^{n}\right)$ and property (2.4), then

$$
\begin{equation*}
C \leq \frac{1}{q^{j}} \sum_{s=1}^{\infty} \sum_{k \in D_{s}^{j}} \frac{c_{m}}{(1+s)^{2 m}} \leq \frac{1}{q^{j}} \sum_{s=1}^{\infty} \operatorname{card}\left(D_{s}^{j}\right) \frac{c_{m}}{(1+s)^{2 m}} \tag{3.18}
\end{equation*}
$$

with $c_{m}$ a constant that depends on $m$. Let us find an upper bound for $\operatorname{card}\left(D_{s}^{j}\right)$. Let us note that if $\gamma \in D_{s}^{j}$ then $s \leq \operatorname{dist}\left(A^{j} \mathcal{Q}-\gamma, 0\right)<s+1$. Since $A^{j} \mathcal{Q}-\gamma$ is compact, then there exists $x \in \partial\left(A^{j} \mathcal{Q}-\gamma\right)$ where the distance is attained. On the other hand $A^{j} \mathcal{Q}-\gamma$ is the union of exactly $q^{j}$ tiles that do not overlap, hence $x \in \mathcal{Q}-t$ for some $t$. Then $\mathcal{Q}-t \subset A^{j} \mathcal{Q}-\gamma$ and $\mathcal{Q}-(t+\gamma) \cap \partial\left(A^{j} \mathcal{Q}\right) \neq \emptyset$. Finally $t+\gamma \in N_{j}^{\partial}$ and $D_{s}^{j} \subset\left\{\gamma \in \Gamma_{3, j}: \exists t \in D_{s}^{0}\right.$, such that $\left.\gamma+t \in N_{j}^{\partial}\right\}$. It follows that

$$
\begin{equation*}
\operatorname{card}\left(D_{s}^{j}\right) \leq \operatorname{card}\left(D_{s}^{0}\right) \cdot \operatorname{card}\left(N_{j}^{\partial}\right) \tag{3.19}
\end{equation*}
$$

Moreover $\operatorname{card}\left(D_{s}^{0}\right) \leq c(s+1+d)$, with $d=\operatorname{diam}(\mathcal{Q})$. To see that, take $\gamma \in D_{s}^{0}$ then $\mathcal{Q}-\gamma \subset B(0, s+1+d)$ (the open ball centered at zero, and radius $s+1+d)$. Then $D_{s}^{0} \subset L:=\{\gamma \in \Gamma: \mathcal{Q}-\gamma \subset B(0, s+1+d)\}$ and $\operatorname{card}\left(D_{s}^{0}\right) \leq \operatorname{card}(L)$. Now,
since the lattice translates of $\mathcal{Q}$ do not overlap, we have:

$$
\begin{equation*}
\operatorname{card}(L)|\mathcal{Q}|=\sum_{\gamma \in L}|\mathcal{Q}-\gamma|=\left|\bigcup_{\gamma \in L}(\boldsymbol{\mathcal { Q }}-\gamma)\right| \tag{3.20}
\end{equation*}
$$

On the other hand

$$
\begin{equation*}
\left|\bigcup_{\gamma \in L}(\boldsymbol{\mathcal { Q }}-\gamma)\right| \leq|B(0, s+1+d)|=\tilde{c}(s+1+d)^{n} \tag{3.21}
\end{equation*}
$$

From (3.20) and (3.21) we have $\operatorname{card}(L) \leq c(s+1+d)^{n}$, and finally card $\left(D_{s}^{0}\right) \leq$ $c(s+1+d)^{n}$. By (3.19) it follows that $\operatorname{card}\left(D_{s}^{j}\right) \leq \operatorname{card}\left(N_{j}^{\partial}\right) \cdot c(s+1+d)^{n}$, with $c$ a constant that does not depend on $j$. Then, from (3.18) we have

$$
C \leq \frac{\operatorname{card}\left(N_{j}^{\partial}\right)}{q^{j}} \sum_{s=1}^{\infty} \frac{\tilde{c}_{m}(s+1+d)^{n}}{(1+s)^{2 m}}
$$

Here, the summation is finite because $m>\frac{1+n}{2}$, then $C \leq \frac{\operatorname{card}\left(N_{j}^{\partial}\right)}{q^{j}} C(m)$, with $C(m)$ a constant that depends on $m$. Finally, by Lemma 3.6, $C \rightarrow 0$ when $j \rightarrow \infty$. It only remains to prove that for each $i=1, \cdots, r, R_{1 j} \rightarrow\left|\widehat{\varphi}_{i}(0)\right|^{2}$. Fix $i$, then

$$
\begin{aligned}
\left|\int_{A^{j} \boldsymbol{\mathcal { Q }}} \varphi_{i}(x-k) d x\right|^{2} & =\left|\int_{\mathbb{R}^{n}} \varphi_{i}(x) d x-\int_{\left(A^{j} \mathcal{Q}\right)^{c}-k} \varphi_{i}(x) d x\right|^{2} \\
& \leq\left(\left|\widehat{\varphi}_{i}(0)\right|+\int_{\left(A^{j} \boldsymbol{\mathcal { Q }}\right)^{c}-k}\left|\varphi_{i}(x)\right| d x\right)^{2} \\
& =\left|\widehat{\varphi}_{i}(0)\right|^{2}+2\left|\widehat{\varphi}_{i}(0)\right| \int_{\left(A^{j} \mathcal{Q}\right)^{c}-k}\left|\varphi_{i}(x)\right| d x+ \\
& +\left(\int_{\left(A^{j} \mathcal{Q}\right)^{c}-k}\left|\varphi_{i}(x)\right| d x\right)^{2}
\end{aligned}
$$

Summing over $\Gamma_{1, j}$ and dividing by $q^{j}$, we have:

$$
\begin{aligned}
\frac{1}{q^{j}} \sum_{k \in \Gamma_{1, j}}\left|\int_{A^{j} \boldsymbol{\mathcal { Q }}} \varphi_{i}(x-k) d x\right|^{2} & \leq \frac{\operatorname{card}\left(\Gamma_{1, j}\right)}{q^{j}}\left|\widehat{\varphi}_{i}(0)\right|^{2} \\
& +2\left|\widehat{\varphi}_{i}(0)\right| \frac{1}{q^{j}} \sum_{k \in \Gamma_{1, j}} \int_{\left(A^{j} \boldsymbol{\mathcal { Q }}\right)^{c}-k}\left|\varphi_{i}(x)\right| d x \\
& +\frac{1}{q^{j}} \sum_{k \in \Gamma_{1, j}}\left(\int_{\left(A^{j} \boldsymbol{\mathcal { Q }}\right)^{c}-k}\left|\varphi_{i}(x)\right| d x\right)^{2}
\end{aligned}
$$

Now, by definition of $\Gamma_{1, j}$ and Lemma 3.6 c$)$, it can be shown that $K_{i}+k \subset\left(A^{j} \mathcal{Q}\right)^{\circ} \subset$ $A^{j} \mathcal{Q}$ for $k \in \Gamma_{1, j}$. Hence $\left(A^{j} \mathcal{Q}\right)^{c}-k \subset K_{i}^{c}$. From this and property (2.4), we have:

$$
\begin{aligned}
\frac{1}{q^{j}} \sum_{k \in \Gamma_{1, j}} \int_{\left(A^{j} \mathcal{Q}\right)^{c}-k}\left|\varphi_{i}(x)\right| d x & \leq \frac{1}{q^{j}} \sum_{k \in \Gamma_{1, j}} \int_{K_{i}^{c}}\left|\varphi_{i}(x)\right| d x \\
& \leq \frac{\operatorname{card}\left(\Gamma_{1, j}\right)}{q^{j}} \frac{c_{m}}{\left(1+M_{i}\right)^{m}}
\end{aligned}
$$

Now, consider $\varepsilon>0$, using (3.14) we have that $\frac{\operatorname{card}\left(\Gamma_{1, j}\right)}{q^{j}}<\varepsilon+1$ for $j$ large enough. Moreover, in the definition of $K_{i}$, we can choose a constant $M_{i}$ such that $\frac{c_{m}}{\left(1+M_{i}\right)^{m}}<\varepsilon$ (for a fixed $m$ ). Then, we will have: $\frac{1}{q^{j}} \sum_{k \in \Gamma_{1, j}} \int_{\left(A^{j} \mathcal{Q}\right)^{c}-k}\left|\varphi_{i}(x)\right| d x<\varepsilon$. Using this in (3.22) we can conclude that for $\varepsilon>0$ and $j$ large enough:

$$
\begin{equation*}
\frac{1}{q^{j}} \sum_{k \in \Gamma_{1 j}}\left|\int_{A^{j} \boldsymbol{\mathcal { Q }}} \varphi_{i}(x-k) d x\right|^{2}<\left|\hat{\varphi}_{i}(0)\right|^{2}+\varepsilon \tag{3.23}
\end{equation*}
$$

On the other hand:

$$
\begin{aligned}
\left|\int_{A^{j} \boldsymbol{\mathcal { Q }}} \varphi_{i}(x-k) d x\right|^{2} & =\left|\int_{\mathbb{R}^{n}} \varphi_{i}(x) d x-\int_{\left(A^{j} \mathcal{Q}\right)^{c}-k} \varphi_{i}(x) d x\right|^{2} \\
& \geq\left(\left|\widehat{\varphi}_{i}(0)\right|-\left|\int_{\left(A^{j} \boldsymbol{\mathcal { Q }}\right)^{c}-k} \varphi_{i}(x) d x\right|\right)^{2} \\
& \geq\left|\widehat{\varphi}_{i}(0)\right|^{2}-2\left|\widehat{\varphi}_{i}(0)\right|\left|\int_{\left(A^{j} \boldsymbol{Q}\right)^{c}-k} \varphi_{i}(x) d x\right| .
\end{aligned}
$$

Remember that from (3.14) we have that $1-\varepsilon<\frac{\operatorname{card}\left(\Gamma_{1, j}\right)}{q^{j}}$ and $\frac{1}{q^{j}} \cdot \sum_{k \in \Gamma_{1, j}} \int_{\left(A^{j} \boldsymbol{\mathcal { Q }}\right)^{c}-k}\left|\varphi_{i}(x)\right| d x<\varepsilon$. Then, summing over $\Gamma_{1, j}$ and dividing by $q^{j}:$

$$
\begin{align*}
\frac{1}{q^{j}} \sum_{k \in \Gamma_{1, j}}\left|\int_{A^{j} \boldsymbol{\mathcal { Q }}} \varphi_{i}(x-k) d x\right|^{2} & \geq \frac{\operatorname{card}\left(\Gamma_{1, j}\right)}{q^{j}}\left|\widehat{\varphi}_{i}(0)\right|^{2} \\
& -2\left|\widehat{\varphi}_{i}(0)\right| \frac{1}{q^{j}} \sum_{k \in \Gamma_{1, j}}\left|\int_{\left(A^{j} \boldsymbol{\mathcal { Q }}\right)^{c}-k} \varphi_{i}(x) d x\right| \\
& >(1-\varepsilon)\left|\widehat{\varphi}_{i}(0)\right|^{2}-2\left|\widehat{\varphi}_{i}(0)\right| \varepsilon \\
& >\left|\widehat{\varphi}_{i}(0)\right|^{2}-\varepsilon \tag{3.24}
\end{align*}
$$

Finally, from (3.23) y (3.24), we conclude that for $i=1, \ldots, r, R_{1 j} \rightarrow\left|\widehat{\varphi}_{i}(0)\right|^{2}$ when $j \rightarrow \infty$.

### 3.4. Proof of Theorem 3.1. The proof of this result, is a direct consequence of

 Propositions 3.2, 3.4 and 3.5.Suppose that $\varphi$ generates a MRA $\left(\mathcal{V}_{j}\right)_{j \in \mathbb{Z}}$. Then Properties (P1)-(P5) of the multiresolution analysis are satisfied. Statement a) of the theorem is an immediate consequence of Property (P1) and Proposition 3.2. Using Properties (P4), (P1) and Proposition 3.5, then b) is verified.
Now, suppose that $\varphi$ verifies a) and b) of the theorem. To prove that $\varphi$ generates a MRA, define $\mathcal{V}_{0}=\overline{\operatorname{span}}\left\{\varphi_{i}(\cdot-k)\right\}_{k \in \mathbb{Z}^{n}, i=1 \ldots r}$ and $\mathcal{V}_{j}=\left\{g\left(A^{j} x\right) / g \in \mathcal{V}_{0}\right\}$. Then Property (P1) is a consequence of a) and Proposition 3.2. Properties (P2) is trivial due to the definition of $\mathcal{V}_{0}$ and $\mathcal{V}_{j}$, and (P5) is assumed. Property (P3) is a consequence of the hipothesis of orthonormal lattices translates and the localization property of each $\varphi_{i}$ as was proved in Proposition 3.4. Finally from b) and Proposition 3.5, Property (P4) is satisfied. Hence, $\varphi$ generates a multiresolution analysis with multiplicity $r$ associated to the dilation matrix $A$ and the lattice $\Gamma$.

## References

[Ald97] A. Aldroubi, Oblique and hierarchical multiwavelet bases, Appl. Comput. Harmon. Anal. 4, (1997), no. 3, 231-263.
[Alp93] B. Alpert, A class of bases in $L^{2}$ for the sparse representation of integral operators, SIAM J. Math. Anal., 24, (1993), no. 1, 246-262.
[BDR93] C. de Boor, R. DeVore and A. Ron, On the construction of multivariate (pre) wavelets, Constr. Approx. 9, (1993), 123-166.
[CHM99] C. Cabrelli, C. Heil and U. Molter, Self-Similarity and Multiwavelets in Higher Dimensions, preprint, (1999).
[Ca199] A. Calogero, Wavelets on general lattices associated with general expanding maps of $\mathbf{R}^{n}$, Electron. Res. Announc. Amer. Math. Soc., 5, (1999), 1-10 (electronic).
[Coh90] A.Cohen, Ondelettes, analyses multirésolutions et filtres miroirs en quadrature. Ann. Inst. Henri Poincaré. Anal. Non Linéaire Vol.7, n 5, 1990, p.439-459.
[CDP97] A. Cohen, I. Daubechies and G. Plonka, Regularity of refinable function vectors, J. Fourier Anal. Appl., 3, (1997), no. 3, 295-324.
[GHM94] J. Geronimo, D. Hardin, and P. Massopust, Fractal functions and wavelet expansions based on several scaling functions, J. Approx. Theory, 78, (1994), no. 3, 373-401.
[GLT93] T.N.T. Goodman, S.L. Lee, W.S. Tang, Wavelets in wandering subspaces, Trans. Amer. Math. Soc., 338, (1993), no. 2, 639-654.
[GM92] K. Gröchenig and W. Madich, Multiresolution analysis, Haar bases and self-similar tilings, IEEE Trans. Inform. Theory, 38, (1992), 556-568.
[CH96] C. Heil and D. Colella, Matrix refinement equations: existence and uniqueness, J. Fourier Anal. Appl., 2, (1996), no. 4, 363-377.
[HSS96] C. Heil, G. Strang and V. Strela, Approximation by translates of refinable functions, Numer. Math., 73, (1996), no. 1, 75-94.
[HJ] R. Horn y C. Johnson, Matrix Analysis, Cambridge University Press,1991.
[Hut81] J. Hutchinson, Fractals and Self-similarity, Indiana Univ. Math. J., 3, (1981), 713-747.
[JS94] R.-Q. Jia and Z. Shen, Multiresolution and wavelets, Proc. Edinburgh Math. Soc. 37, (1994), 271-300.
[JRZ99] R.-Q. Jia, S. Riemenschneider and D.-X. Zhou, Smoothness of multiple refinable functions and multiple wavelets, SIAM J. Matrix Anal. Appl., 21, (1999), no. 1, 1-28 (electronic).
[Ma189] S. Mallat Multiresolution approximations and wavelet orthonormal basis of $L^{2}(R)$, Trans. Amer. Math. Soc., 315, (1989), 69-87.
[Mey92] Y. Meyer, Wavelets and Operators, Cambridge University Press, Cambridge, (1992).
[Pot97] A. Potiopa, A problem of Lagarias and Wang, Master's thesis, Siedlce University, Siedlce, Poland, June (1997), (Polish).
[Shen98] Z. Shen, Refinable function vectors, SIAM J. of Math. Anal., 29, (1998), 235-250.
[Woj97] P. Wojtaszczyk, A Mathematical Introduction to Wavelets, Cambridge University Press, (1997).

Instituto de Matemática Aplicada, Universidad Nacional de San Luis, Ejército de Los Andes 950, 5700 San Luis, ARGENTINA, and CONICET, Argentina
E-mail address, Ana Benavente: abenaven@unsl.edu.ar
Departamento de Matemática, Facultad de Ciencias Exactas y Naturales, Universidad de Buenos Aires, Ciudad Universitaria, Pabellón I, 1428 Capital Federal, ARGENTINA, and CONICET, Argentina
E-mail address, Carlos A. Cabrelli: cabrelli@dm.uba.ar
Recibido : 8 de Agosto de 2002.
Aceptado : 12 de Febrero de 2003.


[^0]:    1991 Mathematics Subject Classification. Primary:42C40 ; Secondary:42C30.
    Key words and phrases. Multiresolution Analysis, Wavelets, Multiwavelets, refinable equation.
    The research of the authors is partially supported by Grants: UBACyT TW84, and CONICET, PIP456/98 and BID-802/OC-AR. PICT-03134.

