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Abstract
Objective. To explore and assess the relationship between electroencephalography (EEG) 
activity and intracranial pressure (ICP) in patients suffering from traumatic brain injury (TBI) 
and subarachnoid hemorrhage (SAH) during their stay in an intensive care unit. Approach. 
We performed an observational prospective cohort study of adult patients suffering from 
TBI or SAH. Continuous EEG-ECG was performed during ICP monitoring. In every patient, 
variables derived from the EEG were calculated and the Granger causality (GC) methodology 
was employed to assess whether, and in which direction, there is any relationship between 
EEG and ICP. Main results. One-thousand fifty-five hours of continuous multimodal 
monitoring were analyzed in 21 patients using the GC test. During 37.88% of the analyzed 
time, significant GC statistic was found in the direction from the EEG activity to the ICP, with 
typical lags of 25–50 s between them. When recordings were adjusted by sedation—perfusion 
and/or bolus—and handling, these percentages hardly changed. Significance. Long-lasting, 
continuous and simultaneous EEG and ICP recordings from TBI and SAH patients provide 
highly rich and useful information, which has allowed for uncovering a strong relationship 
between both signals. The use of this relationship could lead to developing a medical device to 
measure ICP in a non-invasive way.

Keywords: intracranial pressure, electroencephalography, Granger causality, traumatic brain 
injury, subarachnoid hemorrhage
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1. Introduction

One of the most common complications found in neurocriti-
cally ill patients is the increase of intracranial pressure (ICP). 
This is found in 55% of patients suffering from hemorrhage 
lesions [1] and in 54% of traumatic brain injury (TBI) patients 
[2]. Elevated ICP can also be a complication in many non-neu-
rocritically ill patients [3], a situation which has led ICP moni-
toring to become a highly used modality in most intensive care 
units (ICUs). The importance of an adequate ICP monitoring 
rests in the fact that a sustained increase in ICP levels could 
lead to secondary lesions with life-threatening consequences 
for the patient [4]. Due to this fact several invasive ICP moni-
toring techniques have been developed with the objective of 
sensing pressure changes at the intra-ventricle cerebrospinal 
fluid, or directly within the parenchyma, among others.

Along with the ICP, many other physiological variables are 
continuously monitored during the patient stay at the ICU: 
electroencephalography (EEG), heart rate (HR), cerebral 
perfusion pressure (CPP) and arterial pressure among others. 
Most of the information gathered regarding the patient’s con-
dition is analyzed in real time and very often the physician 
must confront redundant information. Only recently has this 
huge amount of data coming from ICU patients begun to be 
analyzed [5]. Modern computers and recent numerical tech-
niques are capable of analyzing huge quantities of multimodal 
data, uncovering relationships that were previously hidden to 
the naked eye. Because of that, some relationships between 
physiological variables may have remained unnoticed until 
now. This is the case of the relationship between ICP and EEG 
activity. Some fragmented evidence of this relationship has 
begun to appear in recent years [6–10]. Correlations between 
ICP and EEG changes are found in patients during coma and 
sleep [9]. Changes in the ICP dynamics are linked to EEG 
bursts [7]. In the same fashion, correlations between ICP 
Lundberg waves and spectral bands in the EEG were found 
[10]. Lastly, a significant negative correlation between an 
index derived from the EEG and the ICP was also reported [8].

In the present work we give further support to the existence 
of an EEG-ICP relationship by quantifying the causal asso-
ciation between ICP dynamics and EEG activity in long-time 
monitoring recordings. The use of the Granger causality (GC) 
methodology applied to long recordings of ICP and EEG 
activity gathered from twenty-one patients suffering from TBI 
and subarachnoid hemorrhage (SAH) allowed us to expose the 
relationship between ICP dynamics and the electrical activity 
of the brain. As far as we know this is the first time that a 
causal relationship in such long-lasting recordings is exposed.

2. Methodology

2.1. Patients

Twenty-one patients (ten women) suffering from TBI or SAH 
hospitalized at the ICU of the Hospital Universitario de la 
Princesa (HUP) between October 2015 and December 2017 

were recruited for this study. Eligible candidates included 
cases with continuous scalp EEG and ICP monitoring, 
according to HUP’s protocols. This research was approved 
by the HUP Ethics Committee and signed informed consent 
was obtained from patients’ relatives. Inclusion criteria for 
this study were: patients of either sex older than eighteen 
years, TBI or SAH, and clinical criteria for ICP monitoring. 
Exclusion requirements were: patients expected to stay less 
than one week, and no possibility of permanent EEG moni-
toring. Demographic characteristics of the enrolled patients 
are shown in table 1 and further clinical information can be 
found in table  2. EEG monitoring was performed with 19 
scalp electrodes, in a standard 10–20 configuration, sampled 
at 500 Hz with a mono-polar montage referenced to the 
average midline electrodes, i.e. (Fz  +  Cz  +  Pz)/3. In this way, 
eight electrodes for each lateral side were employed, yielding 
a total of 16 EEG monopolar recordings for each patient. 
Recordings were filtered between 0.5 and 45 Hz. An average of  
5.2  ±  2.3 d of continuous data were analyzed per patient. In 
addition, the electrocardiographic (ECG) signal, through the 
V3-lead, was recorded at 500 Hz and stored for further anal-
ysis. The ICP [11] was continuously monitored by using an 
intraparenchymal sensor and data stored for offline analysis. 
The almost-present ‘drift’ in the initial zero-calibrated pressure 
[12, 13] was corrected. A motion detection video camera was 
installed in the patient’s ICU room to track the patient’s head 
movements. The EEG computer and the ICP notebook were 
always time-synchronized at the beginning of each patient 
multimodal monitoring. Patient sedation, handling and bolus 
administration during the recording period was annotated and 
considered for further analysis. An overall of 2425 h of video 
and hourly annotated information of patients were analyzed, 
including 1866 h of EEG-ECG recordings and 1553 h of ICP. 
A total of 1055 h of simultaneous EEG-ICP recordings were 
analyzed. Gaps were present in the continuous data due to sev-
eral factors such as CT scans, surgery and interruptions in the 
recording software, etc.

2.2. Data processing

Every continuous multivariate EEG recording was divided in 
temporal windows of 5 s in which several spectral measures 
[14] were calculated. The temporal length of these non-over-
lapping windows was selected as a trade-off between being 
long enough to consider the EEG time series stationary and 
short enough to obtain a representative dynamical picture of 
the entire spectral evolution [14]. From all these measures, 
spectral entropy (SE), relative Delta (rDelta), Theta (rTheta) 
and Alpha (rAlpha) bands were selected in accordance 
with earlier unpublished results. rDelta, rTheta and rAlpha  
are the relative spectral power of these bands. If a spectral 
decomposition into the traditional frequency bands—Delta 
(>0.5 Hz and  <4 Hz), Theta (4–7 Hz), Alpha (7–14 Hz), Beta 
(14–30 Hz) and Gamma (>30) —was performed, the relative 
power (RP) in each of the interested bands was calculated 
according to,
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Table 1. Demographic characteristics of patients.

Pathology
Number 
of cases

Sex Age (years) Weight (kg)

Female Male Min Max Mean  ±  SD Min Max Mean  ±  SD

SAH 6 6 — 26 76 54  ±  16 60 80 67  ±  7
TBI 15 4 11 20 81 50  ±  19 65 100 80  ±  9

Traumatic brain injury (TBI); subarachnoid hemorrhage (SAH).

Table 2. Demographic characteristics and severity: the Hunt–Hess scale of subarachnoid hemorrhage (SAH) patients is included. The value 
of Glasgow Coma Scale corresponds to diagnosis and the third day after it (diagnosis/3rd day). The column number 6, ‘Preceding the 
monitoring’ refers to the time (days) from diagnosis to ICP recording. The drugs listed were supplied during the recording time (perfusion 
and/or bolus).

Pathology 
Hunt–Hess

Demographic 
characteristics Time in ICU (days) Severity

DrugsPatient Gender Age Total

Preceding 
the 
monitoring Recording

Glasgow 
Coma Scale

% time with 
ICP  >20 
mmHG

SAH/5 A F 53 41 2 6 4–8/sedated 55.6 Fenta, Mida, Propo, Leve, 
Val, Thio, Nimo

SAH/4 B F 26 41 3 4 4–8/sedated 14.3 Fenta, Mida, Propo, Leve, 
Nimo

SAH/5 C F 55 39 2 8 4–8/sedated 1.5 Fenta, Mida, Propo, 
Fenitoina, Leve, Nimo

SAH/3 D F 76 10 2 6 13–15/sedated 0.2 Fenta, Mida, Propo, Val, 
Laco, Nimo

SAH/3 E F 65 39 3 4 9–12/sedated 31.2 Fenta, Mida, Propo, Nimo
SAH/4 F F 50 24 5 5 9–12/4–8 2.6 Fenta, Mida, Propo, Leve, 

Nimo
TBI G M 37 20 4 7 4–8/sedated 25.6 Fenta, Mida, Propo, Leve, 

Fenitoina
TBI H M 31 24 1 3 4–8/4–8 4.0 Fenta, Mida, Propo, Leve
TBI I F 54 16 1 6 4–8/4–8 0.7 Fenta, Mida, Propo, Leve
TBI J M 47 25 3 7 9–12/sedated 8.3 Fenta, Mida, Propo, Leve, 

Clorazepam, Thio
TBI K M 58 19 2 3 13–15/sedated 11.3 Fenta, Mida, Propo, Leve
TBI L M 63 15 1 5 4–8/sedated 0.7 Fenta, Propo
TBI M M 20 24 2 4 4–8/sedated 13.9 Fenta, Mida, Propo, 

Clorazepam
TBI N F 71 41 1 4 3/sedated 0.7 Fenta, Mida, Propo, 

Fenitoina, Leve
TBI O M 81 7 2 3 13–15/sedated 0.9 Fenta, Mida, Propo, Leve, 

Val
TBI P M 28 14 2 4 13–15/sedated 1.5 Fenta, Propo, Val, Tranx, 

Nicar
TBI Q M 22 27 2 4 4–8/sedated 1.2 Fenta, Mida, Propo, Leve, 

Dexme, Halo, Nicar
TBI R M 68 28 4 7 9–12/sedated 2.8 Fenta, Mida, Propo, Leve, 

Val, Nim, Larg, Tranx, Nicar
TBI S F 56 25 3 8 9/sedated 0.1 Fenta, Mida, Propo, Leve, 

Val, Rocu, Nicar
TBI T M 48 36 9 7 9/sedated 31.1 Fenta, Mida, Propo, Leve, 

Val
TBI U F 75 42 3 9 6/sedated 1.0 Fenta, Mida, Propo, Val

Traumatic brain injury (TBI); Fentanyl  =  Fenta; Midazolam  =  Mida; Propofol  =  Propo; Levetiracetam  =  Leve; Valproate  =  Val; Thiopental  =  Thio; 
Lacosamide  =  Laco; Dexmedetomidine  =  Dexme; Haloperidol  =  Halo; Nimbex  =  Nim; Largactil  =  Larg; Tranxilium  =  Tranx; Rocuronium  =  Rocu, 
Nimodipine  =  Nimo, Nicardipine  =  Nicar.

J. Neural Eng. 15 (2018) 066029



A Sanz-García et al

4

rDelta =
1
P

4 Hz∑
f=0.5 Hz

pf ; rTheta =
1
P

7 Hz∑
f=4 Hz

pf ; rAlpha =
1
P

14 Hz∑
f=7 Hz

pf

 (1)

where P = rDelta + rTheta + rAlpha + rBetar + rGamma.
The SE, which is the Shannon entropy of the signal’s power 

spectrum, has been proven to be a useful quantifier of the spec-
tral content of a signal in different situations [14]. From the 
electrocardiogram waves, HR was also calculated, although 
we do not provide details of this variable, in this work.

On the other hand, the ICP signal was stored at a sam-
pling time of approximately 2.9 s. A down-sampling from 
the original 2.9 s to 5 s was performed in order to construct 
a multivariate time series (see the following) by using these 
resampled ICP time series alongside the EEG measures. This 
down-sampling from 2.9 (0.35 Hz) to 5 s (0.2 Hz) allows one 
to obtain a unique and representative ICP value for each 5 s 
window to compare to the EEG measures. The construction 
of a multivariate time series encompassing the spectral EEG 
measures and the ICP (and the ICP-diff) was performed by 
matching coincident times. In this way, a multivariate—EEG 
measures, HR and ICP—time series resampled at 5 s steps 
was finally built.

Figure 1 (patient I) displays typical time series of vari-
ables and measures during approximately 48 h of contin-
uous recording. The first three upper panels show the ICP, 
 first-differences of the ICP (ICP-diff) and HR time series. The 
three lower panels show measures calculated from the EEG 
recordings, rAlpha, rDelta, and the SE.

2.3. Causality detection

The GC test [15–17] was used to quantify the potential depend-
ence between the time series. The GC was evaluated between 
every pair of time series in temporal windows of 10 min.

Given two time series, x and y, the GC basically examines 
whether future values of one of the variables can be better pre-
dicted by using values from the other. Numerically, this can 
be assessed using auto-regressive models of order L to predict 
future values of x (xk) using past values of x or past values of 
both x and y, that is:

xk =
L∑

i=1
aixk−i + εx

xk =
L∑

i=1
aixk−i+

L∑
i=1

biyk−i + ε′x.
 

(2)

If the second prediction is better than the first one, it may be 
assumed that past values of y act on present values of x. The 
way to quantify this ‘better’ statistically is through the com-
parison between the errors εx and ε′x, for example using the 
statistic:

Gy→x = ln
var(εx)

var(ε′x)
. (3)

Where the Gy→x  value is not negative and the larger the 
values of Gy→x  the better the fit of the combined model, 
thus implying a stronger causality of y on x. The statistical 
significance of this equation  can be evaluated through a 
Fisher test.

Figure 1. Typical (patient I) time series obtained during approximately 2 d of continuous recordings. From bottom to top: SE, rAlpha, 
rDelta, HR, ICP-diff, and ICP time series. Note that rAlpha and rDelta scales go from 0 to 1, as they are proportions of the spectral power 
of these bands in relation to the total spectral power. a.u. stands for arbitrary units.
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Fy→x =
RSSx−RSS′

x
L

RSS′
x

Ndat−2L−1

. (4)

RSSx and RSS′
x are the residual sums of the squares of the 

x and x  +  y models, respectively and Ndat was always equal  
to 120.

Roughly speaking, the GC test between two time series 
attempts to determine whether information borrowed from one 
of the time series is useful in predicting future values of the 

other. If the test produces confident results in one direction, say 
A  →  B, and not in the reverse direction, it may be assured the 
existence of a causal influence of A on B. Taking into account 
that the multivariate time series –rAlpha, rDelta, SE, and ICP- 
were sampled at 5 s, the evaluation of the GC was done by 
using 120 data points (twelve values per minute in 10 min). 
Thus, in assessing the GC between each pair of time series, six 
GC values per hour and six more values for the inverse cau-
sality assumption were obtained. For every evaluation, a value 

Figure 2. GC assessment for 1 d of ICP and EEG recordings (patient M). GC statistic (equation (2), with lag  =  10) calculated for every 
pair of variables (y-axis) in directions, A  →  B and B  →  A. Only significant (p  <  0.05) values for stationary time series are displayed. 
Values greater than 5 are equalized to 5. Intervals in the x-axis correspond to the 10 min windows where GC assessment was performed.

Figure 3. Percentages of significant GC for each pair of variables (in both directions), on the entire recording (total subset), for each 
patient. In each case, three different lags were used for calculations lag  =  5, 10 and 15. Half upper part group ICPs  →  EEGs evaluations 
and the lower part displays the EEGs  →  ICPs in all but one patient (patient R). Percentages of GC in the directionality EEG (rAlpha, 
rDelta, SE)  →  ICP (ICP-diff) were (much) greater than the inverse ones.

J. Neural Eng. 15 (2018) 066029
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of the statistic that quantifies the ‘causality strength’ and its 
statistical confidence were obtained. When a causality assess-
ment was significant, these values were further considered, 
whereas zeros were assigned to non-significant values.

It is well-known that the GC test is severely flawed by the 
presence of non-stationarities in one or both time series [17]. 
By using the augmented Dickey–Fuller (DF) test in every time 
series and for every temporal window, non-stationarities were 
tested before using the GC test. In doing so, the null hypothesis 
of unit roots (of the auto-regressive models in (2)) was tested. 
Failure to reject this null hypothesis precluded the direct 
use of GC. Several time series, in particular the ICP signal, 
presented unit roots in many temporal windows. In view of 
that, first differences of these time series, ICP-diff, were used 
instead of the original ones. We therefore applied the GC on 
those time series that strictly verified the DF test. We will refer 
to the time series by their original names—ICP, rAlpha, etc.—
considering that for the case of ICP, its first differences time 
series was used instead. Additionally, we also used a kind of 
inverse test, the Kwiatkowski–Phillips–Schmidt–Shin (KPSS) 
[17], to test stationarity. Therefore, the GC test was used in 
those pairs of time series which passed the DF and KPSS test. 
In those cases where one or both time series fail to pass one 
or both stationarity/non-stationarity tests, the GC was not per-
formed. As in the case of non-significant GC assessment, a 
zero was assigned to the corresponding temporal window.

Lastly, both stationarity and causality strongly depend on 
the lag length L used in equation (2). Because we were testing 
several variables at once for selecting the optimal lag for each 
individual case, we fixed the lag lengths in three different 
values, L  =  5, L  =  10 and L  =  15, instead of using particular 
criteria, e.g. Akaike Information Criterion for each individual 
case. These values were consistently used for testing station-
arity and GC in all and every case.

2.4. Drug effects on GC assessment

With the objective of determining whether and to what 
extent sedation, patient’s handling and bolus administration 
affect GC calculations, several subsets of the entire patients’ 
recording were selected for additional analysis, namely:

 –  Subset total: whole patients’ recordings with simulta-
neous EEG and ICP measurements. 1055 h were analyzed

 –  Subset without bolus and handling: patients’ recording 
intervals with simultaneous EEG and ICP measurement 
but excluding those periods of bolus administration and 
patient handling; 624 h were analyzed.

 –  Subset only bolus and handling: only those recording 
intervals eliminated from the above subset. 431 h were 
analyzed; 

 –  Subset stable: patients’ recording intervals during which 
constant intravenous sedation was administered. 859 h 
were analyzed; 

 –  Subset stable without bolus and handling: patients’ 
recordings with constant intravenous sedation but 
excluding those periods of bolus and handling. 490 h 
were analyzed; 

 –  Subset stable only bolus and handling: patients’ record-
ings with constant intravenous sedation and with periods 
of bolus and handling: 369 h were analyzed.

Intravenous patient sedation was annotated every hour. We 
thus considered stable sedation those periods longer than 3 h 
without alterations. When handlings of the patient and/or bolus 
administration were considered, the period of 1 h centered at the 
manipulation time was considered and eventually eliminated.

3. Results

The potential dependence between EEG activity and ICP 
dynamics was numerically studied by analyzing GC between 
their corresponding time series. In order to do that, the GC 
test was calculated for all pairs of EEG measures (rAlpha, 
rTheta, rDelta, SE) and ICP signals. Figure 2 displays a typ-
ical causality assessment for a single patient (patient M) with 
lag  =  10 (equation (2)). GC (equations (2)–(4)) was evaluated 
between rAlpha, rTheta, rDelta, SE and ICP, in both direc-
tions, during approximately 40 h of continuous monitoring. In 
figure 2 only significant (p  <  0.05) Fisher statistics (equation 
(4)) are displayed for every 10 min temporal window. Values 
of the Granger statistic, Gx→y (equation (3)), greater than five 
were equalized to five for a better visualization. When one or 
both variables failed to pass the stationarity tests, a zero was 
assigned to the corresponding window. It is readily apparent 
the causal influence of the EEG measures on the ICP variable. 
This influence acts mainly in one direction and it is sustained 
most of the time. In figure  2 the time stamps in the x-axis 
ticks are equally spaced at 50 min. However, two large breaks 
exist, one between 02:00:12 and 13:07:27 (more than 11 h) 
and the other between 06:37:27 and 12:28:27 (approximately 
6 h). These breaks in the continuous monitoring were pro-
duced by different circumstances as, for instance, moving the 
patient to other hospital services. The four EEG measures, SE, 
rAlpha, rTheta and rDelta seem to act roughly steadily on the 
ICP dynamics, although the influence of rAlpha and rDelta is 
stronger. In this particular case, significant GC covers more 
than 80% of the time in the case of rAlpha and more than 75% 
of the analysed time for rDelta. Henceforth, this measure—
percentage of time with significant GC—will be used as the 
main indicator of causality assessment.

Figure 3 shows the percentages of GC on the entire 
recording (total subset) for each patient, and for three different 
lag values: lags  =  5, 10 and 15. In all but one patient (patient 
R), the percentages of GC in the direction EEG (rAlpha, 
rDelta, SE)  →  ICP were greater than the inverse ones. In most 
cases rather low or null causalities were found in the inverse 
direction (ICP  →  EEG), as it is apparent in the upper part 
of figure  3. Furthermore, the percentages of significant GC 
change, even on the same patient, depending on the lag used 
in the autoregressive models (equation (2)).

3.1. Analysis of subsets

Maximal values of percentages of time with significant GC are 
summarized in table 3. Results for three subsets are grouped 

J. Neural Eng. 15 (2018) 066029



A Sanz-García et al

7

in that table: total, without bolus and handling, only bolus and 
handling.

Subset total: In this subset eight out of 21 patients presented 
percentages of time with significant GC  >  50%. On 
average, the percentage of time with significant GC 
reached 37.88% considering the whole recording of 
all the patients. The highest percentages were found in 
rDelta (seven cases), rTheta (two cases) and rAlpha (12 
cases). The most common lag was lag  =  5 in 12 patients. 
Full results for the total subset of each patient are shown 
in supplementary table 1 (stacks.iop.org/JNE/15/066029/
mmedia).

Subset without bolus and handling: The average percentage 
for this subset reached 39.09% with nine out of 21 
patients over 50%. Full results are shown in supplemen-
tary table 1 (stacks.iop.org/JNE/15/066029/mmedia).

Subset only bolus and handling: In this case, the percent age 
was 37.75%. Eight out of 21 patients presented percent-
ages greater than 50%. Full results are shown in 
supplementary table  1 (stacks.iop.org/JNE/15/066029/
mmedia). Note that patient R maxima are found in the 
inverse direction.

Periods with constant intravenous sedation perfusion were 
analyzed in three different cases. Maximal values of 
percentages of time with significant GC are summarized 
in table 4.

Subset stable: The average percentage reached 37.84% with 
eight patients with more than 50%. Full results are shown 
in supplementary table 2 (stacks.iop.org/JNE/15/066029/
mmedia).

Subset stable without bolus and handling: The average 
percent age was 39.35% for all patients, with eight 
patients showing more than 50%. Full results are shown 
in supplementary table 2 (stacks.iop.org/JNE/15/066029/
mmedia).

Subset stable only bolus and handling: The average percentage 
was 38.60% for all patients with eight patients showing 
more than 50%. Full results are shown in supplementary 
table 2 (stacks.iop.org/JNE/15/066029/mmedia).

Results of sedation were similar for all subsets sug-
gesting a low impact of bolus, handling and sedation on the 
GC findings. Only patient A presented remarkable changes 
between total and stable subsets. Notably, this consistency 
also remains for the lag and the measures that presented the 
highest percentages.

4. Discussion

To assess whether there is any relationship between EEG and 
ICP, the GC test was used on simultaneous EEG and ICP con-
tinuous—with gaps—recordings coming from TBI and SAH 

Table 3. Maximal percentages of recording time with significant GC in ICP-EEG measures for subsets: total (2nd and 3rd columns), 
without bolus and handling (4th and 5th columns) and only bolus and handling (6th and 7th columns).

Patient Measure and lag total
Percentage 
total

Measure and lag 
without bolus and 
handling

Percentage 
without bolus 
and handling

Measure and lag only 
bolus and handling

Percentage 
only bolus 
and handling

A rAlpha  →  ICP lag 10 15.44 rAlpha  →  ICP lag 10 20.22 rAlpha  →  ICP lag 10 14.89
B rAlpha  →  ICP lag 10 28.91 rAlpha  →  ICP lag 10 22.07 rAlpha  →  ICP lag 10 32.10
C rTheta  →  ICP lag 10 62.06 rDelta  →  ICP lag 5 62.39 SE  →  ICP lag 5 70.33
D rAlpha  →  ICP lag 5 63.68 rAlpha  →  ICP lag 5 72.19 rAlpha  →  ICP lag 5 64.84
E rDelta  →  ICP lag 15 2.78 rAlpha  →  ICP lag 15 3.65 rDelta  →  ICP lag 15 3.48
F rDelta  →  ICP lag 5 54.62 rDelta  →  ICP lag 5 55.80 rDelta  →  ICP lag 5 52.44
G rAlpha  →  ICP lag 15 31.20 rAlpha  →  ICP lag 15 28.29 rAlpha  →  ICP lag 15 31.41
H rAlpha  →  ICP lag 5 20.00 rAlpha  →  ICP lag 5 17.95 rAlpha  →  ICP lag 5 22.86
I rDelta  →  ICP lag 5 68.09 rDelta  →  ICP lag 5 61.93 rAlpha  →  ICP lag 5 58.18
J rAlpha  →  ICP lag 5 29.40 rAlpha  →  ICP lag 5 35.14 rAlpha  →  ICP lag 5 31.88
K rDelta  →  ICP lag 5 31.94 SE  →  ICP lag 5 25.19 rDelta  →  ICP lag 5 33.00
L rDelta  →  ICP lag 15 16.01 rDelta  →  ICP lag 15 17.84 rDelta  →  ICP lag 15 11.69
M rAlpha  →  ICP lag 5 88.94 rAlpha  →  ICP lag 5 93.55 rAlpha  →  ICP lag 5 84.78
N rDelta  →  ICP lag 5 8.06 rDelta  →  ICP lag 5 5.96 rAlpha  →  ICP lag 5 10.08
O rAlpha  →  ICP lag 10 13.58 rAlpha  →  ICP lag 10 16.07 rAlpha  →  ICP lag 10 6.58
P rTheta  →  ICP lag 5 73.14 SE  →  ICP lag 5 77.73 rDelta  →  ICP lag 5 68.52
Q rAlpha  →  ICP lag 10 40.70 rAlpha  →  ICP lag 5 51.85 rAlpha  →  ICP lag 5 42.98
Ra rAlpha  →  ICP lag 5 5.93 rAlpha  →  ICP lag 10 5.23 rAlpha  →  ICP lag 5 16.67
S rAlpha  →  ICP lag 15 7.86 rAlpha  →  ICP lag 15 9.13 rDelta  →  ICP lag 5 5.08
T rDelta  →  ICP lag 5 78.67 rDelta  →  ICP lag 5 84.00 rDelta  →  ICP lag 5 70.73
U rAlpha  →  ICP lag 5 54.45 rAlpha  →  ICP lag 5 54.87 rAlpha  →  ICP lag 5 60.27
Total 37.88 39.09 37.75

a Patient R maximum for total subset: ICP  →  rAlpha lag 5: 40.68; for without bolus and handling subset: ICP  →  rDelta lag 5: 36.49; and for only bolus and 
handling subset: ICP  →  rAlpha lag 5: 47.62. SE: Spectral Entropy; ICP: intracranial pressure.
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patients. Our results showed that most of the patients presented 
a flow of information from the EEG dynamics to the ICP which 
accounted for approximately 40% of the total (all patients) 
recording time. Nonetheless, in some patients (E, N, and S) this 
relationship was fairly weak or non-existent at all. Moreover, 
patient R presented a flow of information in the opposite direc-
tion, ICP  →  EEG. The pre-selected EEG measures rAlpha, 
rDelta, rTheta, and the SE presented significant GC with typical 
lags around 5–10 five-second-steps, equivalent to 25–50 s. In 
order to stationarize the ICP time series, its first differences were 
used instead. This fact implies that the GC test was actually per-
formed between the EEG measures and the ICP changes.

Unlike other related studies [6–10], the one presented here 
is based on the analysis of continuous long-lasting 5 s-sampled 
data from simultaneous recordings of ICP and EEG. These 
kinds of unique recordings allow us to expose the underlying 
EEG-ICP relationship.

Cerebral blood flow (CBF) is the key variable involved in 
preserving the normal functioning of the brain. However, con-
trolling CBF levels around 50 ml/100 g min−1 is an extremely 
complicated and delicate task. Several variables—CPP, ICP, 
cerebrovascular resistance, mean arterial pressure—and 
also control mechanisms—myogenic, metabolic and neuro-
genic—are involved in cerebral autoregulation. Several works 
have linked one or several of these variables to EEG activity  
[6–10]. In line with these works, the findings presented 
here show the existence of a link between ICP and EEG. 
Moreover, they show that EEG activity actually precedes the 

ICP dynamics. This may seem counterintuitive at first since 
ICP changes would be expected to decrease CPP and thereby 
decrease CBF, which will in turn affect brain tissues and their 
electrical activity. This would imply a flow of information 
from ICP to EEG. On the contrary, our results show an inverse 
directionality and the only explanation we have is that what 
we are actually seeing is the neurogenic control of the ICP. 
Neurovascular coupling between brain electrical activity and 
vascular response has been exposed recently in ICU patients 
as well [6, 7]. For instance, simultaneous recordings of both 
depth-electrodes and ICP were analyzed in two patients with 
TBI and SAH [6]. The existence of a correlation was found 
between amplitude changes in the ICP and EEG bursts and a 
delay of 8.1 s between them, with the changes in ICP ampl-
itude appearing after EEG bursts.

Several limitations of the present study should be mentioned. 
One is the low number of patients enrolled in the study, limited 
to only TBI and SAH pathologies. Another issue is the existence 
of ‘perturbations’ affecting the ICP, EEG, or both simultane-
ously. These are, for instance, sedatives, intracranial antihyper-
tensive agents, and anti-epileptic drugs [18–27] administered 
during the monitoring periods. Although this point has been 
partially considered here, several important questions remain 
to be addressed. From a methodological point of view, the 
linear character of the GC methodology should be highlighted, 
based on linear regression models (equation (2)), which prevent 
one from detecting nonlinear interactions. Nonlinear relation-
ships between the ICP and the EEG measures would therefore 

Table 4. Maximal percentages of recording time with significant GC for subsets: stable (2nd and 3rd columns), stable without bolus and 
handling (4th and 5th columns) and stable only bolus and handling (6th and 7th columns).

Patient
Measure and lag 
Stable total

Percentage 
Stable total

Measure and lag 
Stable without bolus 
and handling

Percentage Stable 
without bolus 
and handling

Measure and lag 
Stable only bolus 
and handling

Percentage 
Stable only bolus 
and handling

A rAlpha  →  ICP lag 10 22.92 rAlpha  →  ICP lag 10 42.54 rAlpha  →  ICP lag 15 14.51
B rAlpha  →  ICP lag 10 29.21 rAlpha  →  ICP lag 10 22.07 rAlpha  →  ICP lag 10 32.91
C rTheta  →  ICP lag 10 62.63 rTheta  →  ICP lag 5 63.04 rAlpha  →  ICP lag 5 71.59
D rAlpha  →  ICP lag 5 62.09 rAlpha  →  ICP lag 5 68.99 rAlpha  →  ICP lag 5 68.85
E rDelta  →  ICP lag 15 2.67 rAlpha  →  ICP lag 15 2.80 rDelta  →  ICP lag 15 3.34
F rDelta  →  ICP lag 5 54.09 rDelta  →  ICP lag 5 55.17 rDelta  →  ICP lag 5 50.48
G rAlpha  →  ICP lag 15 30.61 rAlpha  →  ICP lag 15 28.72 rAlpha  →  ICP lag 15 31.80
H rAlpha  →  ICP lag 5 16.47 rAlpha  →  ICP lag 10 15.24 rAlpha  →  ICP lag 5 21.05
I rAlpha  →  ICP lag 5 66.93 rDelta  →  ICP lag 5 67.11 rAlpha  →  ICP lag 5 58.18
J rDelta  →  ICP lag 5 26.48 rDelta  →  ICP lag 5 32.62 rAlpha  →  ICP lag 5 34.65
K rDelta  →  ICP lag 5 36.08 SE  →  ICP lag 5 24.35 rDelta  →  ICP lag 5 38.96
L rDelta  →  ICP lag 15 18.66 rDelta  →  ICP lag 15 19.46 rDelta  →  ICP lag 15 11.69
M rAlpha  →  ICP lag 5 89.38 rAlpha  →  ICP lag 5 93.22 rAlpha  →  ICP lag 5 83.82
N rDelta  →  ICP lag 5 6.69 rDelta  →  ICP lag 5 5.48 rAlpha  →  ICP lag 5 8.62
O rAlpha  →  ICP lag 10 11.71 rAlpha  →  ICP lag 10 13.16 rDelta  →  ICP lag 10 7.50
P rTheta  →  ICP lag 5 74.22 SE  →  ICP lag 5 77.95 rDelta  →  ICP lag 5 68.52
Q rAlpha  →  ICP lag 10 40.95 rAlpha  →  ICP lag 5 53.37 rAlpha  →  ICP lag 5 41.32
Ra rDelta  →  ICP lag 5 4.17 rTheta  →  ICP lag 10 1.82 rAlpha  →  ICP lag 5 17.95
S rAlpha  →  ICP lag 15 7.34 SE  →  ICP lag 15 8.79 rAlpha  →  ICP lag 15 3.57
T rDelta  →  ICP lag 5 80.62 rDelta  →  ICP lag 5 85.92 rDelta  →  ICP lag 5 72.57
U rAlpha  →  ICP lag 5 50.89 rAlpha  →  ICP lag 5 44.71 rAlpha  →  ICP lag 5 68.89
Total 37.84 39.35 38.60

a Patient R maximum for Total subset: ICP  →  rAlpha lag 5: 35.42; for without bolus and handling subset: ICP  →  rDelta lag 5: 27.27; and for only bolus and 
handling subset: ICP  →  rAlpha lag 5: 41.03. SE: Spectral Entropy; ICP: intracranial pressure.
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yield null CG values. The use of nonlinear causality methods, 
e.g. transfer entropy, nonetheless requires a larger number of 
data points to be used than the 120 we used in each temporal 
window, a fact which hinders its application in our case.

Which drug (or drugs) interrupts the GC? It has been shown 
that all the analyzed recordings present periods in which the 
GC disappears or decreases its intensity. If the GC between 
ICP and EEG is an indicator of neurovascular coupling, as we 
have hypothesized, this must be related to a blocking effect on 
this coupling. Several anesthetics are known to affect the neu-
rovascular coupling [28]. Thus, a detailed and thorough study 
of the effect of these kinds of drugs on the ICP-EEG GC is 
still lacking. In the same fashion, we have not yet studied how 
intracranial hypertension (ICP  >  20 mmHg) affects the GC. 
This is an important point because, under normal physiological 
ICP, the neurogenic control is competing with the myogenic and 
metabolic mechanisms. But it is unknown which CBF regula-
tion mechanism prevails under this pathological condition. The 
study of these important issues, the effects of both anesthetics 
and intracranial hypertension on the GC, is now underway.

The existence of several complications, such as the 
breakage of the optical fiber or dislocations of the fixation 
screw (or the probe itself) which could occur during the moni-
toring period, should also be mentioned [29]. Moreover, when 
using intraparenchymal probes, as in our case, a gradient of 
the ICP levels exists depending on the proximity of the probe 
to the lesion area [30]. Although we were unable to determine 
how these issues affect the final calculations, certainly they 
introduce new uncertainties in the calculations. Altogether, 
the best we could do to obtain more robust results was elimi-
nating those periods of recording affected by these situations, 
even at the expense of reducing the number of analyzed hours. 
In doing so, we observed that the mean percentage of signifi-
cant GC for all patients increased from 37.88% (in 1055 h) up 
to 72% (in 288 h).

5. Conclusion

Long-lasting, continuous and simultaneous EEG and ICP 
recordings from TBI and SAH patients provided highly rich 
and useful information, which allowed us to uncover a strong 
relationship between both signals. Although further research 
is certainly needed on this issue, the use of this relationship 
might help in developing a medical device to measure ICP in 
a non-invasive way.
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