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#### Abstract

The present work consists on a study of the dynamical stability of a 3-body system, taking advantage of the Shannon entropy approach to estimate the diffusivity $\left(D_{S}\right)$ in a Delaunay's action-like phase space. We outline the main features of a numerical computation of $D_{S}$ from the solutions of the equations of motion, and therefrom how to estimate a macroscopic instability time-scale $\tau_{\text {inst }}$ (roughly speaking, the lifetime of the system) associated to a given set of initial conditions. Through such estimates we characterize the system's space of initial conditions in terms of its orbital stability, applying numerical integrations on the construction of dynamical maps. We compare these measures of chaotic diffusion with other indicators, firstly in a qualitative fashion, and then more quantitatively by means of long direct integrations. We address an analysis of a particular, near-resonant system, namely the HD 181433, and show that the entropy may provide a complementary analysis in regard to other dynamical indicators. This work is part of a series of studies devoted to both present the Shannon entropy approach and expose its possibilities, as a numerical tool, to provide information on chaotic diffusion and dynamical stability of multidimensional dynamical systems.
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## 1. Introduction

Stability is a basic concern when studying dynamical systems. It is a concept that gets more complicated (and hence tends to become less general) as one shifts from near-integrable to nonintegrable scenarios. Indeed, distinct definitions of stability are found in the literature, e.g. the Hill and the Lagrange stability criteria (Barnes \& Greenberg 2006), if we restrict to recurrent examples in the context of celestial mechanics. Besides, it is known that chaos is a common dynamical feature of any system with more than one degree of freedom (Laskar 1989; Sussman \& Wisdom 1992; Contopoulos 2002; Nesvornný \& FerrazMello 1997; Ferraz-Mello et al. 1998; Martí et al. 2016). The very essence of chaos consists on a strong sensibility to the system's initial parameters and initial conditions, that prevent us from reaching deterministic results. One of the main problems is how to approach such a property of the phase space in the sense of establish any possible correlation between the onset of chaotic scenarios and the occurrence of noticeable dynamical phenomena (events) in the evolution of the system.

Studies about the dynamics of N -body systems usually consist of numerical integrations of the equations of motion, followed by the application of a numerical tool to explore the solutions, such as the frequency analysis (Laskar 1993; Laskar \& Correia 2009), the spectral method (Michtchenko \& FerrazMello 2001; Alves et al 2016) or any other known dynamical indicator of structure and chaoticity (Dvorak et al. 2004; Ramos et al. 2015; Martí et al. 2016). In Mel'nikov \& Shevchenko (1996) and Popova \& Shevchenko (2013), for example, a statistical approach was applied to separate regular from chaotic motion by integrating sets of initial parameters in two different timespans, $T_{1}$ and $T_{2}\left(T_{2}>T_{1}\right)$, and then

[^0]comparing the shifted peaks of the histograms for the logarithms of the maximum Lyapunov characteristic exponents (mLCEs, see Benettin et al. (1980)) computed for the simulated trajectories in each time window: the shifting of the exponents to lower values is naturally expected for regular regimes of motion. Overall, one may notice that such studies usually are concerned with discriminating regular and quasi-periodic motion from chaotic ones, and thus basically detach stable regimes from those where the motion through connected chaotic layers culminate in an exponential divergence of the nearby trajectories and, furthermost, possible dynamical instabilities.

Generally, the stability of multiple-body systems may be undoubtedly verified by long numerical simulations of their motion through time. Accordingly, it is possible to build up the so-called "lifetime-maps", integrating the trajectories from grids of many initial conditions (ICs) (Tsiganis et al. 2005; Wittenmyer et al. 2012, 2013; Horner et al. 2019), where the system's disruption times ${ }^{1}$ are obtained from the direct numerical solutions of the equations of motion. Such a scheme, obviously, turns out to be too costly from a computational point of view: sometimes a single numerical integration spans up to times $T$ elapsing $\gtrsim 10^{9}$ orbital periods of the innermost body.

An alternative procedure to determine the stability of a single solution consists of following the evolution of some proper action-like variable $I$ and then modelling the time course of its variance, i.e. $\operatorname{var}(I)$ vs. time. Usually, for computing the variance, an ensemble of ICs in a small neighborhood around an initial point $I_{0}$ should be considered (Martí et al. 2016). If the diffusion is normal, $\operatorname{var}(I) \sim D t$, with the diffusion coefficient $D$

[^1](hereafter also referred to as diffusivity) estimated as the constant rate at which the variance grows with time. Later on, the instability times may be estimated through $D$, assuming a constant rate for the growth of the variance as a function of time. The lifetime of the system may be approximated as $\sim 1 / D$ (Martí et al. 2016).

In this sense, Giordano \& Cincotta (2018) presented an interesting tool to investigate diffusion in multidimensional dynamical systems, based on the application of the Shannon entropy (see Shannon (1948)). Therein they showed that the time evolution of the entropy $S$ can be applied to compute a diffusivity $D_{S}$, by assuming that, in chaotic configurations, the longcourse of proper action-variables resembles a random-walk motion, and the correlations between phase states are lost along time. They also showed that estimations of $D_{S}$ could still be derived even if the diffusion was not normal. A first application of such a technique in the context of celestial mechanics was presented by Beaugé \& Cincotta (2019) in a study of the $2 / 1$ mean motion resonance (MMR) of the elliptic restricted three-body problem (R3BP). In their study, it was found (for the first time) a good agreement between estimates of the instability times $\tau_{\text {inst }}(S) \sim 1 / D_{S}$ and the disruption times $t_{\text {dis }}$ given by direct integrations.

In Cincotta et al. (2021a,b) the Shannon entropy approach was first applied to instability scenarios arising in the planetary 3BP, and the diffusivity $D_{S}$ was featured as a candidate for dynamical indicator. In such works, the analysis was addressed at distinct planetary architectures, also aiming distinct goals. In Cincotta et al. (2021a), a compact system of Neptune-mass planets (HD 20003) was briefly presented, and a single solution of its phase space was analyzed applying different numerical parametrizations, the derived $\tau_{\text {inst }}(S)$ being compared with long-term direct simulations. In Cincotta et al. (2021b), a global analysis of the phase space ( $a, e$ ) ( $a$-semi-major axis; $e$ - eccentricity) of a system with giant-planets near the $7 / 1$ MMR (HD 181433) was obtained through the construction of diffusion charts of a wide region of the outer planet's phase plane. Such diffusion charts were, in fact, given in terms of the $\tau_{\text {inst }}(S)$ estimates, and thus they were called $\tau_{\text {inst }}$-maps therein. Henceforth we follow such a nomenclature.

In the present paper, we revisit the problem of HD 181433 exoplanetary system, focusing on the outer planet's phase space, and with a particular interest in the dynamical features around its nominal solution (Horner et al. 2019). Let us recall that Horner et al. (2019) made use of lifetime maps to state that the current position of the system, as well as close-by ICs in the ( $a_{2}, e_{2}$ )-space, is stable up to $10^{8} \mathbf{y r}$. Following Cincotta et al. (2021b), we develop a study comparing the instability times derived from a Shannon entropy approach against the direct integration of the equations of motion solved with an N-body simulator (hereafter called Ncorp). Such comparisons are done both for short-time simulations, where we tried to correlate the chaotic diffusion estimates with other dynamical indicators, and also for longtime simulations where we properly compared the system's event times obtained via entropy estimation (Shannon) and direct integrations ( Ncorp ).

In contrast with what was presented in Cincotta et al. (2021b), which included a preliminary analysis of a wider range of ICs of the outer planet's space of ICs, here we are concerned with the application of the Shannon entropy approach to the analysis of the phase space around the small vicinity of the system's nominal position. First we verify the competence of the diffusion estimates on identifying dynam-
ical structures of stable and unstable motion, and then we check how such measures are in agreement with the results from Horner et al. (2019). Also, we take in consideration additional regions of the outermost planet's semi-major axis, analyzing how the estimates correlate with the dispersion obtained in the instability time distributions generated from direct simulations (see e.g. Rice et al. (2018) and Hussain \& Tamayo (2020)); and then again if the diffusion estimates corroborate the chaotic structures obtained with other dynamical indicators.

Our work is an additional step on a course of studies dedicated to report the usefulness of the Shannon entropy as a complementary technique for dynamical analysis of planetary systems. The following section outlines the theoretical concepts adopted in our study, from the dynamical modelling of the problem to the basic theory of the Shannon entropy technique; section 3 is devoted to the dynamical analysis and numerical experiments with HD 181433 exoplanetary systems. Summarizing comments ending the discussion are given in section 4.

## 2. Theoretical background

### 2.1. The (planar) Hamiltonian model

We are concerned with $N_{p}$-planetary systems, i.e. systems formed by a central star of mass $m_{0}$, with $N_{p} \geq 2$ orbiting bodies (planets) of masses $m_{i}<m_{0}\left(1 \leq i \leq N_{p}\right)$. We assume a coplanar configuration, such that the planetary motion has $2 N_{p}$ degrees of freedom, and hence the system's Hamiltonian may be recast as a function of the (orbiting) bodies' coordinates and momenta. To this end we recur to the canonical set of variables ( $\tilde{\mathbf{r}}_{\mathbf{i}}, \tilde{\mathbf{p}}_{\mathbf{i}}$ ) of the Jacobi formulation (Beaugé et al. 2007), and write the Hamiltonian of the system as $\mathcal{H}=\mathcal{H}_{0}+\mathcal{H}_{1}$, with the Keplerian part given by
$\mathcal{H}_{0}=\sum_{j=1}^{N_{p}}\left(\frac{\tilde{\mathbf{p}}_{\mathbf{j}} \cdot \tilde{\mathbf{p}}_{\mathbf{j}}}{2 m_{j}^{\prime}}-\frac{\mu_{j} m_{j}^{\prime}}{\left|\tilde{\mathbf{r}}_{\mathbf{j}}\right|}\right)=-\sum_{j=1}^{N_{p}} \frac{\mathcal{G} \mu_{j}^{2} m_{j}^{\prime 3}}{2 L_{j}^{2}}$,
and the perturbation $\mathcal{H}_{1}$ written as
$\mathcal{H}_{1}=-\mathcal{G} \sum_{j=1}^{N_{p}} \sum_{k=j+1}^{N_{p}} \frac{m_{j} m_{k}}{\Delta_{j k}}-\mathcal{G} \sum_{j=1}^{N_{p}} m_{j}\left(\frac{m_{0}}{\Delta_{0 j}}-\frac{\mu_{j-1}}{\left|\tilde{\mathbf{r}}_{\mathbf{j}}\right|}\right)$,
as showed in Beaugé et al. (2007). In the previous equations, the mass factors are defined as $\mu_{k}=\sum_{j=0}^{k} m_{j}$ and the reduced masses are $m_{k}^{\prime}=m_{k} \mu_{k-1} / \mu_{k} ; \Delta_{j k}$ are the relative distances between the $j$-th and $k$-th bodies ( $\Delta_{0 j}$ is the distance between the $j$-th planet and the central star) and $\mathcal{G}$ designates the universal gravitational constant. The last member in Eq. (1) may be written in terms of the classical Delaunay action variables: $L_{i}=m_{i}^{\prime} \sqrt{G \mu_{i} a_{i}}$ and $G_{i}=L_{i} \sqrt{1-e_{i}^{2}}\left(a_{i}\right.$ and $e_{i}$ being the Jacobian osculating elements of the $i$-th body). Such action variables are canonically conjugated to the angles $\left(M_{i}, \omega_{i}\right)$ (namely, the mean anomalies and the arguments of the pericenters, respectively).

By recourse to the total angular momentum constraint $\mathcal{L}=$ $\sum_{j=1}^{N_{p}} G_{j}$ (Ferraz-Mello et al. 2005), the number of degrees of freedom of the system may be reduced to $2 N_{p}-1$.

In our study, we numerically simulated the evolution of the 3BP in HD 181433, applying an N-body routine (Ncorp, see e.g. Cincotta et al. (2021a,b)) that solves the equations of motion in the Jacobi reference frame. The code integrates in rectangular coordinates ( $\tilde{\mathbf{r}}_{\mathbf{i}}, \tilde{\mathbf{p}}_{\mathbf{i}}$ ), and later on the respective values of
the (osculating) orbital elements are recovered through classical coordinate transformations.

### 2.2. Shannon entropy theory applied to $N$-body solutions

Let us drop for a while the sub-index $i$ identifying each individual planet in the system and its respective phase variable.

Applying the Shannon approach as in Cincotta et al. (2021b) we consider a pair of functions of the dynamical action variables, explicitly $I \equiv L^{2}$ and $J \equiv G^{2}$, being $(L, G)$ the pair of Delaunay actions of the planar problem. In fact, our definitions are taken disregarding the mass parameters, and namely we assume $L^{2}=a$ and $G^{2}=a\left(1-e^{2}\right)$, as proposed in Cincotta et al. (2021a).

Given an initial condition (IC), the equations of motion are numerically solved: the resulting evolutions of the semiaxis $a$ and the eccentricity $e$ are projected onto the ( $I, J$ )-plane, where a suitable partition is defined. The latter consists of $q$ bidimensional disjoint cells covering a box of size $[-\Delta I, \Delta I] \times$ $[-\Delta J, \Delta J]$, centered in the correspondent initial value $\left(I_{0}, J_{0}\right)$. Then, $q_{0} \leq q$ cells are filled by the phase values $(I(t), J(t))$ during the integration process.

In regard to the sizes of the partition box, we followed Cincotta et al. $(2021 \mathrm{a}, \mathrm{b})$ and defined the quantities $\Delta I$ and $\Delta J$ based on a Hill-stability criteria (Marchal \& Bozis 1982; Gladman 1993; Barnes \& Greenberg 2006). We set a minimum distance $\Delta_{\text {min }}$ given in terms of the mutual Hill's radius $R_{\text {Hill }}$ (Marzari \& Weidenschilling 2002) of the orbits:
$\Delta_{\text {min }}=2 \sqrt{3} R_{\text {Hill }}^{(i, j)} ; \quad R_{\text {Hill }}^{(i, j)}=\left[\frac{\left(m_{i}+m_{j}\right)}{3 m_{0}}\right]^{1 / 3} \frac{\left(a_{i}+a_{j}\right)}{2}$.
The criteria is always applied to adjacent bodies such that $j=i+$ $1, i \geqslant 1$. In Marzari (2014), $\Delta_{\min }$ is assumed as an estimate of the "threshold value marking the transitions from stable to unstable orbits" (in time-scales comparable to Gyr). In the present context such a criteria is used in a less rigorous sense, though.

We defined an interval $\Delta a \equiv \Delta_{\text {min }}$, taken in the semi-axis. In our formulation, $\Delta_{\min }$ is a fixed parameter applied to delimit the extents of a box of phase values in the plane $(a, e)$, centered at the initial values $\left(a_{0}, e_{0}\right)$. As for the eccentricities, the boundaries were set $\Delta e=0.5$ (the singular cases $e_{0}-\Delta e<0$ and $e_{0}+\Delta e>1$ being avoided through internal conditions of the routine).

Afterwards, the respective values of $\Delta a$ and $\Delta e$ are used to obtain the partition box dimensions $\Delta I$ and $\Delta J$, within which the occupation probability of the $k$-th cell, $\mu_{k}$, and the number of occupied cells $q_{0}(t)$ are computed (Cincotta \& Giordano 2018; Giordano \& Cincotta 2018; Cincotta \& Shevchenko 2019). Let us emphasize that the partition is constructed in all the $N_{p}$ phase planes $(I, J)$ correspondent to each integrated trajectory.

It is also important to remark that each individual orbit is solved simultaneously with an ensemble of $n_{e}$ systems displaced inside a small range ( $\delta a, \delta e$ ) in the near vicinity of the nominal initial values $\left(a_{0}, e_{0}\right)$ of each body, giving rise to a set of shadow trajectories that will be accounted in the computation of an averaged value of $S$ (Cincotta et al. 2021a,b).

The Shannon entropy $S(t)=-\sum_{k=1}^{q} \mu_{k}(t) \ln \mu_{k}(t)$ is calculated along the integration process and the time-averaged rate $\langle d S(t) / d t\rangle$ is numerically computed $\forall t \geq t_{0}$, being $t_{0}$ an adjustable minimum time at which the routine starts to estimate the derivative. Such an operation is done by means of a least square fit of the discrete data $S(t)$. A diffusivity $D_{S}$ may be associated to the rate within which the pair $(I, J)$ spreads through an area
$\Sigma(I, J)$ of the phase space, namely
$D_{S, i}=\frac{\Sigma(I, J)}{q} q_{0, i}(t)\left\langle\frac{d S_{i}(t)}{d t}\right\rangle$
as proposed in Cincotta et al. (2021a,b). In Eq. 4 we have explicitly recalled the fact that the diffusivity (and hence, the instability time) is calculated for the $i$-th planet, and an individual instability time $\tau_{\text {inst }, i}$ can be estimated as
$\tau_{\text {inst }, i}=K \frac{\left(\Delta I_{i}\right)^{2}+\left(\Delta J_{i}\right)^{2}}{D_{S, i}}$,
where $\Delta I_{i}$ and $\Delta J_{i}$ are the half-lengths of the partition box centered at the respective initial values $\left(I_{0, i}, J_{0, i}\right), 1 \leq i \leq N_{p}$. The factor $K$ is a dimensionless constant of the order of unity. Herein we set $K=1$, following Cincotta et al. (2021a,b).

Let us recall that Eq. (5) would lead to $\tau_{\text {inst }} \rightarrow \infty$ as $D_{S} \rightarrow 0$, i.e., when the system evolves on invariant tori. Therein, the expected periodicity of the perturbations leads to bounded motions of slow diffusion. Since it makes no sense to speak of physical stability up to infinity times, an upper limit for the instability times ought to be predefined. We go back to such a subject later in this text.

Finally, a global instability time-scale for the planetary system may be obtained as the minimum value of the individual $\tau_{\text {inst, }}$,
$\tau_{\text {inst }} \equiv \min \left\{\tau_{\text {inst }, i}\right\} ; \quad 1 \leq i \leq N_{p}$,
and, for a given set of ICs, Eq. (6) is associated to an expectation of the time within which instabilities manifest in large-scale and the destruction of the system is likely (Beaugé \& Cincotta 2019; Cincotta et al. 2021a,b).

Further explanations can be found in an extensive literature (Giordano \& Cincotta 2018; Cincotta et al. 2018; Cincotta \& Shevchenko 2019; Beaugé \& Cincotta 2019).

## 3. HD 181433 planetary system

### 3.1. Architecture of the nominal solution

HD 181433 is a 3-planetary system with a lighter innermost body ( $0.02 \mathrm{M}_{\text {Jup }}$, Bouchy et al. (2009)) and two giant planets in wider orbits, all orbiting a K-type star of mass $m_{0}=0.86 \mathrm{M}_{\odot}$. In the first architecture proposed by Bouchy et al. (2009), the authors informed an inherent unstable character of the system. New solutions were derived by Campanella (2011) and Horner et al. (2019), both relocating the system near resonant regions involving the outermost pair: a 5/2 MMR in Campanella (2011) and a $7 / 1$ MMR in Horner et al. (2019). In the present work, we adopted the best-fit solution proposed by Horner et al. (2019), since it contemplates data from the latest observational missions.

The latest architecture of such a system, with a small inner planet closer to the host star and two giant planets in wider orbits, may be approximated to a simpler model by neglecting the effects of the innermost body: numerical integrations (Cincotta et al. 2021b) showed that the presence of the lighter body does not globally disturb the motion of the two external ones in longterm time-scales. Hence we have assumed a three-body model composed by the host star and the two outer bodies (planets c and d). Throughout this section we use the subscripts 1 and 2 to refer to HD 181433c and HD 181433d, respectively.

Table 1 shows the orbital parameters and their respective uncertainties, for each planet: namely, we have the minimum
(A0)


Fig. 1. A long-term evolution over 1 Gyr of the reduced two-planet system with initial orbital parameters equal to the nominal values (hereafter IC (A0)) given in Table 1. Top: Evolution of (a) the semi-axes and (b) the ecccentricities. Middle: (c) a shorter interval of $a_{2}$ vs $t$; (d) $e_{2}$ vs $t$. An oscilatory motion of period $\sim 10^{5} \mathrm{yr}$ is evident. Bottom: (e) the evolution of the secular angle $\Delta \varpi=\varpi_{1}-\varpi_{2}$ (blue) superposed on the evolution of the resonant angle $\theta_{1}=6 \sigma_{1}=7 \lambda_{2}-\lambda_{1}-6 \omega_{1}$ (green); (f) evolution of the mLCE computations ( $\zeta$ ) for the solved trajectories.
masses $(m \sin i)$, the semi-major axes (a), the eccentricities $(e)$, the inclination of the orbital planes (which we have fixed to 90 deg since the orbits are set coplanar), the orbital periods $(P)$ and the argument of pericenter $(\omega)$. We applied the indicated values of $T_{0}$ (the time of passage at the pericenter) to calculate the initial mean anomalies $M_{i}(i=1,2)$.

Figure 1 displays results for a large integration of the nominal solution of Horner et al. (2019), hereafter referred to as IC (A0). The orbital parameters given in Table 1 were numerically integrated with the Ncorp routine, using a Runge-Kutta (R-K) integrator in a time-span $T=1$ Gyr. The long-term stability of the solution is clear in the two upper plots, where the evolution of the semi-major axes and eccentricities are exposed.

Table 1. Orbital parameters of HD 181433c (planet 1) and HD 181433d (planet 2) as given by Horner et al. (2019), both orbiting a star of mass $m_{0}=0.86 \mathrm{M}_{\odot}$.

| Parameter | Planet 1 | Planet 2 |
| :--- | :---: | :---: |
| $m \sin i\left[\mathrm{M}_{\mathrm{Jup}}\right]$ | $0.674 \pm 0.003$ | $0.612 \pm 0.004$ |
| $a[\mathrm{AU}]$ | $1.819 \pm 0.001$ | $6.60 \pm 0.22$ |
| $e$ | $0.235 \pm 0.003$ | $0.469 \pm 0.013$ |
| $i[\mathrm{deg}]$ | 90.0 (fixed) | 90.0 (fixed) |
| $P[\mathrm{day}]$ | $1014.5 \pm 0.6$ | $7012 \pm 276$ |
| $\omega$ [deg] | $8.6 \pm 0.7$ | $241.4 \pm 2.4$ |
| $T_{0}[\mathrm{BJD}-2400000]$ | $52184.3 \pm 1.9$ | $46915 \pm 239$ |

A long-period variation of $\sim 10^{5} \mathrm{yr}$ is noticed in both middle panels, mainly in the right-hand one, where the time evolution of the outer planet's eccentricity $e_{2}$ is shown. The bottom-left plot shows, in blue, the time evolution of the secular angle $\Delta \varpi \equiv$ $\varpi_{1}-\varpi_{2}$ ( $\omega_{i}$ corresponds to $\varpi_{i}$ for coplanar orbits), while the green dots correspond to the resonant angle ${ }^{2} \theta_{1}=6 \sigma_{1}$. While no libration was observed for any resonant angle associated to the $7 / 1$ MMR, the difference in longitudes of pericenter shows a large-amplitude oscillation ( $\sim 125 \mathrm{deg}$ ) around 180 deg .

Finally, the lower right-hand panel shows the mLCE ( $\zeta$ ) as computed along the system's evolution. We plotted $\log _{10} \zeta$ versus $t$ (in logarithmic scale). The curve shows an asymptotic behavior for $\zeta$ which implies a chaotic solution. We checked that the mLCE reaches $\zeta \sim 10^{-4.6} \mathrm{yr}^{-1}$ at the end of the integration, resulting $T_{L} \sim 10^{5} \mathrm{yr}$.
${ }^{2}$ Any resonant argument $\theta_{i}$ of a $n_{i} / n_{j}=\left(k_{1}+k_{2}\right) / k_{1}$ (planar) MMR may be written as a linear combination of two independent critical angles, $\sigma_{1}$ and $\sigma_{2}$, with

$$
\begin{aligned}
& \sigma_{1}=(1+r) \lambda_{2}-r \lambda_{1}-\varpi_{1}, \\
& \sigma_{2}=(1+r) \lambda_{2}-r \lambda_{1}-\varpi_{2},
\end{aligned}
$$

being $r=k_{1} / k_{2}$ the ratio between the integers that define the nominal resonance ( $k_{2}$ designates the order of the resonance) (Michtchenko \& Ferraz-Mello 2000). In the case of a commensurability of order $k_{2}=6$, such as the $7 / 1 \mathrm{MMR}$, it is expected the following harmonics: $\theta_{1}=6 \sigma_{1}$, $\theta_{2}=6 \sigma_{2}, \theta_{3}=3 \sigma_{1}+3 \sigma_{2}, \theta_{4}=4 \sigma_{1}+2 \sigma_{2}, \theta_{5}=2 \sigma_{1}+4 \sigma_{2}, \theta_{6}=5 \sigma_{1}+\sigma_{2}$ and $\theta_{7}=\sigma_{1}+5 \sigma_{2}$.


Fig. 2. Dynamical maps for the HD 181433 system, constructed over the $\left(a_{2}, e_{2}\right)(T o p)$ and $\left(a_{2}, M_{2}\right)$ (Bottom) planes of ICs and obtained from the numerical solutions of a mesh of $100 \times 100 \mathrm{ICs}$. The grid sizes are 0.004 AU in $a_{2}, 0.0005$ in $e_{2}$ and 1 deg in $M_{2}$. (a)-(b) MEGNO-maps showing the rescaled value $\left\langle Y^{\prime}\right\rangle=\langle Y\rangle-1.99$. (c)-(d) $e_{2}$-maps of the maximum amplitude of variation of $e_{2}$ within $T=1 \mathrm{Myr}$. (e)-(f) $\tau_{\text {inst }}-$ maps obtained from $D_{S}$-estimates. The $\left(a_{2}, M_{2}\right)$-maps show the chain of resonant islands generated by the $7 / 1 \mathrm{MMR}$, inside which a stable motion is expected. In all the bottom panels, the " X "-symbols mark the elliptic (white) and hyperbolic (black) solutions. The black dot indicates (A0). In maps (a) through (d), integrations were carried out to 1 Myr ; in the case of (e) and (f) the time-span was set ten times lower.

### 3.2. The diffusivity $D_{S}$ as a stability indicator: $\tau_{\text {inst }}$-maps in the near-vicinity of ( AO )

In order to explore the surrounding domain of the nominal solution (A0), we focused on the outer planet's dynamics. In Figure 2, we present a set of six dynamical maps constructed in the pseudo action-action $\left(a_{2}, e_{2}\right)$ and action-angle ( $a_{2}, M_{2}$ ) planes of ICs, obtained through the numerical integration of a $100 \times 100$ mesh of ICs.

Panels (a), (b), (c) and (d) of Figure 2 show the outcomes of pure integrations: in (a) and (b), the equations of motion were solved concomitantly with the variational equations in $T=1$ Myr, and the respective MEGNO values $\langle Y\rangle$ of each solution were obtained through computations of the norm of the deviation vector of infinitesimally close trajectories (Cincotta \& Simó 2000). In the frames (c) and (d), we show the eccentricityindicator (Dvorak et al. 2004): therein we used the parameter $A\left(e_{2}\right)=e_{2, \max }-e_{2, \min }$ (Ramos et al. 2015; Charalambous et al. 2018), i.e., the maximum amplitude reached by the outer planet's eccentricity within 1 Myr .

We may enhance small variations on the chaotic levels by plotting the logarithm of the rescaled MEGNO, namely $\left\langle Y^{\prime}\right\rangle=$ $\langle Y\rangle-1.99$, as it is presented in maps (a) and (b). It is known that regular orbits have $\langle Y\rangle \leq 2$ (Cincotta \& Simó 2000): they are indicated by the darkest blue tones in the top frames. Values of $\langle Y\rangle>3$ (i.e. $\log _{10}\left\langle Y^{\prime}\right\rangle \gtrsim 0$ ) denote solutions of high chaotic levels (green, yellow and red tones). Regions indicated with $\langle Y\rangle$ between 2 and 3 (i.e. $-2 \lesssim \log _{10}\left\langle Y^{\prime}\right\rangle \lesssim 0$ ) exhibit mild chaotic motion. In all the integrations, the cut-off value was set to $\langle Y\rangle_{\mathrm{cut}} \approx 600$.

As we have seen in Figure 1, solution (A0) (black dot in the maps) is mildly chaotic, lying outside the domain of the $7 / 1$ MMR. Typical resonant structures (chain of resonant islands) are clear in the $\left(a_{2}, M_{2}\right)$-maps, with regular solutions around the centers marked with white "X"-symbols in $M_{20} \sim 280$ deg and $M_{20} \sim 330$ deg; note that (A0) lies quite near a hyperbolic solution (black " X "), thus explaining the high chaos that is seen in the range of $a_{2}$ corresponding to the $7 / 1$ MMR in Figure 2(a).

The maps (e) and (f) in Figure 2 present two $\tau_{\text {inst }}$-maps, constructed from the same mesh of $100 \times 100$ ICs: using Eq.
(6), these charts are parametrized by the instability time-scales $\tau_{\text {inst }}(S)$ estimated for each simulated trajectory. At this time, each node of the mesh represents an IC evaluated through integrations of $n_{e}+1$ planetary pairs, that is, the "real" condition plus $n_{e}$ shadow trajectories. Differently from results (a), (b), (c) and (d), the computations in the Shannon approach were spanned to $10^{5} \mathrm{yr}$ (one tenth of the time-span used before). Here we used $n_{e}=5$.

We already mentioned how Eq. (5) may be problematic as we approach slow diffusion in phase space (with $D_{S} \rightarrow 0$ ). Our numerical precision of $10^{-13}$ induced us to set a computational uppermost limit of $\tau_{\text {inst }} \sim 10^{14} \mathrm{yr}$ to the trajectories corresponding to such a case of very low diffusivity. Since any computation is undoubtedly affected by loss of precision due to many types of uncertainties, we decided to use, in a first analysis, a maximum range of $10^{12.5} \mathrm{yr}\left(\sim 3 \times 10^{12} \mathrm{yr}\right)$ as a new uppermost value of $\tau_{\text {inst }}$-estimates, to which we could still obtain good resolution on the diffusion levels.

Although lying in a chaotic zone, the maps (e) and (f) reveal that (A0) is characterized by long-term stability (i.e. slow diffusion), with a $\tau_{\text {inst }}(S)>10^{9}$ yr. Even the highly chaotic zones ( $e_{2} \sim 0.5$ ) display diffusion rates that imply instability times greater than 100 Myr , a result that corroborates the study of Horner et al. (2019) in which they found a broad region of stability of orders $>100 \mathrm{Myr}$, surrounding the nominal position of the system, while the unstable regions appeared further from (A0), for ICs with $a_{20} \lesssim 6.3 \mathrm{AU}$. The correspondence between the resonant structures detailed by the instability levels in panels (e) and (f) (e.g. the resonance width, the islands of the $7 / 1 \mathrm{MMR}$, the separatrices) and by the chaotic layers seen in panels (a) and (b) indicates a certain correlation between structure, chaoticity and instability times.

Our results indicated that the space of ICs in $\left(a_{2}, e_{2}\right)$ and $\left(a_{2}, M_{2}\right)$ surrounding the solution of (A0) is characterized by a broad region of chaotic and yet bounded motion. Regular motion, at least within 1 Myr , is only expected in the near-vicinity of the elliptic points indicated in the ( $a_{2}, M_{2}$ )-maps, where typical resonant structures were found.

In the next section, we aim very specific regions of HD 181433 phase space, focusing on a more quantitative comparison of our results. We selected three ICs by simply changing the initial value of $a_{2}$ (the remaining orbital elements fixed to the corresponding values given in Table 1). Defining ICs (A1), (A2) and (A3) with the respective initial values for the outer semi-axis being $a_{20}(\mathrm{~A} 1)=5.75 \mathrm{AU}, a_{20}(\mathrm{~A} 2)=4.62 \mathrm{AU}$ and $a_{20}(\mathrm{~A} 3)=5.50 \mathrm{AU}$, we wanted, in a certain way, to observe responses from different regimes of motion, mostly when compared to (A0). In Cincotta et al. (2021b), one may verify that (A1) lies in between the $11 / 2 \mathrm{MMR}$ and the $6 / 1 \mathrm{MMR}$; (A2) is over the outermost boundary of the $4 / 1$ MMR; and (A3) is near but not too close to the $5 / 1$ MMR (Figure 8 also gives an indication of the positions of such ICs within the $a_{2}$-subspace).

### 3.3. The local dispersion of nearby solutions: $t_{\text {dis }}$ against $\tau_{\text {inst }}$

Rice et al. (2018) studied the dispersion of instability times (as determined through long-term N-body simulations) of nearby ICs in a toy model of equally-spaced 3-planetary systems. They found that the calculated values of instability times seem to follow a log-normal distribution covering up to two orders of magnitude. Hussain \& Tamayo (2020) found similar results considering tightly-packed systems, and showing that the standard deviations of the ITDs were surprisingly similar (about 0.5 orders of magnitude) for a wide range of system parameters and ICs. In
the present section, we shall analyze whether HD 181433 also exhibits such a dispersion and if the Shannon entropy approach is able to reproduce such characteristics.

It should be noticed that the very essence of a chaotic system is the unpredictability, and neither there are deterministic results nor ways to derive a precise instability time. Such a feature is illustrated in Figure 3, where the disruption time distributions out-coming from direct integrations of ICs taken around a small vicinity of (A1) and (A3) are displayed. Both panels present the results of simulations performed with distinct integrators: in the case of (A1), we show the correlation between solutions obtained with a Bulirsch-Stoer (B-S) and a Runge-Kutta of 7/8th order (R-K) routine; for (A3), we exhibit the B-S results versus those obtained with an Everhart's Radau15 integrator (Everhart 1985).


Fig. 3. Top: correlation diagram between the disruption times $t_{\text {dis }}$ obtained from direct integrations of ICs in the close neighborhood of (A1), applying a Bulirsch-Stoer (B-S) and a Runge-Kutta (R-K) integrator. Bottom: analogous result for (A3), but comparing B-S and Radau15 integrators. The same numerical precision was set for all the simulations.

The top panel in Figure 3 corresponds to a rectangular grid of ICs, equally distributed around an area with upper and lower limits displaced within an interval $\delta=10^{-3}$ around (A1). Such displacements were both taken in $a_{2}$ and $e_{2}$, which means that we integrated a total of 1156 ICs uniformly distributed within the ranges $[5.749,5.751] \mathrm{AU} \times[0.468,0.470]$. Analogously, the bottom panel shows integrations for a grid of $39 \times 39$ ICs around (A3), taking the same displacement $\delta$ in $a_{2}$ and $e_{2}$. Both panels reveal no evidences of correlations between the results: they rather distribute densely and randomly around what would be the (apparent) most probable disruption times, namely $\sim 10^{7} \mathrm{yr}$ for (A1) and $\sim 10^{6}$ yr for (A3). In both cases the observed dispersion

Table 2. Expected values $\mu$ and standard deviations $\sigma$ obtained for the distributions of $t_{\mathrm{dis}}$ and $\tau_{\text {inst }}$ (see text), all of them computed admitting a log-normal distribution of instability/disruption times (see e.g. Rice et al. (2018); Hussain \& Tamayo (2020)).

| IC - Approach | \# Samples | $\mu\left(\log _{10} t[\mathrm{yr}]\right)$ | $\sigma$ |
| :--- | :---: | :---: | :---: |
| (A1) - Ncorp (BS) | 1225 | 7.0 | 0.5 |
| (A1) - Ncorp (RK) | 1156 | 7.0 | 0.5 |
| (A1) - Shannon | 1225 | 6.9 | 0.7 |
| (A2) - Ncorp (BS) | 2500 | 6.2 | 0.5 |
| (A2) - Shannon | 2500 | 7.3 | 0.9 |
| (A3) - Ncorp (BS) | 1600 | 6.2 | 0.5 |
| (A3) - Ncorp (RA15) | 1521 | 6.3 | 0.5 |
| (A3) - Shannon | 1600 | 5.4 | 0.4 |

around the apparent averages is overall the same, approximately greater than an order of magnitude independently of the chosen integrator (note that the distributions cover up to three orders of magnitude in time).

An analogous experiment was conduced, comparing the direct integrations using the $\mathrm{B}-\mathrm{S}$ integrator and the $\tau_{\text {inst }}$-estimates obtained with the Shannon approach. We simulated a large set of ICs equally distributed around the nominal values of (A1), (A2) and (A3), within rectangular grids of sizes $[-\delta, \delta] \equiv$ $\left[-10^{-3}, 10^{-3}\right]$ in semi-axis $a_{2}$ and eccentricity $e_{2}$. Notice that such a value is approximately the minimum uncertainty interval given for the semi-major axes and eccentricities (see Table 1, also Horner et al. (2019)). We also recall that in the Shannon approach, the ICs inside the mesh were again "subdivided" into $\left(n_{e}+1\right)=6$ shadow trajectories composing an ensemble of solutions (the radius of such an ensemble was taken an order of magnitude lower than $\delta$ ).

While the direct integrations were set to span large times (1 Gyr), with the respective disruption times $t_{\text {dis }}$ of each solution being identified, the Shannon estimates were computed within $T=10^{5} \mathrm{yr}$.

The corresponding correlation diagrams obtained for each solution are presented in the panels of Figure 4. It is possible to see good agreement between the data, more explicit in the case of (A1), where we notice that, in spite of the dispersion being greater for the Shannon results, both approaches distribute with a heavier concentration of points at time-scales $\sim 10^{7} \mathrm{yr}$.

In the results for (A3), the largest dispersion is observed in the direct integrations, with some solutions reaching $t_{\text {dis }}>10^{8}$ yr. Nevertheless most of the data points concentrates in the (approximate) ranges $\left[3 \times 10^{5}, 2 \times 10^{7}\right]$ yr for $t_{\text {dis }}$, and $\left[4 \times 10^{4}, 2 \times 10^{6}\right]$ yr for $\tau_{\text {inst }}$.

A different behavior is observed for (A2), though. Both data show high dispersion of results, being such a dispersion clearly more severe in the case of the Shannon estimates, where the distribution is bimodal. Overall, the data distribution concentrates within time-scales of the order $\sim 10^{6} \mathrm{yr}$, in the ordinate axis, and $\sim 10^{7} \mathrm{yr}$ in the abscissas. It is quite a curious behavior, and it has led to a deeper investigation of the local dynamics nearby (A2).

Before proceeding on an individual analysis of (A2), we may close our statistical overview with Table 2, which shows the principal weights calculated for the distributions obtained in the panels of Figures 3 and 4: namely, Table 2 displays the averages (or expected values) $\mu$ and the standard deviations $\sigma$ of each sample of $t_{\text {dis }}$ (applying different N -body integrators) and $\tau_{\text {inst }}$-estimates. It should be remarked that such distributions were plotted in logscaled diagrams, and thus both $\mu$ and $\sigma$ were obtained considering log-normal instability time distributions (Rice et al. 2018;


Fig. 4. Correlation diagrams between the estimated instability times $\tau_{\text {inst }}$ and the numerical disruption times $t_{\text {dis }}$, obtained for sets of ICs integrated around the initial values $\left(a_{20}, e_{20}\right): 1225 \mathrm{ICs}$ surrounding (A1) (top), 2500 around (A2) (middle) and 1600 in the case of (A3) (bottom).

Hussain \& Tamayo 2020). In the cases of (A1) and (A3), it is clear that the averages given by Shannon estimates are underestimated in regard to the direct integrations; for (A2), we observe the contrary (note also that the respective $\sigma$ is also greater in this case). In any situation, however, the differences are at most of one order of magnitude.

Back to the middle frame of Figure 4: What such a dispersion may indicate about the dynamics around (A2)? With this ques-


Fig. 5. Dynamical maps constructed over the $\left(a_{2}, e_{2}\right)$ space of ICs of HD 181433. In the left-hand and middle panels, a $100 \times 100-m e s h$ of ICs was integrated in $T=0.1 \mathrm{Myr}$, with grid sizes being 0.004 AU in $a_{2}$ and 0.001 in $e_{2}$. The right-hand panel shows disruption times obtained from N -body simulation spanned to 1 Gyr , over a grid of $50 \times 50 \mathrm{ICs}$. The black dot indicates the nominal position of (A2) in each plane.
tion in mind, we constructed the dynamical maps in the $\left(a_{2}, e_{2}\right)$ plane of ICs, shown in Figure 5. A MEGNO-map (left-hand) and a $\tau_{\text {inst }}$-map (middle) were both built over a fine mesh (see caption) of ICs integrated for $T=10^{5} \mathrm{yr}$. In the right-hand panel, the lifetime map of the same domain was obtained from long direct integrations of a $50 \times 50$-grid of ICs.

From the computations of $\langle Y\rangle$ we notice the stochastic layer encompassing mild to strong chaos. Disruptive solutions within the integration time-span are shown in dark red tone. The nominal position of (A2), marked with a black dot, suggests that such IC is immersed in the separatrix-like domain of the $4 / 1$ commensurability. Chaos seems to grow outwards the apparent center of the resonance ( $a_{2} \sim 0.46 \mathrm{AU}$ ), and also as $e_{2}$ reaches higher values.

A long-term stable resonant core is highlighted in the $\tau_{\text {inst }}{ }^{-}$ map, in the middle, and also in the lifetime map at right. Nonetheless, there is no correlation between the existence of quasi-periodic solutions $\left(\log _{10}(\langle Y\rangle-1.99) \sim-2\right)$ and long-term stability: note that the inner long-lasting zone (where both $\tau_{\text {inst }}$ and $t_{\text {dis }}$ are greater than $10^{8} \mathrm{yr}$ ) appears chaotic within 0.1 Myr in the left-hand panel.

The discrepancy seen in the middle diagram of Figure 4 could be explained by the particular location of IC (A2), which is on the edge of a region immersed in a widespread chaos, that results in the destruction of the system within times $\lesssim 10 \mathrm{Myr}$, but also close to ICs of long-term stability ( $\gtrsim 100 \mathrm{Myr}$ ). This is easily verified through the direct simulations in the right-hand map of Figure 5.

The $\tau_{\text {inst }}$-estimates are compared against the pure numerical integrations of the right-hand frame in a more explicit fashion through the diagram of Figure 6, where we present the respective correlation of ( $\tau_{\text {inst }}, t_{\text {dis }}$ ) for an equal set of ICs, integrated in a $50 \times 50$-mesh. In the diagram, as well as in the maps, the transition of dynamical regimes, which seems to characterize the close-by domain of (A2), is clear.

In the maps of Figure 5, we see (A2) lying near long-term solutions, in which the direct simulations (right-hand panel) showed no strong instabilities within times comparable to the integration time-span ( $t_{\text {dis }} \sim 0.1-1 \mathrm{Gyr}$ ); then there are solutions in which the disruptions occurred around half million years and tens of million years; and finally one may see, for higher eccentricities, the onset of a destructive chaos, where pure integrations


Fig. 6. Correlation diagrams between the estimated instability times $\tau_{\text {inst }}(S)$ and the numerical disruption times $t_{\text {dis }}$, obtained for the same $50 \times 50$-mesh of ICs. The results from the Shannon approach were simulated within 0.1 Myr , while the direct simulations spanned 1 Gyr. The red dot highlights the expected values ( $\tau_{\text {inst }}, t_{\text {dis }}$ ) for the nominal position of (A2), as given in Table 2.
elapsed no longer than $\sim 0.1$ Myr. Such a phase transition appears smoother in the chart of disruption times compared to the $\tau_{\text {inst }}-m a p$, in which we notice an overestimation of the domain of long-lasting ICs. Such an overestimation appears in the border of the separatrix for the whole $e_{2}$-subspace of ICs.

An intricate dynamics shall be expected in the border of resonant domains: therein the perturbations arising from Eq. (2) yield a stochastic layer in the vicinity of the separatrix. On the other hand, the existence of a strong nearby MMR (in general, a low-order one) can contribute for maintaining regions of longterm stability, and for which we see a correlation through the $\tau_{\text {inst }}-m a p$, as suggested by the central portion of both middle and right-hand maps of Figure 5. Such a configuration, where long
stability is close to stochastic areas, might not be well modelled as a Brownian-type motion, but by anomalous diffusive transport instead, characteristic of phenomena such as stickiness (Tsiganis et al. 2000).

At the same time, as we go to higher values of eccentricities and outward the resonance center, an overlap with neighbouring high-order resonances is expected (Chirikov 1979). The stochastic layers of adjacent resonances merge allowing a largescale diffusion of the actions along the connected network (Hadden \& Lithwick 2018; Petit et al. 2020): as the space is fully covered by overlapping resonances, the trajectories are well approximated by a random walk (normal diffusion). In the maps of Figure 5, this may be extrapolated to values where $a_{20}<4.5 \mathrm{AU}$ and $a_{20}>4.7 \mathrm{AU}$ (also seen in panels of Figure 8, see text).

### 3.4. Instability times in the extended $a_{2}$-subspace

We extended our approach to wider regions of HD 181433's phase space, waiving our previous local analysis in favor of a macroscopic and more global study. We had the particular interest of verifying the response of the Shannon entropy method when applied to regions corresponding to other resonances. Thus we took a set of $10^{4} \mathrm{ICs}$ inside the interval $4.5 \mathrm{AU} \leq a_{2} \leq$ 7.0 AU, which means increments of $2.5 \times 10^{-4} \mathrm{AU}$ in $a_{2}$. The remaining orbital elements were fixed to their nominal values (Table 1). The simulations were spanned to $T=10^{5} \mathrm{yr}$, with the entropy $S$, the diffusivity $D_{S}$ and the instability time $\tau_{\text {inst }}$ being evaluated for each ensemble of trajectories.

The outcomes from the simulations are depicted in Figure 7 , where the distribution of dark triangles displays the $\tau_{\text {inst }}{ }^{-}$ estimates of the respective solutions. In this particular analysis, we set $10^{10} \mathrm{yr}$ as the cut-off value for lowest diffusive trajectories. As a matter of fact, the approximate age of HD 181433 star is $\approx 6.7 \mathrm{Gyr}$ (Trevisan et al. 2011), and thus a rough comparison between $\tau_{\text {inst }}(S)$ and the actual system's age can be made.

The straight black lines signalize the exact position of some MMRs found in such a domain. The respective ratios $n_{1} / n_{2}$ are identified at the top of the frame ( $n_{i}$ being the $i$-th mean motion). The yellow line gives the position of the (A0) (at left of the $7 / 1$ MMR). We marked with white squares the disruption times obtained in Cincotta et al. (2021b) through direct integrations of 374 ICs taken within the same interval of $a_{2}$.

There is a correlation between peaks of stability and the nominal positions of some commensurabilities, mainly for the ratios $k / 1$ ( $k>1$ being an integer), but also present in the case of the $11 / 2$ MMR. Both the time distributions ( $\tau_{\text {inst }}$ and $t_{\text {dis }}$ ) show reasonable agreement in this aspect, evincing that such resonances are characterized by slower diffusion of the action variables (consequently, longer-lasting solutions) with respect to the external neighborhood. Indeed it is known that MMRs can be responsible for protecting the global integrity of planetary systems for long time-scales, by avoiding close encounters and likely crossings of the trajectories, whenever the system is found near equilibria domains (elliptic points), even in high-eccentric scenarios.

In the panels of Figure 8, an amplification of the previous collection of $10^{4}$ estimates is shown, in three distinct sections of the considered interval of $a_{2}$. In addition to the $t_{\text {dis }}$-distribution of Cincotta et al. (2021b), we plotted a second distribution of disruption times, obtained using a R-K integrator simulating a finer mesh of ICs (grid size of $\sim 2.5 \times 10^{-3} \mathrm{AU}$ in $a_{2}$ ), and marked therein with red dots. The colored lines in each panel also indicate the location of the single ICs (A1), (A2) and (A3), explored


Fig. 7. Distribution of the respective values of $\tau_{\text {inst }}$-estimates for a set of $10^{4}$ ICs in the range $4.5 \mathrm{AU} \leqslant a_{2} \leqslant 7.0 \mathrm{AU}$. Straight black lines highlight the exact positions of the lowest-order MMRs identifiable, and the yellow one indicates the nominal position of the real system (near the $7 / 1 \mathrm{MMR}$ ). The white squares represent the disruption times $t_{\text {dis }}$ as obtained by Cincotta et al. (2021b) from direct integrations of 374 ICs on almost the same segment (there, the grid size in $a_{2}$ was $\sim 6.5 \times 10^{-3}$ AU ).
in the previous section. The same logic of colors used in Figure 4 is followed here.

The panels of Figure 8 unveil an agreement between predictions and pure integrations that is overall satisfactory. Even though some discrepancies are seen, let us remark that in many occasions the computations done with the Shannon approach elapsed up to four orders of magnitude less time of integration than the pure simulations, and a reasonable accordance could still be recovered. The notorious exceptions can be noticed in the separatrix structures that mark the main resonances in the considered domain.

## 4. Discussion

In the present paper, we analyzed characteristics of HD 181433's architecture, applying known dynamical indicators, and then we focused on the macroscopic stability aspects of such a system. The equations of motion of the 3BP were numerically solved in the Jacobi-frame formulation, using specific dynamical indicators to characterize the space of ICs of the orbital elements. At this stage, we introduced our own indicator, viz. the $\tau_{\text {inst }}{ }^{-}$ estimates.

We found out that the current configuration of HD 181433 system, proposed by Horner et al. (2019), is long-term stable, and our long numerical simulation revealed a local chaoticity that dominates a small vicinity of the nominal solution. We verified that such local chaos is due to the proximity to the separatrix of the $7 / 1$ MMR. Furthermore, we checked that the nominal solution exhibits a slow diffusion, resulting in an instability time-scale that would be larger than the host-star' age ( $\sim 7 \mathrm{Gyr}$, Trevisan et al. (2011)).


Fig. 8. Three sections of the instability time distributions obtained from the solutions over a segment of ICs in $a_{2}$, previously presented in Figure 7. We have added new direct integrations performed with a R-K integrator, plotted here with red markers. The thin colored lines in each panel highlight the nominal position of the individual ICs (A1) in blue, (A2) in red and (A3) in green, following to the color code of Figure 4.

Dynamical maps constructed with pure integrations and Shannon-evaluations showed the system lying near resonant structures generated by the $7 / 1 \mathrm{MMR}$, but outside the libration domain. A long simulation revealed that any possible combination of a resonant argument circulates, while the $\Delta \varpi$ angle oscillates around 180 deg in periods of $\sim 10^{5}$ yr. Overall, the system's behavior is ruled by this long-term stable periodic regime of motion.

By extending our analysis to wider regions of the outer semimajor axis we observed that some high-order commesurabilities are associated to long-term stability, which means that the respective solutions displayed slow diffusion of the actions in the Shannon approach.

Taking under consideration the limitation demonstrated by the method when applied to a rather complex region such as the separatrix of the $4 / 1$ MMR, where non-ergodic phenomena like stickiness may depart the system from normal to anomalous diffusion processes (Tsiganis et al. 2000), we found an agreement between $t_{\text {dis }}$ and $\tau_{\text {inst }}$-estimates for an extensive ensemble of ICs of distinct regions of the phase space, as presented in Figures 4 and 7. In addition, it is interesting to notice that the correlation between the stochastic structures (identified with the MEGNO) and the diffusion levels (from $\tau_{\text {inst }}$-estimates), as verified through Figure 2, is not recovered in the domains presented in the maps of Figure 5, another evidence of possible stickiness affecting the solutions.

As already exposed (Cincotta \& Shevchenko 2019; Beaugé \& Cincotta 2019; Cincotta et al. 2021a,b), the hypothesis of nearly ergodicity is a main prerogative of a Shannon entropy approach, but maybe not suitable to the case of the separatrix. More studies shall be addressed in this direction.

Hitherto, we have demonstrated that the application of the Shannon entropy in planetary systems yields credible estimations of the instability times and may therefore be used to give relevant dynamical information which complements that derived from other dynamical indicators.

Even though the use of ensembles increases the computational costs with respect to a single simulation, it is still ~ 3 orders of magnitude faster than the raw integration of a single initial condition for the age of the system. Moreover, since the diffusion rate may be estimated for each planet of the system, it is also possible to determine which body plays the key role in the chaotic diffusion process and how the system disrupts. A more detailed exploration of this feature will be explored in future works.
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[^1]:    ${ }^{1}$ That is to say the instant of time $t_{\text {dis }}$, lower than the integration time-span, at which the simulation is ceased due to the eventual collision/escape of the orbiting bodies.

