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Abstract
Water movement modeling in plain areas requires digital 
elevation models (DEMs) adequately representing the mor-
phological and geomorphological land patterns including 
the presence of civil structures that could affect water flow 
patterns. This has a direct effect on water accumulation 
and water flow direction. The objectives of this work were to 
analyze, compare and improve DEMs so surface water move-
ment in plain areas could be predicted. In order to do that, 
we evaluated the accuracy of a digital elevation data set 
consisting in 4064 points measured with a differential global 
positioning system (GPS) in a plain area of central Buenos 
Aires province. Three DEMs were analyzed: (1) the Advanced 
Spaceborne Thermal Emission and Reflection Radiometer 
(ASTER), (2) the Shuttle Radar Topography Mission (SRTM) and 
(3) the Advanced Land Observing Satellite with the Phased 
Array Type L-Band Synthetic Aperture Radar (ALOS PALSAR). 
Several topographic attributes (i.e., height, surface area, land 
slope, delimitation of geomorphological units, civil structures, 
basin boundaries and streams network) and different interpo-
lation methods were analyzed. The results showed that both 
the SRTM and the ALOS PALSAR DEMs had a ± 4.4 m root mean 
square error (RMSE) in contrast to the ASTER DEM which had a 
± 9 m RMSE. Our analysis proved that the best DEM represent-
ing the study area is the SRTM. The most suitable interpola-
tion methods applied to the SRTM were the inverse distance 
weighting and the ANUDEM, whereas the spline method 
displayed the lowest vertical accuracy. With the proposed 
method we obtained a DEM for the study area with a ± 3.2 m 
RMSE, a 33% error reduction compared to the raw DEM.

Introduction
Earth’s surface plays a fundamental role in the modeling of 
hydrological processes (Wilson and Galán 2000; Wilson 2012; 

Eric et al. 2014). Satellite technologies are currently being de-
veloped for capturing topographic information through digital 
elevation models (DEMs). Through the use of DEMs, geomor-
phological (Hutchinson et al. 2001) and hydrological prop-
erties (Jarihani et al. 2015) can be analyzed. These include 
soil moisture (Ludwig and Schneider 2006; Gao et al. 2016), 
flood impact (Sanders 2007; Tarekegn et al. 2010; Gichamo 
et al. 2012; Yan et al. 2014; Wurl et al. 2014), soil stability, 
potential erosion, precipitation retention, channel shape, land 
depressions, etc. (Barnes et al. 2014).

DEMs have been used for a variety of environmental appli-
cations, such as modeling water processes. The most com-
monly used data for DEMs are radar and radiometric reflec-
tion data such as Advanced Spaceborne Thermal Emission 
and Reflection Radiometer (ASTER) data (Ica and Hook 2002; 
Pachri et al. 2013; Carrascal et al. 2013). There are many 
examples of DEMs using Shuttle Radar Topography Mission 
(SRTM) data (e.g., Gesch et al. 2006; Lin et al. 2013; Sharma 
and Tiwari 2014). Likewise, other applications use Advanced 
Land Observing Satellite with the Phased Array Type L-Band 
Synthetic Aperture Radar (ALOS PALSAR) data (e.g., Pontes et 
al. 2017; Hidayat et al. 2017).

Currently, the models that quantify surface water movements 
require a better resolution. Therefore, semi-distributed and 
distributed models appeared to reproduce various processes 
that occur in the water balance, such as evaporation, runoff and 
infiltration. According to Easton et al. (2008), Vaze et al. (2010), 
and Guevara (2015), the relief represents an important aspect 
for which the detailed topography adequately representing the 
hydrology is needed. This is because when hydrological studies 
are carried out in plain areas DEMs do not properly represent the 
hydrological characteristics of the surface (Callow et al. 2007).

According to Chaubey et al. (2005), the DEM resolution con-
ditions model calibration, having an effect on basin delinea-
tion and total surface area (Martz and Jong 1988), drainage 
network prediction (Chen et al. 2012), subcatchment classifi-
cation and slope.

The relationship between topography and water flow is 
less clear in plain areas, where low height gradients and 
depressions make surface flow tracing more complex (Gallant 
and Dowling 2003). This difficulty is aggravated by the civil 
structures that contribute to the topographic uncertainty in 
these areas, since any structure with a height even below 1 
m has a significant impact on the surface flow in terms of its 
direction and quantity (Guevara 2015). On the other hand, the 
water flow in plain areas does not strictly follow the topogra-
phy, especially in water excess conditions.

In plain areas, DEMs do not adequately represent the 
channel geometry. This leads to misinterpretations of the 
hydraulic factor of water transport, estimated from the 
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cross-sectional geometry of the channel, which negatively 
affects water levels, flow rates, time, flood wave velocity and 
simulated flood dynamics (Tarekegn et al. 2010).

Therefore, most of the time it is necessary to correct the 
DEMs since they generally do not represent the natural and ar-
tificial channels, main and secondary roads, and other struc-
tures that could be a few meters wide and deep (Scioli 2009; 
Guevara 2015). These errors could be corrected by adjusting 
the height of the DEM using multiple sources of information, 
such as topographic maps, satellite images, interpolation 
methods and vectors taken by differential global positioning 
system (GPS) on roads, depressions and channels.

DEMs provide essential spatial data for hydrological and 
hydrodynamic modeling. For this reason, the resolution of the 
DEM and the method with which elevation data were interpo-
lated affect the quality of the results.

There is a wide variety of interpolation methods either 
deterministic (e.g., inverse distance weighting, natural 
neighbor, spline and ANUDEM) or geostatistical (e.g., kriging). 
However, there are few published studies on the effectiveness 
of interpolators applied to the same data set. Most studies 
were carried out by Reuter et al. (2007) and Yang and Hodler 
(2013). There are different techniques for DEM correction in 
hydrological modeling. Among them the ANUDEM interpola-
tion stands out as a response to the elimination of data noise 
(Callow et al. 2007). This method interpolates surface data 
through points, lines and polygons (Hutchinson 1989).

There is no agreement on which are the best methods of 
interpolation, if deterministic methods or geostatistical meth-
ods. Several authors such as Paredes et al. (2013) and Yang and 
Hodler (2013) recommended that DEM validations should be 
carried out locally to make better decisions as to which interpo-
lation method works best. Some studies establish that geosta-
tistical methods are more reliable for the prediction of height 
values (Guo et al. 2010; Arun 2013), while others, such as Re-
uter et al. (2007), come to a different conclusion suggesting that 
deterministic methods are better for predicting height values.

The objectives of this study were: (a) To evaluate, by means 
of using different statistical procedures and graphics, the ver-
tical accuracy of ASTER, SRTM and ALOS PALSAR DEMs in plain 
areas, accounting for the morphological, geomorphological 
and civil structures in the terrain, in order to get the best DEM 
representing topographic variability (b) to compare vertical 
accuracy using different interpolation methods applied to the 
best DEM and (c) to establish guidelines for the correction of 
DEMs in plain areas.

Study Area
The study area was located in the center of the province of 
Buenos Aires (36.8°–37.3° S, 58.8°–60.1° W). With a surface 
area of 2,725 km2 (Figure 1), it covers Del Azul upper creek 
basin. The main stream origins in the town of Chillar (60 km 
south of the city of Azul) and its main tributaries are the Vi-
dela stream with a 120 km2 sub-basin and the Santa Catalina 
stream with a 138 km2 sub-basin.

The geomorphology of the study area is dominated by posi-
tive reliefs in the hills zone (Tandilia system) and decreases 
towards the north, where there is a depressed zone, with very 
soft and low reliefs and <1% slopes. This area lacks of a devel-
oped drainage system. In periods of water excess this causes 
the entire surface of the landscape to become flooded due to 
the low hydraulic capacity of the channels (Guevara 2015).

The study area is characterized by being shaped by the ac-
tion of wind, due to the low morphometric potential and the 
fine granulometry of the soils, which makes it prone to wind 
erosion. The concentrated action of wind deflation in these 
zones is capable of excavating closed depressions, known as 
deflation hollows, which play a very important role in the 
water flow and storage in these areas.

The water moves northeast from the Tandilia hills system 
and it is mainly lost by evaporation (Zabala et al. 2015). This 
is one of the regions of the world with the lowest morphomet-
ric potential and for this reason surface runoff has a shallow 
but extensive coverage. In this landscape, deflation hollows 
play a very important role in the movement of water, since 
these are connected forming a runoff pathway parallel to the 
flow of the main channel.

Methodology
In this section, we present the observed data set we worked 
with, we describe the used DEMs, we explain how we calcu-
lated the flow and accumulation of water for the drainage 
network, we describe the deterministic and geostatistical 
interpolation methods we used, and finally, we explain how 
the accuracy of the DEM was determined.

Data Collection Using a GPS
To evaluate the vertical accuracy of the DEMs, a differential 
GPS unit was used. This type of GPS measures height using the 
EGM96 projection (Lemoine et al. 1998). This is a datum that 
takes into account the height of the geoid and through which 
the vertical accuracy of a DEM could be evaluated.

A Thales Promark 3 differential GPS unit was the particu-
lar equipment used for the measurements. This equipment 
allows the post-processing of the measured points using 
Global Navigation Satellite System (GNSS) software to correct 
for vertical errors and bring them down to the cm range. To 
analyze the vertical accuracy of the DEMs in the study area, 
eight control points 10 km apart from each other were used 
and a topographic survey accounting for 4064 points was car-
ried out.

Differential GPS data points were taken on main and sec-
ondary roads, land depressions and in the stream channel 
(bathymetry). Figure 2 shows the location of the GPS measured 
points and the control points, and some graphic examples of 
how points were distributed in order to account for the par-
ticular topographic features of the study area.

Figure 1. Location and elevation of the study area (2D and 3D 
view).
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Description of the Used DEMs 
Advanced Spaceborne Thermal Emission and Reflection Radiometer  
(ASTER)
This DEM created by the Ministry of Economy, Trade and In-
dustry of Japan (METI), uses an infrared spectral band generat-
ing stereo images, with a base-height ratio of 0.6 (Tachikawa 
et al. 2011) that covers the world land surface from 83° N to 
83° S (Abrams et al. 2015). It has a spatial reference of 1 arc 
second (~30 m) worldwide coverage. The digital elevation 
model (GDEM) Version 2 was released in October 2011 (three 
years after its predecessor, Version 1), along with the addition 
of 200 000 new images for the stereoscopic process, several 
anomalies were corrected, and its overall accuracy was im-
proved. This DEM has a ±17 m vertical accuracy (Mukherjee et 
al. 2013; Rexer and Hirt 2014; Robinson et al. 2014).

Shuttle Radar Topography Mission (SRTM)
This DEM is a cooperative project between the United States 
National Aeronautics and Space Administration (NASA) and 
the United States Department of Defense’s National Imag-
ery and Mapping Agency (NIMA). The mission was designed 
to use a radar interferometer to produce a digital elevation 
model of the Earth’s surface between approximately 60° N and 
56° S, that is about 80% of the Earth’s land mass (Rabus et al. 
2003). This mission was carried out for 11 days in February 

2000. This DEM has a spatial reference of 1 second of arc (~30 
m) and has a ±16 m vertical precision (Sun et al. 2003; Kelln-
dorfer et al. 2004; Gesch 2006).

Advanced Land Observing Satellite (ALOS PALSAR)
The DEM of the Advanced Land Observing Satellite (ALOS) 
was created by the Japan Space Exploration Agency (JAXA) 
and uses the synthetic L-band type aperture sensor (PALSAR) 
which operates at a band width of 14 to 28 MHz. This DEM has 
a spatial resolution of 12.5 m and covers an area of 156.25 m2 
per pixel (Kimura and Ito 2000; Rosenqvist et al. 2007; Chu 
and Lindenschmidt 2017). It has a WGS84 horizontal reference 
datum and the vertical datum is modified by means of the 
gravitational model of the earth (EGM08) that takes into ac-
count the vertical reference of the geoid (Pavlis et al. 2012).

Calculation of Drainage Network and Delimitation of the Basin
These tasks were performed using the Archydro extension of 
ArcGIS (ESRI 2011) for the geographical region corresponding 
to the Del Azul upper creek basin. The Archydro extension 
uses the D8 algorithm (Tarboton 1997) with which the water 
flow in each pixel is evaluated considering its eight neighbor-
ing pixels. Once flow directions are calculated, the flow field 
(i.e., the area contributing to each cell or pixel of the grid) is 

Figure 2. (a) Location of the points measured using differential GPS and the control points for the study area, (b) GPS points 
measured on main roads, (c) GPS points measured on secondary roads, (d) GPS points measured in a deflation hollow, (e) GPS 
points measured in the stream channel (bathymetry). Source: satellite image SPOT 5.

PHOTOGRAMMETRIC ENGINEERING & REMOTE SENSING	 March 2019 	 211



Delivered by Ingenta
IP: 193.56.65.211 On: Mon, 18 Mar 2019 06:32:33

Copyright: American Society for Photogrammetry and Remote Sensing

quantified to define the resulting direction of the flow and the 
accumulation of water. This allows the delimitation of the 
basin boundaries in order to compare the different contribut-
ing areas discretized by each DEM.

Interpolation Methods
An element that introduces error into DEMs is the interpola-
tion method used to generate the model. Interpolation meth-
ods are procedures used to predict values at locations lacking 
sampling points. These methods are based on the principle of 
spatial autocorrelation or spatial dependence (Childs 2004). 
Previous studies have presented results that do not agree with 
each other as to the accuracy of the different interpolation 
methods used for the generation of the DEMs (Wechsler and 
Kroll 2006; Reuter et al. 2007; Yang and Hodler 2013; Arun 
2013). In order to contribute to this discussion and to improve 
our understanding of the error introduced by the interpola-
tion methods in DEMs, our study evaluates and compares the 
precision of DEMs generated using two different interpolation 
methods: the deterministic and the geostatistical methods.

Deterministic Methods
Spatial interpolation is a procedure used to calculate the 
value of a variable in a certain spatial position, knowing the 
values of that variable in other positions of the space.

Inverse Distance Weighting (IDW): According to (Bartier and 
Keller 1996), this method uses a higher allocation or gives a 
higher weight to the nearest point with this weight decreasing 
as the distance increases, depending on the power coefficient.
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where:

zx,y : It is the estimate of the height at the point (x,y).
zi: It represents the control value for the ith sampling point.
wi: It is a weight that determines the relative importance of 
the individual control point Z, in the interpolation procedure.
n: It is the number of points.

The value of the missing data is estimated based on a weight-
ed average of the measured data and a weight is assigned at 
each point depending on its location. The equation is:

	 w di x y i= −
, ,
β

	 (2)

where:
dx,y,i: It is the distance between zx,y and zi.
β: It is a user-defined exponent, in this case it is 2 because the 
inverse of the squared distance was used.

Natural neighbor: Sibson (1981) developed a weighted average 
function, called natural neighbor interpolation. This method 
is based on the Voronoi diagram, applied to a discrete set of 
spatial points. Natural neighbor interpolation finds a subset of 
samples closest to an input query point and applies weights to 
them based on proportional areas to interpolate a value. It is a 
spatial autocorrelation method, which decreases the standard 
deviation (STD) of values (Wechsler and Kroll 2006).

This type of interpolation is similar to IDW, it calculates the 
point value depending on the position of the neighboring point.
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where:
Zx,y: It is the estimate of the height at the point (x,y).
wi: It is a weight that determines the relative importance of 
point Z.
Z(si): It is the measured value at the location i(xi, yi, zi).
n: It is the number of points.

Spline: This method calculates the height value at a point, 
with a mathematical function that minimizes curvature of the 
surface, resulting in a smoothed surface, which passes exactly 
through the points in the sample (Childs 2004).

This method uses low-grade polynomials, thus avoiding 
undesirable fluctuations in most of the applications found, by 
interpolating using high-grade polynomials (Wahba and Wen-
delberger 1980). In our study, we used the regularized spline 
method that incorporates the first derivative of the slope.

The spline interpolation is calculated with the following 
formula:
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where:
Z(x,y): It is the estimate of the height at a point (x,y).
i: It is the point number.
n: It is the total number of points.
λj: It is a coefficient determined by solving a system of linear 
equations.
ri: It is the distance from point (x,y) to point i.
T(x,y) and (r): These are defined differently according to the 
selected option.

The regularized spline interpolation option was the method 
used in this study. The calculation used T(x,y) and (r) from the 
following equations:

	 T(x,y) = a1 + a2x + a3y	 (5) 

where:
ai: The coefficients are determined by solving the system of 
linear equations.

And (r) is determined by the following formula: 
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where:
r: It is the distance between the point and the sample.
τ: It is the weight of the parameter.
K0: It is the modified Bessel function.
c: It is a constant equal to 0.577215.

ANUDEM: This algorithm was developed by Hutchinson 
(1989). It constitutes a morphological approach to the in-
terpolation of digital elevation models and uses a specially 
designed interpolation technique to create a surface that 
represents more accurately the drainage system.

It is an adaptive mesh that is commonly used for the calcu-
lation of digital elevation models in a regular grid. It includes 
the implementation of the algorithm and the application that 
imposes a drainage structure connected to an interpolated 
DEM (Hutchinson et al. 2011).
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This coupling is performed with an iterative interpolation 
technique based on finite differences, which optimizes com-
putational efficiency through Childs (2004) minimization.
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where:
J(f): It is the roughness of the terrain as a function of the first 
and second derivative of f.
Λ: It is the positive parameter that softens said roughness.
f: It is an unknown bivariate function representing a finite 
difference mesh.

Parameter Λ is chosen so that the sum of squares of the re-
siduals in the equation above is equal to n, which can only be 
achieved by an iterative interpolation method for which, the 
slope of each cell is available. That is, the ANUDEM method 
generates a low-resolution DEM and interpolates improving 
the resolution until reaching the solution.

	 zi = f(xi, yi) + εi(i= 1, …, n)	 (8)

where:
n: It is the number of elevation samples.
εi: It is the random error with mean 0 and standard deviation 
given by:

	 w hsi i= 12 	 (9)

where:
h: It is the cell size of the mesh.
Si: It is the slope of the cell associated with the sample.

Geostatistical Method (Kriging)
This method developed by Matheron (1965) is a local spatial 
interpolation, based on variogram theory and structural analy-
sis (Zhang et al. 2015). It is a spatial correlation of the data 
points measured by the variogram function. The peculiarity of 
this type of interpolation is that it has the ability to produce a 
prediction surface but also provides some degree of certainty 
or accuracy of predictions.

The kriging interpolation method uses the following formula:
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where:
Z(x,y): It is the estimate of the height at a point (x,y).
Z(si): It is the measured value at location i(xi, yi, zi).
j: It is an unknown weight n for the measured value at posi-
tion i.
n: It is the number of measured values.

The method used in our study is ordinary kriging. It is the 
most general and most widely used kriging method. It as-
sumes the mean is constant and unknown. The variogram 
model used is spherical, which shows a progressive decrease 
in the autocorrelation (and in the increase of semivariance) of 
the distance.

Evaluation of Vertical Accuracy of DEMs
To evaluate the accuracy of the different digital elevation 
models, Wechsler and Kroll (2006) and Shortridge and Mes-
sina (2011) recommended three different types of statistics 

(root mean square error, coefficient of determination and 
standard deviation).

According to Wilson and Galán (2000) the most used sta-
tistic for the evaluation of digital elevation model’s accuracy 
is the root mean square error (RMSE). The RMSE represents the 
standard deviation of the differences between the calculated 
values and the observed values in the sample. These indi-
vidual differences are known as residuals, when calculations 
are carried out on the sample data used for the estimation of 
prediction errors. The RMSE is a suitable measure of accuracy, 
but only to compare prediction errors for a particular vari-
able and not among variables, since it is scale dependent. The 
desired RMSE value is 0, indicating that the method did not 
produce errors.

Another method to evaluate is the use of the coefficient of 
determination (R2). It is a statistic that describes the propor-
tion of variance in the observed data. It is the square of the 
Pearson correlation coefficient, which varies between 0 and 1. 
When R2 adopts high values it indicates a smaller variance of 
the error, in general, values above 0.7 are considered accept-
able. The R2 has been widely used for hydrological evalua-
tion, although it is more sensitive to extreme values.

The standard deviation is a measure of dispersion also 
used. It is the square root of the variance of the variable, and 
the deviation is the distribution that presents the data around 
the arithmetic mean.

Results
The detailed results of the study are presented in the fol-
lowing subsections. We first defined the general differences 
between the three models at representing elevation, area and 
slope for the study area. Then we analyzed in a detailed scale 
the differences of the three models at reflecting the topograph-
ic attributes of the terrain such as geoforms, civil structures 
and stream channel shape (bathymetry). We also examined 
the direction of the water flow and water accumulation in 
order to characterize the drainage network and to delineate 
basin boundaries. Thereafter, the DEM that best represented 
the topography of our study area was chosen. Finally, in order 
to improve the accuracy of the chosen model, we examined 
different interpolation methods.

Differences Among DEMs
Figure 3 shows the height differences among the three DEMs. 
For the ASTER model, height ranged from 371 to 115 m. For 
the SRTM model height ranged from 370 to 114 m. And for the 
ALOS PALSAR model height ranged from 368 to 114 m. When 
we evaluated the vertical differences among ASTER, SRTM and 
ALOS PALSAR models for the plain zone, the linear regression 
analysis we performed revealed a strong significant correla-
tion between the GPS measured height and the height pro-
vided by each of the three DEMs. However, this correlation was 
stronger both for the SRTM and the ALOS PALSAR models (R2 = 
0.98 for both) than for the ASTER model (R2 = 0.93) (Figure 4). 
It is interesting to note that in all three cases the slope value 
of the regression line was close to 1.

Figure 5 shows the boxplot for the GPS and the DEMs data. 
In this graph we can differentiate the frequency distribution, 
the symmetry of the data in terms of elevation and its atypi-
cal values. The SRTM and ALOS PALSAR DEMs showed a height 
distribution with a symmetry and a degree of homogeneity 
comparable with that of the GPS data. Unlike these two DEMs, 
the ASTER model showed a more asymmetric data distribution 
when compared to the GPS data distribution as well as more 
dispersion and atypically higher values.
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Figure 5. Boxplot of the heights obtained with: the GPS (grey 
box with diagonal pattern), the SRTM model (solid gray box), 
the ASTER model (white box), and the ALOS PALSAR model 
(black box).

Analysis of Topography
The topography of plain zones is one of the main factors af-
fecting DEMs vertical accuracy due to the low morphometric 
potential of these areas. To evaluate topography, the DEMs 
were divided into four different elevation bands (<150 m, 
150–200 m, 200–250 m, and >250 m) and the slope was ana-
lyzed considering two ranges (≤3%, >3%).

Figure 6a shows the obtained areas within each elevation 
band using the ASTER, the SRTM and the ALOS PALSAR models. 
The greatest difference was in between the 150–250 m range.

Vertical accuracy regarding the relative area is shown in 
Figure 6b, which indicates that 10% of the area had <5-m-
errors, 40% of the area had 4.5–8.5 m errors, 85% of the area 
had 3.3–7.7 m errors.

Figure 6c presents the RMSE of the elevation grouped by 
elevation band for each of the studied DEMs (ASTER, SRTM and 
ALOS PALSAR). A major error was detected in the three models 
for the 150–200 m elevation band, thus causing an increase 
in the uncertainty of the measurements within this height 
range. A greater error range was found for the ASTER model 
with a ±5.0–8.5 m RMSE. The RMSE for SRTM was ±2.60–4.5 m 
whereas for the ALOS PALSAR RMSE was ±2.5–4.5 m. Regarding 

Figure 3. Height differences among the three studied DEMs. (a) The Advanced Spaceborne Thermal Emission and Reflection 
Radiometer (ASTER GDEM2), (b) The Shuttle Radar Topography Mission (SRTM). Source: Earth explorer, (c) The Advanced Land 
Observing Satellite (ALOS PALSAR). Source: Alaska satellite facility.

Figure 4. Scatterplots of DEMs heights versus GPS heights. (a) 
ASTER, (b) SRTM, (c) ALOS PALSAR.
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the topography representation, SRTM and ALOS PALSAR offered 
greater precision both in the upper and lower zones compared 
to ASTER.

In addition, the vertical accuracy among ASTER, SRTM and 
ALOS PALSAR was evaluated in terms of slope (Figure 6d), 
showing that the SRTM and the ALOS PALSAR models presented 
better fit slopes (RMSE ±4.4 m for both) compared to ASTER 
(RMSE ±9.1 m).

Geomorphological Analysis
The analysis of the geoforms focused on the deflation hollows. 
Due to the characteristics of the study area they were grouped 
into two categories, one corresponding to the high zone of the 
study area with >3%-slopes and another corresponding to the 
low zone of the study area with <3%-slopes (Figure 7). From 
the three tested models, the ALOS PALSAR best represented the 
shape of the deflation hollows. The RMSE for this model was 
±1.8 m in the high zone and ±2.3 m in the low zone, with a 
STD: ±1–1.25 m. The RMSE values for SRTM were ±2.8 and ±3.4 
m in the high and low zones, respectively, and a STD: ±1.58–
1.8 m. The ASTER model did not delineate correctly the defla-
tion hollows. RMSE values were ±3.4 and ±3.5 m for the high 
and the low zones, respectively, with STD being ±1.9–2.2 m.

Analysis of DEM Response to the Presence of Civil Structures
Due to the low morphometry of the study area, main and 
secondary roads are raised onto embankments, so that they can 
be functional even in periods of water excess. These embank-
ments form a barrier affecting surface flow and lead to a change 
in the direction and amount of water moving over the surface.

The accuracy of the three DEMs was evaluated in terms of 
how effectively they represented these structures. As we did 
for the analysis of the geoforms, the study area was divided 
into a high and a low zone. We found out that the SRTM model 
best represented the main and secondary roads as observed 
in Figure 8. For the main roads, the RMSE for SRTM was ±1.9–6 
m (STD: ±4.4–10.7 m) whereas for the ALOS PALSAR and ASTER 
RMSE values were ±2.3–6.2 m (STD: ±4.6–10.8 m) and ±6.7–12 
m (STD: ±5.2–11.8 m), respectively. For the secondary roads 
the SRTM showed a RMSE of ±2.6 m, whereas for the ALOS 
PALSAR and ASTER RMSE values were ±2.75 m and ±9.7 m, 
respectively.

Evaluation of Basin Delimitation and Drainage Network
Basin delimitation and drainage network analysis in the study 
area were carried out using the Archydro extension of ArcGIS 
as described in the methods section the location coordinates 
at the watershed outlet point were -36.83° S and -59.89° W.

Figure 6. Effect of topography on the vertical accuracy of the digital elevation models. ASTER (white bars), SRTM (gray bars) 
and ALOS PALSAR (black bars). (a) Distribution of basin surface area (km2) for each tested DEM grouped by elevation band, 
(b) Relationship between vertical accuracy and relative area for each of the tested DEMs, (c) Relative vertical accuracy of the 
terrain topography, (d) Relative vertical accuracy of the terrain slope in percent (%).

Figure 7. Profile comparison between GPS height measurements and height information from the three tested DEMs (ASTER, 
SRTM and ALOS PALSAR) at the same location point. (a) Deflation hollow in the low zone of the study area, (b) Deflation hollow 
in the high zone of the study area.
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The drainage network was generated using a treshold sur-
face area of 2100 ha. (i.e., only areas above this treshold value 
were considered). Basin delimitation was better represented 
by SRTM and ALOS PALSAR than by ASTER. The former DEMs 
produced drainage networks which fitted more closely to the 
drainage network obtained from digitized topographic maps at 
1:100 000 scale (Figure 9), both for the upper and lower part 
of the basin.

The ASTER was the worse of the three DEMs in correctly 
delimiting the drainage network. This DEM produced incon-
sistencies especially in for the upper part of the basin (Figure 
9). This inconsistences could be attributed to the photogram-
metric DEM overestimating the lower order streams as sug-
gested by Thomas and Prasanna Kumar (2015) and Dass and 
Pardeshi (2018). These errors lead to the obtention of different 
runoff surfaces areas among DEMs (Table 1), translating into 
future errors when performing hydrological modeling either 
for distributed or semi-distributed models, due to the fact 
that the surface-subsurface flow and concentration time are 
misestimated.

As for the drainage network, the accuracy of each DEM was 
analyzed in terms of how well the shape of the stream channel 
in the plain zone of the basin was represented. The three DEMs 
had difficulties representing the stream channel in the study 
area (Figure 10), although the SRTM and ALOS PALSAR models bet-
ter accounted for the variation in the topography and better re-
sembled the shape of the channel compared to the ASTER model. 
The following were the RMSE and STD for each of the tested DEMs: 
SRTM (RMSE: ±2.2–6.8 m, STD: ±1.3–3.6 m), ASTER (RMSE: ±3.3–6.1 
m, STD: ±2.3–3.3 m) and ALOS PALSAR (RMSE: ±2.5–6.8 m, STD: 
±1.4–3.7 m). These errors were greater in the lower zone of the 
study area.

Interpolation Methods
When analyzing the previous results, the models that better 
represented the topography of the study area were SRTM and 
ALOS PALSAR. From these two, SRTM was the best at represent-
ing the topography in flat areas with a lower density of sam-
pling points. Hence, this was the selected DEM for the analysis 
of the different interpolation methods. The raw SRTM model 
in raster format was transformed into its equivalent vector for-
mat by means of points, (one point every 30 m). These points 
were resampled using the different interpolators in order to 
improve the accuracy of the DEM in the plain zone.

We evaluated the efficiency of five interpolators (i.e., 
inverse distance weighting, natural neighbor, spline, kriging 
and ANUDEM). The sensitivity of the terrain to various interpo-
lators was also analyzed in relation to the slope and elevation 
bands in the study area. The accuracy of the generated model 
of terrain depends on the interpolation mechanism adopted, 
and therefore it is necessary to investigate the comparative 
performance of the different methodological approaches.

The method of interpolation that showed more discrepan-
cies in representing the terrain topography (elevation and 
slope) was the spline method with an error of ±2.72–4.61 m. 
The interpolation methods that better represented the eleva-
tion bands in the study area (Figure 11a) were, in decreasing 
order, the inverse distance weighting (RMSE: ±1.7–3.2 m), 
the ANUDEM (RMSE: ±2–3.3 m) and natural neighbor (RMSE: 
±1.8–3.4 m). The kriging method showed a ±2.7–3.9 m RMSE.

Figure 11b shows that the interpolation methods that better 
represented the slope in the study area were the following, 
in order of importance: inverse distance weighting (RMSE: 
±1.5–3.1 m), ANUDEM and natural neighbor (RMSE: ±1.6–3.2 m 
for both) and the kriging method (RMSE: ±2.2–3.9 m).

Discussion
Our study contributes to improving the information provided 
by DEMs for plain areas and presents an appropriate method-
ology for increasing height accuracy and for evaluating the 
effect of the uncertainties in the currently available models. 
We evaluated the performance of these models to predict in 
a realistic way the topography, surface area, slope and flow 
processes in terms of direction and accumulation, so that they 
become suitable for use in hydrological modeling. This is to 
satisfy the need of accurate information for water balance due 
to it is very sensitive to the topographic attributes, geomor-
phological and civil structures present in the study area.

Regarding height accuracy, the radar models (i.e., SRTM 
and ALOS PALSAR) represented more accurately the topography 
in plain areas. This is because the sensors with which these 

Figure 8. Profile comparison between GPS measured heights 
and heights provided by each of the three DEMs (ASTER, SRTM 
and ALOS PALSAR) at locations presenting civil structures. (a) 
highway at the low zone of the study area, (b) highway at 
the high zone of the study area, (c) secondary road.

Figure 9. (a) Basin delimitation, (b) Drainage network, 
for Del Azul upper creek basin obtained from different. 
Sources: topographic charts, ASTER, SRTM and ALOS PALSAR.

Table 1. Differences between areas of the basin delimited by 
different means.

Source
Area of the 
Basin (km2)

Drainage  
Length (km)

Drainage Density 
(km/km2)

ASTER 1213 252 4.81

SRTM 1050 214 4.9

ALOS PALSAR 1046 220 4.75

Topographic charts 982 312 3.2
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models work are more accurate than the one for ASTER, captur-
ing with more detail the Earth’s surface (De Oliveira and Par-
adella 2008; Frey and Paul 2012; Frey et al. 2012; De Oliveira 
and De Fátima 2012; Rossetti 2012; Eric et al. 2014; Rexer and 
Hirt 2014; Tan et al. 2015; Jarihani et al. 2015; Das et al. 2015).

One of the drawbacks of DEMs use in plain zones is the 
poor representation of channels, civil structures and geomor-
phology. This is because there are <1 m differences in land 
height and even this difference is small, it plays a signifi-
cant role in the movement of surface and subsurface water 
in this type of areas. The SRTM and the ALOS PALSAR were 
the DEMs that better represented the topography of the study 
area, unlike ASTER, which showed serious inconsistencies at 
representing the geomorphology and civil structures. Indeed, 
Eric et al. (2014) stated that the ASTER model had problems in 
delineating morphological units.

Regarding the behavior of the interpolators, we found out 
that these were sensitive to the attributes of the terrain. The 
inverse distance weighting method demonstrated the best 
accuracy compared to the other interpolation methods. The 
generated DEM for the study area based on the SRTM with IDW 
interpolated data showed a 33% error reduction using, the 
ANUDEM method, a 27% reduction using the natural neigh-
bor method and a 10% reduction using the kriging method 
whereas the spline method increased the error by 4% com-
pared to the raw SRTM DEM.

Our study suggests that the most suitable interpolation 
methods to adequate DEMs for use in plain zones are the in-
verse distance weighting and ANUDEM. This statement agrees 
with other published studies such as Aguilar et al. (2005), Re-
uter et al. (2007), Paredes et al. (2007) and Guo et al. (2010).

Our findings showed that topographic variability signifi-
cantly influences DEMs accuracy and the degree of detail 
they provide. However, future research is needed to further 
explore the kriging interpolation method, the semivariogram 
analysis and the effect of the sampling density, all of which 
could improve the representation of topographic variability 
and increase the vertical accuracy.

Regarding the representation of the flow direction and wa-
ter accumulation, in plain zones, the SRTM model generated a 
more realistic drainage network latter translated into a better 
delineated basin (as compared with the basin boundaries ob-
tained using the topographic chart). If we use this product for 
hydrological modeling it is important to bear in mind that the 
choice and correction of the DEM will influence the calcula-
tion of surface runoff and the flood response time. According 
to Thomas and Prasanna Kumar (2015) and Dass and Pardeshi 
(2018), a photogrammetric DEM such as ASTER has inconsisten-
cies in the representation of the drainage networks.

The needs of having readily available elevation data at 
a detailed scale, affordable and easy to use, has stimulated 
the development of several satellite platforms designed to 
generate this type of Earth’s surface information. However, al-
though precision ranges are generally well described for each 
platform, various authors recommend that DEM validations 
should be performed locally to arrive to more accurate results 
in order to take better decisions.

Our purpose with this study is to provide DEM users with a 
set of tools to analyze and evaluate the sensitivity and the un-
certainties associated using different topographic parameters. 

Conclusions
As seen through this paper, DEMs accuracy to represent ter-
rain morphology, geomorphology and the presence of civil 
structures in plain areas differ among models. The selection 
of which DEM to use will have great influence on the modeled 
water flow patterns. From the three tested DEMs, the SRTM and 
the ALOS PALSAR were the ones that best represented these 

topographic variations, with error values of 4.4 m for both. In 
contrast, the ASTER model presented inconsistencies in delim-
iting landscape units, with error values above 8 m.

The SRTM and the ALOS PALSAR DEMs showed a better 
performance in the representation of the morphology for the 
plain area of the basin whereas the ASTER DEM overestimated 
the low-stream-order-drainage network and thus provided 
an inaccurate delimitation of the basin. Therefore, special 
attention should be taken when choosing the particular DEM 
for hydrological modeling in plain areas since this choice will 
surely influence the response time and amount of water mov-
ing over the surface.

When analyzing and visualizing the vertical error distribu-
tion in plain zones, the spline method is not recommended 
for elevation data interpolation since this method showed the 

Figure 10. Profile comparison between GPS height 
measurements and heights obtained from DEMs (ASTER, SRTM 
and ALOS PALSAR) at the same location point: (a) High zone 
channel, (b) Middle zone channel, (c) Low zone channel.

Figure 11. RMSE for the analyzed interpolation methods: (a) 
elevation bands, (b) slopes.
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lowest statistical precision among the analyzed methods. The 
IDW and ANUDEM methods increased the accuracy of the model 
in approximately 33% from a raw SRTM (RMSE: ±4.44 m and ±3.2 
m for the non-corrected and corrected models, respectively).

Summarizing, when hydrological studies are carried out 
in plain zones, it is necessary to know beforehand that the 
SRTM, the ALOS PALSAR and the ASTER DEMs do not correctly 
reflect the water flow patterns. The associated errors must 
be corrected by adjusting the heights in the models with the 
aid of validated information sources such as topographical 
charts, satellite images, interpolations and vectors based on 
measurements performed in the field with differential GPS, 
particularly in roads, channels and depressions. All these 
considerations should at least be taken into account in order 
to improve the accuracy of the DEMs for use in plain areas.
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