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This paper addresses the optimal arrangement and design of a dual pressure heat recovery steam
generator coupled to two steam turbines. A superstructure that embeds various alternative configura-
tions is optimized considering the following two single objective functions: (a) the maximization of the
total net power generation for a given total heat transfer area and (b) the minimization of the total heat
transfer area for a given total net power. The optimal number of heat exchangers and pumps and how
they should be connected are the discrete decisions. The dimensions and operating conditions are the
continuous decisions. A discrete and continuous mathematical model is developed and logical propo-
sitions are used for discrete decisions. The results are compared with a reference case reported by other
authors. The results indicated that the optimization of the proposed superstructure allowed to find a
more efficient HRSG configuration. The obtained configurations differ from the configuration of the
reference case in how the heat exchangers and pumps are connected. A considerable increase in about 8%
of the total net power generation in (a) and a significant reduction in about 24% of the total heat transfer

Optimal synthesis and design

area in (b) are achieved when compared to the reference case.

© 2016 Elsevier Ltd. All rights reserved.

1. Introduction

Compared to the conventional steam and/or gas turbine power
plants, the CCPPs (combined cycle power plants) offer higher
thermal efficiency and are less environmental impact. In a typical
combined cycle the HRSG (heat recovery steam generator) is
considered to be the most important process-unit because is the
link between the gas turbine-based topping cycle and steam
turbine-based bottoming cycle. In the HRSG, the heat of the hot
exhaust gas produced by the gas turbine is recovered and is used to
convert water into steam which is then used by the steam turbines
to produce power. The overall performance of the CCPPs depends
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strongly on how efficient the HRSG design is. The main goal and
contribution of this paper is focused on the development of a
mathematical model which allows the simultaneous optimization
of the arrangement, size and operating conditions of the HRSG in
order to optimize a given objective function. Precisely, two single
objective functions are considered in order to show the applica-
bility of the proposed model: a) the minimization of the THTA (total
heat transfer area) for a fixed TNP (total net power) and b) the
maximization of the TNP for a fixed THTA.

In the literature, there are many papers published addressing
the mathematical modeling and optimization of heat and power
plants including combined cycles. This is because of the different
levels of complexity and assumptions used to derive mathematical
models as design specifications are assumed, several analysis
methodologies and/or optimization approaches are employed.

During the last time, several techniques based on the second law
of thermodynamics, such as exergy analysis and exergoeconomic
analyses have been applied in energy conversion systems.
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Exergy analysis is usually applied in a systematic way and it
allows the localization and account of the inefficiency degree
indicating the most inefficient components in a system. These
values can be then used in the decision-making process, for
instance in the retrofit of processes in order to improve the already
existing process by switching out or by introducing components
that involve low irreversibility. This can contribute to improve-
ments of the thermal system as a whole or at a component level. In
some cases, the exergy analysis can accurately assess the locations
of inefficiencies than energy analysis. Mansouri et al. [1] investi-
gated the effect of HRSG (heat recovery steam generator) pressure
levels on exergy efficiency of combined cycle power plants and
show that increases in the number of pressure levels of the HRSG
affect the exergy losses due to heat transfer in the HRSG and the
exhaust of flue gas to the stack. By applying the exergy analysis,
Sanjay [2] investigated the effect of operating parameters on the
rational efficiency and exergy destruction of combined cycle and
showed that higher turbine inlet temperature and higher
compressor pressure ratio is favorable on the performance of
combined cycle. Regulagadda et al. [3] conducted a parametric
study of a thermal power plant under various operating conditions,
including different operating pressures, temperatures and flow
rates, in order to determine the parameters that maximize plant
performance. The exergy loss distribution indicates that boiler and
turbine irreversibility yield the highest exergy losses in the power
plant. Tsatsaronis et al. [4] proposed to split the exergy destruction
into avoidable and unavoidable parts and demonstrate the advan-
tages of dividing exergy destruction and economic costs into
avoidable and unavoidable parts on the example of co-generative
plants. Morosuk et al. [5] introduced how to calculate the parts of
exergy destruction in an advanced exergy analysis which was
applied to a simple gas-turbine system and they showed the po-
tential for improvement and the interactions among the system
components. Also, Tsatsatorins et al. [6] applied the advanced
exergetic analysis of a novel system for generating electricity and
vaporizing liquefied natural gas. The authors concluded that the
application of the advanced analysis allows to obtain new
improvement strategies. As the rate of exergy destruction in
component A not only depends on its exergetic efficiency but also
on the exergetic efficiency of the remaining components, structural
coefficients are usually introduced in order to consider how local
irreversibilities in the components affect the overall irreversibility
rate of the cycle. These structural coefficients can only be evaluated
once the irreversibilities of the components and the whole cycle are
known (evaluated). Therefore, the calculation of these coefficients
may require a high number of simulation runs resulting in time-
consuming procedure ([7]). Certainly the simulation runs
required when the process involves many unit-processes and,
moreover, when the optimization problem to be solved is highly
combinatorial (high number of discrete decisions) may increase
drastically. Some of the recent applications of the exergy analysis in
energy conversion systems can be found in Refs. [8—11].

On the other hand, thermoeconomics, also called exer-
goeconomics, is the combination of exergy and conventional eco-
nomics. The thermoeconomic cost balance is formulated in the
same way as the exergy balance but including the investment
CAPEX (capital expenditure) and O&M (operating and mainte-
nance) costs of the entire process. One of the purposes of this
method is to be able to distinguish between production costs of
different products, e.g. cogeneration of both heat and power. It is
also used for the evaluation of cost streams and the cost of exergy
destruction for individual components or the system as a whole.
Exergoeconomic methods may be grouped in algebraic methods
and calculus methods [12,13]. The algebraic methods use algebraic
balance equations and it requires to propose auxiliary cost

equations for each component which represent a subjective task.
On the other hand, calculus methods use differential equations,
where the system cost flows are obtained in conjunction with
optimization procedures based on the method of Lagrange multi-
pliers, which determines marginal cost. In this method, the math-
ematical description of the function of each component is also
subjective. Based on the exergoeconomic principles, Bhargava et al.
[14] analyzed a cogeneration system consisting of an intercooled
reheat gas turbine, with and without recuperation. Their result
provided useful guidelines for preliminary sizing and selection of
gas turbine cycle for cogeneration applications. Recently, Bakhsh-
mand et al. [15] performed an exergoeconomic analysis and opti-
mization of a combined power plant with triple-pressure including
one reheating stage. To do this, the authors implemented a simu-
lation code in MATLAB employing an evolutionary algorithm. The
objective function includes both product cost rate and cost rates
associated with exergy destructions. The obtained results allowed
to the authors to propose optimal criteria of performance for the
studied process. It should be noted that such methodology is
applicable to optimize steady state operation parameters of given
CCPP, and it is not suitable to optimize the design of projected
systems.

Most of the conventional exergy and exergo-economic optimi-
zation methods are iterative and subjective in nature because they
require the interpretation of the designer at each iteration to
determine the final configuration [16].

On the other hand, motivated by the maturity of the design-
optimization methods and software as well as the advent of
powerful modern computational platforms there is a really
renewed interest in the application of mathematical programming
and rigorous optimization approaches in a variety of industrial
sectors, including the area of utility plants and combined heat and
power systems. Thus, there is a great variety of interesting articles
addressing different optimization mathematical models consid-
ering both discrete and continuous decisions for different optimi-
zation purposes and different ways to treat the uncertainties of the
models. In fact, advanced optimization approaches and mathe-
matical models with high number of non-linear constraints and
variables have already been applied to numerous problems for
achieving improvements in “real-world” heat and power designs.

There are a great variety of articles that have been recently
published where classical non-deterministic and deterministic
techniques are applied. Certainly, there is a great number of articles
that focus on the application of SA (simulated annealing) and GA
(genetic algorithms) and deterministic MINLP techniques energy
conversion systems.

Simulated Annealing and Genetic Algorithm are two well-
known metaheuristic algorithms for combinatorial optimization.
Simulated annealing is based on a simple local search algorithm
proceeds by choosing random initial solution and generating a
neighbor from that solution. They are derivate-free and are well
suited for high complexity problems with discontinues models and
without any known sophisticated solution techniques like the
combinatorial optimization problems. The optimal solutions ob-
tained by the two algorithms are strongly dependent on the pa-
rameters required by the two algorithms. For instance, in GA, the
number of generations, population, crossover rate, mutation rate
and tournament size (number of individuals needed to fill a tour-
nament during selection). In addition they are inherently sequen-
tial and hence very slow for problems with large search spaces.
Both, algorithms have been successfully applied in power plants
where the configurations of process-units are known (fixed).

On the other hand, the deterministic MINLP optimizations,
which will be adopted in this paper, are well suitable for mathe-
matically modeling many optimization problems that involve both
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discrete and continuous decisions, especially for highly combina-
torial problems. They have been successfully applied in many
research areas allowing to find novel configurations of processes
[17—26].

Specifically in electrical power generation plant, Bruno et al. [27]
developed a MINLP model for performing structural and parameter
optimization of utility plants that satisfy given electrical, mechan-
ical and heating demands of industrial processes (steam at various
pressure levels). All major conventional utility plant equipments
were included in the superstructure for the MINLP model. The
model predicts the optimal unit configuration and the optimal
operating conditions, such as, flow-rates, enthalpies and steam
turbine efficiencies. Simplified mathematical models were pro-
posed to describe the process units. The proposed approach and
MINLP model resulted to be robust and useful not only for syn-
thesis, but also for analyzing different design alternatives. Tveit
et al. [28] presented an efficient methodology to build a multi-
period MINLP model for steam turbine network of a utility sys-
tem. The methodology consists of several steps that include the
building of a simulation model of the system, the development of
regression model(s) of the system based on simulation and D-
optimal design, and finally the development of a MINLP model. The
results showed that the proposed methodology is capable of
analyzing a relatively complex steam turbine network in a utility
system. However, the authors highlight that the MINLP models
developed using the methodology should be regarded as ‘ad hoc’
models, and have certain limitations as the models are not so
flexible compared to models where all the units in the utility sys-
tem are modelled in detail. Later, the same authors Tveit et al. [29]
presented a deterministic MINLP model to analyze new in-
vestments and long-term operations of CHP (combined heat-po-
wer) plants in a district heating network with long-term thermal
storage. As part of the results, the total annual profit, the optimal
selection of process options, mass flow through the plant, and
generated power in each plant were obtained. Martelli et al. [30]
proposed a rigorous mathematical programming model, a linear
approximation, and a two-stage algorithm in order to optimize not
only the HRSG of simple combined cycles but also any HRSCs (heat
recovery steam cycles) with external heat/steam sources/users and
with multiple supplementary firing. The authors successfully
applied the proposed model and methodology to highly integrated
plants (biomass to Fischer—Tropsch liquids plants, IGCCs (inte-
grated gasification combined cycles) with and without CCS, and
coal to SNG (synthetic natural gas) facilities). Other articles related
with the optimization of CHP plants using MINLP frameworks can
be also found [31-35].

Despite the existence of many articles concerning with the study
of natural gas combined cycle power plants under different as-
sumptions and computational tools, there is limited research
considering the optimization of such plants in where the heat ex-
changers layout in the HRSG is considered as an optimization var-
iable. Certainly, only few publications deal with the optimization of
the layout of the HRSG coupled into [36—39]. In this context, Zhang
et al. [36] recently developed a mixed-integer nonlinear program-
ming model for the design optimization of a HRSG with consider-
ation of several alternative matches between the HRSG and
external heat flows. The authors proposed a superstructure
including different alternative layouts of HRSG and connections
between the HRSG and other external heat exchangers. Then, a
MINLP model is proposed and solved to determine the optimal
arrangement for several case studies that included two and three
pressure levels with and without steam re-heating.

In this paper, the optimal synthesis and design of a combined
cycle power plant that includes a dual pressure heat recovery
steam generator and two steam turbines is addressed. In this

paper, “synthesis” will refer to the selection of the configuration of
the heat exchangers, that is, which economizers and super-
heaters should integrate the optimal configuration and how
they should be interconnected, implying discrete decisions. On
the other hand, “design” will refer to determine the sizes (heat
transfer areas, power required by pumps and power produced in
the steam turbines) and operating conditions (flow-rates, pres-
sures and temperatures) of the selected process-units, implying
continuous decisions.

Precisely, a superstructure embedding not only the alternative
layouts proposed by Zhang et al. [36] but also other competitive
layouts is proposed for the HRSG and then the entire system
(dual pressure heat recovery steam generators coupled to two
steam turbines) is simultaneously optimized to determine the
best configuration of the dual HRSG, the optimal operating
conditions and size of each piece of equipment. Thus, the main
contribution of this paper is to develop a discrete and continuous
mathematical programming model that systematically selects
the best HRSG configuration for any objective function (TNP or
THTA) defined by the user. Moreover, the proposed model will be
also useful to determine the optimal synthesis and design of
integrated combined cycle power plants and processes with high
energy consumptions, for instance, among others, dual purpose
desalination plants in where thermal desalination systems
(multi-effect or multi-flash evaporation systems) are coupled
with power plants.

Finally, it should be mentioned that the data and results re-
ported by Zhang et al. [36] will be selected as base configuration
and reference data because of the fact that they obtained their re-
sults using a MINLP model and by optimized a superstructure
including the layout of the HRSG in a similar way to that proposed
in the current paper but proposing another way to model the
discrete decisions. Thus, the configuration reported by Zhang et al.
[36] can be assumed as a valuable and useful solution for com-
parison purpose.

The paper is outlined as follows. Section 2 introduces the
problem formulation. Section 3 summarizes the assumptions and
details of the mathematical model. Section 4 presents applications
of the developed MINLP model and discussion of results. Finally,
Section 5 presents the conclusions and future work.

2. Problem statement

Given the flow-rate and inlet temperature of the flue gas stream
and the superstructure of alternative configurations shown in Fig. 1,
the goal is to determine the best integration arrangement, optimal
operating conditions and dimensions in order to optimize the
proposed objective functions: a) maximization of the total power
for a given total heat transfer area and b) minimization of the total
heat transfer area for a given total power production. The optimal
solutions obtained in a) and b) are hereafter named as OD1 and
0D2, respectively. The optimal configuration obtained by the su-
perstructure proposed by Zhang et al. [36] is used as a reference
design. Hereafter it is named as RC and its performance will be
compared to those obtained from the superstructure shown in
Fig. 1. The comparison of the three optimal designs will be per-
formed in terms of the HRSG configuration, heat transfer area and
total power productions.

Regardless to the HRSG, the main difference between the su-
perstructure proposed in this paper (Fig. 1) and that proposed in
Zhang et al. [36] is the possibility of using the Pump #1 after the
economizer (EC1) in the superstructure proposed in this paper
(Fig. 1). The inclusion of the Pump #1 increases the number of
degrees of freedom of the optimization problem, allowing to in-
crease, if it is beneficial, the inlet pressure in the economizer#4
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Fig. 1. Proposed superstructure embedding several alternative HRSG configurations.

(EC4), which will affect the temperatures of both the water and gas
streams along of the HRSG, affecting not only the driving forces but
also the heat transfer areas of the all involved heat exchangers.
Another difference is that in Zhang et al. [36], the arrangement of
heat exchangers for the HRSG is optimized with the aim to maxi-
mize the total power output of steam turbines which is computed
in a simplified way, as a function of steam flow and steam specific
enthalpy. In the current paper, the HRSG configuration obtained by
Ref. [36] has been coupled to two steam turbines similarly to that
shown in Fig. 1 and the total power output of steam turbines has
been computed by using the same steam turbine model proposed
in this paper. In addition, the deareator has been also considered in
both superstructures.

As mentioned earlier, the superstructure shown in Fig. 1 em-
beds several alternative configurations. Fig. 2 illustrates some of
the potential configurations that are embedded. For instance, in
Fig. 2(a), the pump #1 is not included and the steam stream that
leaves EV1 exchanges heat in the superheater#2 (SH2) with the
gas stream that leaves the evaporator#2 (EV2). In contrast to
Fig. 2(a), in (b) the pump #1 is included and the steam stream that
leaves the evaporator#1 (EV1) exchanges heat in SH3 with the gas
stream that leaves the spuerheater#6 (SH6). Another difference
that can be observed between Fig. 2(a) and (b) by the inclusion of
the pump #1, is that only one water stream may be fed into the
HRSG in Fig 2(b). On the other hand, by comparing Fig. 2(a) and
(d), it is possible to observe that the location of the SH2 is
different. Certainly, in Fig. 2(a), the steam stream that leaves the
EV1 exchange heat with the gas stream that leaves the EV2, but in
Fig. 2(b) it exchange heat with the gas stream that leaves the EC5.
Based on these comments, it is essential to determine the optimal
locations of the heat exchangers taken into account the trade-offs
that exist between pressures, temperatures and flow-rates which

affect the requirements of pumping power and heat transfer areas
as well as the power produced in each steam turbine.

3. Assumptions and mathematical model of the proposed
superstructure

This section presents the key assumptions and the mathematical
model developed for the superstructure of alternative shown in
Fig. 1.

3.1. Assumptions

- Steady state is assumed

- The specification of the exhaust gas stream that comes from the
GT (mass flow rate, temperature and composition) is known.

- Unfired and dual pressure heat recovery steam generator is

considered.

Pressure drop in the working fluid side is neglected, excluding

steam turbines and pumps.

- Specific correlations taken from IPWS 97 [40] are used to
compute the thermodynamic properties of water.

- Correlations taken from Ref. [41] are used to describe the
dependence of the thermodynamic properties of ideal gases
with temperature and pressure.

- As a first approximation, constant overall heat transfer co-

efficients are assumed considering different numerical values

for the economizer, evaporator and superheater. The corre-

sponding values have been taken from Casarosa et al. [42].

Constant isentropic efficiency for the steam turbines is assumed.

Chen's approximation instead of LMTD method is used to

compute heat transfer areas for candidate heat exchangers

embedded in the superstructure.
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Fig. 2. Some candidate configurations embedded in Fig. 1.

- Pumping work is calculated considering water as an incom-
pressible fluid.

3.2. Detailed mathematical model

Basically, the model includes the mass and energy balances,
design equations and logical constraints related to the selection
of the process units. For an easy model implementation, several
sets and indexes have been defined in such a way to identify
each process unit (heat exchangers, steam turbines and pumps).
The notation of the mathematical programming problem follows
the notation of the superstructure shown in Fig. 1. The sets EC,
EV and SH refer to the economizers, evaporators and super-
heaters, respectively. Then, each heat exchanger in the super-
structure is indexed using five indexes: n, i, j, p and q. Index “n”
is used to identify the exchanger, the indexes “i” and “j” are used
to denote the inlet and outlet of the working fluid stream (wa-
ter) while the indexes “p” and “q” correspond to the inlet and
outlet of the flue-gas stream. Based on the proposed super-
structure (Fig. 1) and on the set definitions, it is easy to observe
that the set EC will contain the following six economizers:
EC(1,1,2,8,9), EC(2,3,478), EC(3,10,11,8,9), EC(4,12,13,7,8),
EC(5,13,14,5,6) and EC(6,14,15,4,5). In a similar way, the sets EV
and SH contain, respectively, two evaporators EV(1,4,5,6,7),
EV(2,15,16,3,4) and six superheaters SH(1,5,6,5,6), SH(2,6,7,4,5),
SH(3,7,8,2,3), SH(4,8,9,1,2), SH(5,16,17,2,3) and SH(6,17,18,1,2).

Using these basic sets, the model was implemented in an easy
and compact manner as it is presented below.

3.2.1. Mass, energy and design constraints

3.2.1.1. Evaporator. According to the Fig. 3, the mass balances for
the gas and working fluid streams are given by Eqgs. (1) and (2).

ml:mj Vl,JEEV(n717]7p7q) (1)

“oon

On the other hand, the energy balance in each evaporator “n” is
expressed as:

mH; + Q' =mH; Vn, i, j€EV(n,i,j,p,q) (3)

q EV p

Fig. 3. Schematic representation of evaporator “n”.

me = qu + ng Vn7 i7 ]EEV(n7 i7j7p’ q) (4)

The heat transfer area (A¢”) is computed in terms of the heat load
(Qg"), overall heat transfer coefficient (US’) and driving force
(LMTDg’), according to the Eq. (5).

QY = UXAZLMIDY  VneEV(n,ij.p,q) ()

And the corresponding driving force (LMTDg’) is calculated as
follows:

LMID! = (T3 ~ Tg) — (T — Ty)) /log (T3 — Ty) /(T; ~ Ty))
vn, i, j,p,q€EV(n,i,j,p,q)
(6)

According to the Eq. (7) the Ap (approach point) is defined as the
difference between saturated steam temperature and water tem-
perature leaving the economizer. This is one of the main model
parameter and typical value widely suggested in the literature lie in
the range of 8.00—16.8 K [43]. In this paper, the parameter Ap was
set at 10 K, which is equal to that used in Zhang et al. [36].

T =T —Ap v icEV(n,ij,p,q) 7)

The working fluid (water) that leaves the evaporator is in
saturated state, which is imposed as follows:
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T =T VieEV(nij.p.q) (8)

3.2.1.2. Economizers. For the economizer “n” shown in Fig. 4, the
mass balances are given by Egs. (9) and (10):

m; = mj v i, jEEC(n7i7j7p7q) (9)

mp=mq Vi, jeEV(n,ij,p.q) (10)

The following constraint computes the heat load (Qf°)
computed from the working fluid:

mH; + Q; = mH; Vn, i, jEEC(n,i,j.p,q) (11)

The heat transfer area (A$°) is then given by the following
constraint:
Q¢ = UECAS AT ¥neEC(n,i,j,p,q) (12)

And the corresponding driving force (4T;¢) is calculated as
follows:

AT =05 Ty (=T (T -To) + (-T)] 44
vn, i, j,p,q€EC(n,i,j,p,q)

As shown, in contrast to Eq. (6), the Chen's approximation [44]
to the log-mean temperature difference is here used to avoid
convergence problems especially when the optimization algorithm
tries to remove some of the economizers embedded in the super-
structure. In Eq. (6), the log mean temperature difference LMTD
instead of the Chen's approximation has been considered because
the evaporators EV1 and EV2 are assumed as fixed (EV1 in the low
pressure level and EV2 in the high pressure level) and therefore
they not form part of the discrete decisions.

3.2.1.3. Superheaters. In a similar way, Eqgs. (14)—(18), which are
expressed in terms of the set SH, refer to the mass and energy
balances, heat load and heat transfer area of each superheater
(Fig. 5).

m;=m; Vi, jeSH(n,i,j,p,q) (14)
mp=mg Vi, jESH(nij.p.q) (15)
mH; + Q:h = mH; ¥n, i, jeSH(n,i,j,p,q) (16)
Qg = UMAShATS!  YneSH(n,ij,p.q) (17)
AT = ST -T)I =K -T)+ -] )

vn, i, j,p,q€SH(n,i,j,p,q)

A Iy
\ 4
d EnC P

Fig. 4. Schematic representation of economizer “n”.

. e I,
\ 4
| SH |p

Fig. 5. Schematic representation of superheater “n”.

Here, in this part of the model presentation it should be
mentioned that the proposed superstructure offers interesting
characteristics which have been into account in order to define
three sets useful to implement and to complete the energy balances
in the evaporators and superheaters in an easy and a general way.
These characteristics are clearly shown in Fig. 1 and are briefly
described as follows:

a) As mentioned earlier, the evaporators EV1 and EV2 are fixed
in the superstructure because two pressure levels are
considered.

b) At the left side of the EV1 there are two stages in where all of
the heat exchangers are economizers (EC1 and EC3 in the
stage 1 and EC2 and EC4 in the stage 2).

c) Between EV1 and EV2 there are also two stages. Each stage
involve one superheater and one economizer (SH1 and EC5
in the stage 1 and SH2 and EC6 in the stage 2).

d) At the right side of the EV2 there are two stages in where all
of the heat exchangers are superheaters (SH3 and SH5 in the
stage 1 and SH4 and SH6 in the stage 2).

Then, based on these observations, the following sets have
been defined ECEC(n,n’,p,q) (Fig. 6(a)), SHEC(n,n’,p,q) (Fig. 6(b)),
SHSH(n,n',p,q) (Fig. 6(c)) over which the energy balance required
in each section of the HRSG is considered. For instance, ac-
cording to Figs. 1 and 6(a), the heat transferred from the gas
stream in each stage placed in the left side of EV1 is expressed as
follows:

mH, = mHg + Q7 + Qff

Then, the energy balance that corresponds to each section of the
HRSG located in the left side of the EV1 is given by the Eq. (11),
which was presented earlier to compute the heat absorbed by the
working fluid (water), and Eq. (19). For instance, for the stage 1, Egs.
(11) and (19) are expanded in their indexed to give the following
constraints:

vn,n', p, g€ECEC(n,n’,p,q) (19)

mH; = mH, + Qf°¢ (11a)
(a) (b) (c)
EC SH SH
n n n
q p q p q p
«— «— <« «— «—
EC EC SH
n’ n’ n’

Fig. 6. Heat exchangers involved in different sections of the HRSG: (a) for sections 8
and 7, (b) for sections 5 and 4, (c) for sections 2 and 1.
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mH9 = mHqq JrQ??C (11b)

lnfﬁ —In}@ :iQfC%-QEC

Then, by applying a similar reasoning for the remaining stages
according to their locations and defining appropriate sets (SHEC
and SHSH), the next constraints can be derived for the remaining
stages:

(19a)

mHp, = mHg + Q& + QS vn,n',p,qeSHEC(n,n’,p,q)  (20)

mH, = mHg + Q" + Q' vn,n',p,qeSHSH(n,n',p,q)  (21)

The Eq. (21) applies for the stages that are located between EV1
and EV2 and Eq. (22) applies for the stages located in the right side
of the EV2.

3.2.14. Mass and energy balances in the remaining process-units.
In a similar way than in the previous section, the remaining process
units are also defined using sets. For example, as shown in Fig. 1 the
water stream “29” enters pump “3” while the stream “1” leaves the
pump. So, this equipment is defined by the sets PUMP(3,29,1).
Equations for the remaining process units are listed in Table 1.

3.2.2. Logical constraints

3.2.2.1. Selection of the economizers and superheaters where the heat
transfers take place. Eqs. (46) and (47) that involve binary vari-
ables are used to denote the existence of heat transfer in the

Table 1
Equality constraints for the remaining process units.

economizers. If the binary variable x&¢ takes a discrete value of
zero then both inequality constraints become in equality con-
straints leading to Q5 = 0. Otherwise, if the binary variable x£°
takes a discrete value of one the heat transfer is carried out and
the value of Q¢° is in between the lower bound |Q:¢|,, and upper
bound |Qf€[,,

Qi = x|

VneEC(n,i,j,p.q) (46)

Qi < xy[Q],, VYne€EC(n,ij.p,q)

Similar constraints are also proposed for the selection of the
superheaters, as shown in Egs. (48) and (49).

sh
|,

(47)

Qsh < xh vnesH(n,ij,p.q) (48)

Qsh > xh (49)

sh
Qn lo

vneSH(n,i,j,p,q)

3.2.2.2. Selection of the pumps. In a similar way to that proposed for
the economizers and superheaters in the previous sub-section, the
selection of the pumps involves binary variables y, which are
included in the following linear inequalities:

(50)

m; Syn‘m”up anlEPUMP(nvlL])

m; = yn|mil,  Vn,i€PUMP(n, i, j) (51)

m; = m; Vi,jePUMP(n,i,j)
mH; + Wp”"‘p = mH; vn,i,je PUMP(n,1i,j)
W"”mp = mv; (P} — P) vn,i,je PUMP(n,i,j)

m; = m; Vi,jeST(n,i,j, k)
mH; = mH; + W;! vn,i,jeST(n,i,j, k)
H; — H; —n“(H Hy) Vi j,keST(n,i, k)
Si= Sk Vi, keST(n,i,j, k)

= m; +my Vi,jeSTe(n,i,j, k,1,m
mH; = mH; + mH + W' vn,i,j, keSTe(n,i,j, kI,

H;—H; = 7 (Hy — Hy)
H Hk = nsre (H Hm)
S|

Vi, j, keSTe(n, i,j.k,1,m)
Vi,j,keSTe(n,i 1,], k,1,m)

i =2l

Sj = Sm Vi keSTe(n,i,j, k, 1, m)
m; = m; Vi,jeCOND(n,i,j)
mH; = mH; + Qg vn,i,je COND(n, i,j)

Ty =T VjeCOND(n, i,j)
Q,?’"d ULMACM LMTDE™ ¥ neCOND(n, i, j)

m; =m; 4+ m Vi,j, keSP(i,j, k)

Ti=T =Ty Vi, j, keSP(i,j, k)

m; +m; = my
mH +mH; = mHy,

Vi,j, ke MX(i,j, k)
Vi j, ke MX(i,j, k)

m; +m; = my

mH + mH; —mHk
_ Tsat

T, =Ty

vn,i,j, keDEA(n,i,j, k)
vn,i,j,keDEA(n,i,j, k)
Vn,keDEA(n,i,j, k)

)
m)

Vi, keSTe(n,i,j, k. 1, m)

PUMP

:

(22)
(23)
(24)

(25)
(26)
(27)
(28)

(29)
(30
(31)
(32)

G4

(m) )

COND
(35) i Q) j
(36) I
(37)
(38)

(39) '
(40) i J ok

(41) j
(42) i

(43)
(44)
(45)
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3.2.2.3. Selection of the number of economizers and superheaters in
each section of the HRSG and in each pressure level. According to
Fig. 1, it is clear that in a dual pressure heat recovery steam
generator at least one economizer and one superheater must be
selected in each pressure level. Precisely, in the low pressure level,
the economizers EC1 and/or EC2 and superheaters SH1 and/or
SH2 and/or SH3 and/or SH4 must be selected. In a similar way, in
the high pressure level, the economizers EC3 and/or EC4 and/or
EC5 and/or EC6 and superheaters SH5 and/or SH6 must also be
selected. As a first approximation, it is considered that only one
economizer and one superheater can be selected in each pressure
level.

Thus, the following constraints are imposed for the low pressure
level:

XX =1 (52)

Xt x4 xh =1 (53)

Similarly, the following constraints are considered for the high
pressure level:

X5 X X+ X =1 (54)
XX =1 (55)

3.2.2.4. Avoiding the selection of more than one heat exchangers in
each section of the HRSG.

X4 xh <1 vn,n',p,qeSHSH(n,1',p,q) (56)
X+ x5y <1 vn,n',p,qeSHEC(n,n',p,q) (57)
Xp +xy <1 Vnn'.p.qeECEC(n.n'.p,q) (58)

3.2.2.5. Constraints included to avoid repetitive optimal solutions.
Usually, when a superstructure is proposed in order to include
many alternative configurations repetitive solutions can be ob-
tained. That is, different optimal solutions may imply the same
optimal configuration. For a more clear visualization of this, let us
to consider the following three potential situations that may be
appeared when the superheaters SH1 and SH2 and economizers
EC5 and EC6 are considered (Fig. 7(a)):

a) No heat exchanger is selected. In this situation, no repetitive
solutions are possible and the Egs. (52)—(58) are enough to
remove these heat exchangers.

b) Two heat exchangers are selected (one superheater: SH1 or SH2
and one economizer: EC5 or EC6). In this situation, two optimal
configurations may be selected which are illustrated in Fig. 7(b)
and (c) and therefore no repetitive solutions are possible. As in
the previous case, the Egs. (52)—(58) are enough to model these
alternative configurations.

c) Only one heat exchanger is selected (SH1 or SH2 or EC5 or EC6).
In this situation, four configurations may be selected which are
illustrated from Fig. 7(d) to (g). In contrast to the previous cases,
repetitive solutions are observed. For instance, from a practical
point of view, the configuration shown in Fig. 7(d) (solution in
which x§7 = 1; X = x&° = X = 0) is exactly the same as the
configuration shown in Fig. 7(e) (solution in which sth =1;
x5 =xE€ =x& =0). Also, the configurations illustrated in
Fig. 7(f) and (g) are equivalent and the same configuration can

be expressed by two different set of numerical values (x£° = 1;
X=X =x& =0and x¢ = 1; x5 = x§ =x& = 0).

The repetitive solutions can be overcome with the inclusion of
additional constraints. The constraints will be proposed in such a
way as to give the possibility to select the configurations shown in
Fig. 7(d) and (f) instead of the configurations shown in Fig. 7(e) and
(g). This consideration is imposed by the following linear con-
straints which are expressed in terms of their corresponding binary
variables. Precisely, Eqs. (59) and (60) exclude the configurations
shown in Fig. 7(e) and (g), respectively.

XX+ —x > 1 (59)

XX 1 x> 1 (60)

If x* = x& = 0, by Eq. (59) x§" = 0 and by Eq. (60) x& = 0 and
the configurations shown in Fig. 7(e) and (g) are excluded.

Here, it is important to notice that other repetitive solutions
can be observed for the ECEC section (EC1/EC2/EC3/EC4) as well as
for the SHSH section (SH3/SH4/SH5/SHG6). Then, by following the
same reasoning as the previous case, Eqs. (61) and (62) are pro-
posed for ECEC section, and Egs. (63) and (64) for the SHSH
section.

XCHxF+1-x>1 (61)
X+ +1-x >1 (62)
X a1 x> 1 (63)
X a1 x> 1 (64)

3.2.3. Physicochemical properties

Finally, the model includes the following correlations to
compute the stream thermodynamic properties. As shown, three
sets are defined that identify the state of the working fluid
(water) in each point of the process unit. For instance, the sets
denoted by LIQ, VAP and TIT refer, respectively, to liquid state,
steam saturated and reheated steam) and steam quality. Each one
of the set is indexed on “i” which identifies the process stream
(working fluid).

For the streams that are in the liquid state, the following con-
straints apply:

T, < TS viellQ() (65)
H;i =fi(P;, T;) ViellQ(i) (66)
Si=fi(P,T;) ViellQ(i) (67)

For the streams that are in the vapor state, the following con-
straints apply the following constraints:

T; > TS VieVAP(i) (68)
Hi :f\/(Pi7 Ti) VlEVAP(l) (69)
Si=fy(P,,T;) VieVAP(i) (70)

For the streams that are composed by a mixture of steam and
liquid water, that is wet steam with a steam quality xi, the following
constraints are used:
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Fig. 7. Possible repetitive optimal solutions.
T, =T VieTIT(i) (71)  Tg >393K (80)
Hi = xify (P, Ty) + (1 = x)f (P, ;) VIi€TIT(i) (72) 324, Objective functions
In order to evaluate the model's strength, it has preferred to use
Si=xify (P, Ty) + (1 —x)f (P, T;) VieTIT(i) (73) simple objectives based on the variables that are included in the
mass and energy balances. As a first step in the modeling task, the
T, = Tisat Vi SAT(i) (74) idea was to keep the size of the model as small as possible (simple

Finally, the total energy of the water stream is calculated as
follows:

mH; = mH; VieMH()) (75)

The dependence of the enthalpy with the temperature and the
total energy of the gas stream are given by the Eqgs. (76) and (77):
Hp = fc(Tp)

VpeGAS(p) (76)

mHp, = myHy, VpeGAS(p) (77)

Also, the model includes the following two inequality con-
straints related to the minimum pinch point and minimum heat
transfer temperature difference

Tq - Tisat 2 PinCh qu IEEV(TI, i’j7p7 q) (78)

Ty Ty > ATy Vp,i€DT(p,i) (79)

According to these constraints, the pinch point refers to the
temperature difference between the gas that leaves the evaporator
and saturation temperature of the working fluid (water) while the
minimum heat transfer temperature difference in each heat
exchanger is defined as the difference between the outlet (inlet) gas
temperature and the inlet (outlet) water temperature.

Finally, the following inequality constraint is also imposed on
the exhaust gas temperature at the HRSG outlet in order to prevent
condensation of acid components.

objective function, constant U-values, among others). Exergy effi-
ciency and/or cost will be further considered as objective functions.
This will require to include the corresponding exergy balances and/
or cost model resulting in a more complex model. In this sense, the
model presented in this paper may be considered to be part of the
solution strategy for optimization such objective functions. In fact, a
solution strategy may be easily implemented in GAMS where, in a
first step, the current model is solved and then the solution is used
in a second step to solve the complete model (current model plus
all constraints related to the calculations of the exergy losses in the
process-units or the total annual cost).

Consequently, based on the above, the proposed model has been
solved for two single objective functions. One of the objective
function is the minimization of the total heat transfer area
computed by Eq. (81) and the other one is the maximization of the
total net power computed by Eq. (82).

6 3 6
THTA =AY + 3 A+ A+ AP (81)
n=1 n=1 n=1
4
TNP = Wit + Wite — " Wi (82)

n=1

The proposed mathematical model involves 277 continuous
variables, 14 binary variables and 383 constraints (equality and
inequality constraints). In addition, lower and upper bounds in
some variables are considered in order to obtain feasible designs. It
was implemented in GAMS 23.9.5 (General Algebraic Modeling
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System) which is specifically a high-level modelling system for
solving large-scale numerical programming problems involving
both discrete and continuous variables. GAMS has been successfully
applied in several other areas allowing to find novel and improved
processes [45—47]. DICOPT (DIscrete and Continuous OPTimizer)
was used as MINLP solver [48], CPLEX for MIP (mixed integer
problem) solver [49], and CONOPT, which is based on the gener-
alized reduced gradient algorithm, was used as NLP (non-linear
problem) solver [50]. It should be addressed that global optimal
solutions cannot be guaranteed due to the non-convex constraints
involved in the bilinear terms related to the energy and mass bal-
ances, among others.

The used optimization methodology consists of a sequence of
non-linear (NLP) sub-problems and MILP (mixed integer lineal)
master problems. The NLP sub-problem provides an upper bound
for the primal problem while the MILP problem provides a lower
bound of the primal problem. Then, both NLP and MILP sub-
problems are solved in a cycle of iterations until the up-date rela-
tive gap of those bounds satisfy the tolerance criteria.

4. Discussion of results

The numerical values of the model parameters, lower and upper
bounds used for all of the optimizations are listed in Tables 2 and 3,
respectively. For comparison purposes, the bounds for high and low
pressure have been taken from Zhang et al. [36]. The values for the
other bounds were only to facilitate the model convergence. For
instance, the upper bound in the heat transfer area and mass flow-
rate were included to avoid potential unbounded values in some of
the iterations. Finally, it should be mentioned that the reference
case data taken from Zhang et al. [36] is numerical.

4.1. Verification model

In order to verify the proposed model, model outputs are
compared with data from Ref. [37] which correspond to a case of
existing HRSG configuration. Therefore, various optimization vari-
ables in the proposed MINLP model are fixed at the same values as

Table 2
Values of model parameters used in all case studies.

Flue gas specification Unit Value Source

Gas turbine exhaust mass flow kg/s 1419 [36]

Gas turbine exhaust temperature K 894.1 [36]

Composition [36]
H,0 0.08303
CO, 0.03715
N, 0.74463
0, 0.12623

Minimum exhaust gas K 393.1 [36]
temperature

Process units

Economizer overall heat W/(m? K) 42.6 [37]
transfer coefficient

Evaporator overall heat W/(m? K) 43.7 [37]
transfer coefficient

Superheater overall heat W/(m? K) 50 [37]
transfer coefficient

Minimum pinch point K 15 [36]

Approach point K 10 [36]

Minimum heat transfer K 15 [36]
temperature difference

Deaerator pressure Bar 0.20 [this work]

Condenser pressure Bar 0.04 [this work]

Isentropic efficiencies of Unitless 0.80 [this work]
steam turbines

Isentropic efficiencies of pumps Unitless 0.80 [this work]

Table 3

Lower and upper bounds for optimization variables used in all case studies.
Variable Lower bound Upper bound Source
High pressure Bar 70 80 [36]
Low pressure Bar 6 7 [36]
Temperature K 302.1 950 [36]
Mass flow-rate kg/s 0 100 [this work]
Heat transfer area ~ m? 0 110° [this work]

in Ref. [37] for recreating the reported solution. Thus, the proposed
MINLP model was used as a simulator rather than an optimizer.
Table 4 compares the results in terms of the stack gas temperature,
the total heat transferred in the HRSG, and the total power pro-
duction in the steam turbines. As shown, the simulated MINLP
solution agrees satisfactorily with the data reported in Ref. [37].

4.2. Optimization results

Once the proposed mode was successfully verified, it was used
to solve the optimization problem stated in the Section 2 but for RC
(HRSG configuration reported by Zhang et al. [36]). Therefore,
various optimization variables in the proposed MINLP model were
fixed for recreating the configuration obtained by Zhang et al. [36].
Precisely, the flow-rate in stream#27 and the high and low pres-
sures were set at 23.6 kg/sec, 70 and 6 bar, respectively, and also the
outlet temperatures of the working fluid at 671.0 and 864.0 K. After
that, the model is solved considering the possibility to split the
stream #2 and therefore to use the pump #1 in order to determine
its optimal layout, size and operating conditions that maximize the
total power production for the same total heat transfer area used in
RC (OD1). Also, a third optimization problem with the objective to
minimize the total heat transfer area for the same power produc-
tion obtained in the RC (OD2) has been also solved. Then, the three
optimal designs are compared in terms of the obtained configura-
tion, total heat transfer area, total net power generation and
operating conditions.

Tables 5 and 6 summarize the optimal values that correspond to
the heat transfer area, heat load in each process-unit as well as the
power produced in each steam turbine and the power required by
the pumps for each optimization design (RC, OD1 and OD2) and
Figs. 8—10 include the corresponding optimal values of flow-rate,
temperature and pressure of the all of the streams. In addition,
temperature-enthalpy rate diagrams for each one of the optimal
solutions are presented in Figs. 11—13 in order to illustrate the
optimization results.

One of the qualitative results reveals that the selection of the
Pump #1 does not depend on the objective function used for
optimization. In both OD1 and OD2, the Pump #1 has been selected,
affecting in different ways the optimal operating conditions.

As it can be seen in Table 5, the TNP obtained by OD1 is higher
compared to RC [36] in about 8% when a same THTA is involved in
both cases. One of the main differences between both designs is the
configuration of the HRSG. By comparing the configurations of
HRSG in RC (Fig. 8) and OD1 (Fig. 9), it is possible to observe that
despite that the THTA available in the entire process and the
number of heat exchangers are the same in both cases they are
interconnected in different way. Precisely, in OD1 the stream #2
that leaves the economizer EC1 is split into stream #3 and #19
compared to RC where no streams are split. Also it is interesting to
observe that the number of pumps required in both designs is the
same (3 pumps) but they are placed in different zones of the HRSG
which is also another difference between OD1 and RC. In the RC
(Fig. 8) two pumps #2 and #3 are placed after the deareator to flow
respectively the stream #29 into the EC1 which works in the zone
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Table 4
Model verification.

817

Parameter Unit This work Franco and Giannini (2006) [37]
Stack gas temperature K 398.5 398.2
Total heat transferred in HRSG MW 189.4 189.6
Total power generated in steam turbines MW 58.1 58.2
Gas turbine exhaust mass flow kg/s 445.4%
Gas turbine exhaust temperature K 778.2%
Condenser and deaerator pressure Bar 0.18%
High pressure steam mass flow-rate kg/s 48.3°
Low pressure steam mass flow-rate kg/s 13.2¢
High pressure Bar 53.8°
Low pressure Bar 5.4°
High pressure steam temperature K 763.2°
Low pressure steam temperature K 546.2°
@ Fixed values.
Table 5
Summary of the optimal total heat transfer area and net power for the three optimal designs.
Total heat transfer area (m?) Total net power (kW) Total CPU time (sec) Number of iterations
RC [36] 20417.8 24419.3 0.421 93
0oD1 20417.8 26388.4 3.962 1243
0D2 15557.9 24419.3 4.336 1192

of the low pressure and the stream #28 into the EC5 which works in
the zone of the high pressure. In contrast to this, in the OD1, only
one pump is located after the deareator (pump #3) which is used to
flow the stream #29 into the EC1. As shown, the stream #2 is then
split into the following two streams: a) stream #3 which flows to
the EV1 located in the low pressure level and b) stream #19 which
passes through the pump #1, increases its pressure and flows into
the economizer EC5 located in the high pressure level. The

Table 6
Optimal solutions obtained for different configurations.
Process unit RC [36] OD1 0OD2

Heat transfer area (m?)  EC LP 1769.5 3048.6 2048.8
EV LP 8724.6 3016.8 2074.7
SH LP 432.0 289.2 236.4
EC HP 1775.5 3371.0 2413.9
EV HP 3047.3 5474.0 4389.2
SH HP 2198.2 2861.0 21804
COND 24704 2356.9 22143
20417.8 20417.7 15557.9
LMTD (K) ECLP 50.6 724 101.7
EV LP 56.7 70.4 97.9
SH LP 240.2 93.2 1123
EC HP 170.6 79.9 103.5
EV HP 157.7 1189 140.6
SH HP 105.1 110.3 1294
Heat load in HRSG (kW) EC LP 3816.8 9409.0 8877.1
EV LP 21644.2 9291.9 8877.3
SH LP 5189.4 1349.0 13274
EC HP 12907.8 11485.7 10646.6
EV HP 21008.1 28446.7 26971.1
SH HP 11551.7 15782.7 141074
COND 51680.9 49305.8 46322.6
1277991 12507122 117129.8
Power (kW) wit 7887.2 10785.0 9836.7
wite 16634.1 15773.0 14738.6
24521441  26558.13 245753
Wf“mp 0 152.1 139.2

Wg“mp 95.7 0 0
Wgump 5.9 16.1 15.2
Wg“mp 03 13 14
102.0 169.6 156.0
Total Net Power (kW) 24419.3 263884 24419.3

inclusion of the Pump #1 in OD1 allowed to increase the pressure
from 7 to 80 bar compared to the RC [36] where the high pressure is
about 70 bar. In addition, the steam flow-rate in EC5 and therefore
in the steam turbine ST1 has been also increased by the use of the
pump #1 compared to the RC (19.01 vs 13.48 kg/sec), resulting in a
higher generation of TNP. As indicated in Table 6, the total work
required by pumps in OD1is slightly higher than that required in
RC, 169.6 vs 102.0 kW, indicating that the inclusion of the pump #1
does not affect the total work required by pumps significantly. On
the other hand and as expected, the TNP produced in the steam
turbines in OD1 is much more higher compared to RC (26558.1
versus 24521.4 kW) resulting in a higher net power production for a
same THTA (20417.8 m?). In this regards, it is also interesting to see
that, although the power production in STeq in RC is higher than in
OD1 (16634.1 vs 15773.0 kW), the power production in W5! in RC
[36] is much less than in OD1 (7887.2 vs 10785.0 kW).

A third optimization problem has been also solved (OD2) but
now considering the minimizing of THTA to produce the same net
power production obtained in the RC. As shown in Fig. 10, the
optimal arrangement is similar to that obtained in Fig. 9 (OD1) and
therefore is different to that involved in Fig. 8 (RC). For the same net
power production of 24419.3 MW, the THTA required in OD2 is
significantly lower than that required in RC [36] in about 24%
(15557.9 versus 20417.8 m?). As shown in Table 6, the optimal
placement of the pumps leads to increase both the power con-
sumptions by pumps and to increase the power production by
steam turbines in order to guarantee the fixed net power produc-
tion. It is interesting to observe that the heat transfer area required
by each heat exchanger for OD2 is lower than that required in OD1.
This is because of two reasons. The first is that the heat loads
involved in the units for OD2 are lower than in OD1. The second is
that the differences of temperature in the cold and hot sides of the
units which affect the corresponding driving forces in OD2 are
higher than in OD1, as it can be seen by comparing the T-H dia-
grams for OD2 (Fig. 13) and OD1 (Fig. 12). For instance, 2048.8 m? is
required in the EC LP OD2 for a heat load of 8877.1 kW and a driving
force of 101.7 K, in comparison to that involved in OD1 where is
required 3048.6 m? for a heat load of 9409.0 kW with a driving
force of 72.4 K. However, a different distribution of heat transfer
areas can be observed between OD2 and RC [36]. Although the heat
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Fig. 9. Optimal solution obtained for the maximization of the total net power for a given total heat transfer area.

transfer area required in EC LP, EC HP and EV HP in OD2 are higher
than that required in RC, the heat transfer area required in EV LP is
considerably much less than in RC (8724.6 vs 2074.7 m?) resulting
in a lower THTA. The area in SH HP and COND in OD2 are also lower
than in RC but not as much as the EV LP. Finally, it is interesting to
see in the T-H diagrams for RC in Fig. 11 that T, tends to T in EV1
increasing significantly the corresponding heat transfer areas.
However, the minimization of the THTA (total heat transfer area)
leads to increase the driving force by increasing the difference
between T, and T7 as it can be clearly seen in Fig. 13, in contrast to
that observed in Fig. 11.

Finally, it is interesting to present the computational cost
required to solve each one of the optimization problems. As shown
in Table 5, RC [36] requires less total CPU time and iterations
because the configuration is fixed and therefore no discrete de-
cisions are involved.

4.3. Trade-offs between total heat transfer area and total net power
Finally, the comparison of results between the current config-

uration and the reference configuration [36] can be also extended
by maximizing the total net power for a wide range of total heat
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Fig. 11. Temperature-enthalpy rate diagram obtained for the reference case [36].

transfer area. In order to obtain the optimal solutions for the RC, the
flow-rate of the stream#27 has been considered as an optimization
variable instead of a fixed value of 23.6 kg/sec which has been used
to recreate the Zhang's solution in the Section 4. In addition, the
high and low pressures and inlet and outlet temperatures at the
HRSG have been also considered as optimization variables. As it can
be clearly seen, the current optimal configuration produces more
total net power compared to the reference case. It can be seen that
the TNP obtained by the current model increases from
24419.3 kW at 15557.9 m? to 29015.3 kW at 36682.7 m? and then it
remains constant because some of the inequality constraints
included to prevent temperature cross-overs become to be equality
constraints, indicating that temperature differences tend to zero. A

similar behavior can be also observed for the RC, but the TNP
reaches a constant value of 26806.3 kW from 26435.63 m? (Fig. 14).

4.4. Assessment of the validity of the main modeling assumptions

4.4.1. Chen's approximation used to compute heat transfer areas

In order to assess the validity of modeling assumption about the
use of Chen's approximation instead of LMTD method, the MINLP
model was also solved for LMTD method using as initialization the
solution obtained for Chen's approximation. Table 7 compares the
results in terms of the driving force and heat transfer area of each
heat exchanger. As shown, the comparison reveals that both solu-
tions are almost similar. Chen's approximation is still preferred
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Fig. 13. Temperature-enthalpy rate diagram obtained for the minimization of the total heat transfer area for a given total power production.

than the LMTD method in order to avoid convergence problems
when the heat exchangers need to be removed.

4.4.2. Pumping work calculation assuming water as an
incompressible fluid

In order to verify if the approximation of incompressible fluid
is suitable for the pressure levels considered at states (2) and
(20), the pumping work was computed assuming both cases:
compressible and incompressible conditions. The comparison of
results obtained for RC [36], OD1 and OD2 revealed that the
assumption of incompressibility condition to compute the
pumping work in Pump 1 does not affect the optimization re-
sults. For instance, the pumping works and outlet temperature
computed under both conditions for OD1 differ only in about
0.1 kW and 0.8 °C, respectively.

5. Conclusions

This paper presents a discrete and continuous mathematical
model for the optimal synthesis and design of dual pressure heat
recovery steam generators coupled to two steam turbines. The
MINLP proposed model determines how the heat exchangers
(economizers, evaporators and superheaters) in the HRSG should
be connected in order to optimize a single objective function pro-
posed by the user. In this paper, the following two objective func-
tions have been proposed: a) the maximization of the total net
power for a given total heat transfer area (OD1) and b) the mini-
mization of the total heat transfer area for a given total net power
(OD2). The optimal configuration is selected from a superstructure
of alternative arrangements, and the operating conditions and size
of each process unit are determined simultaneously.
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Table 7
Comparison of results obtained by the LMTD method and Chen's approximation.

Driving force (°K)

Heat transfer area (m?)

LMTD method

Chen's approximation

LMTD method Chen's approximation

EC LP 724 724
EV LP 70.5 70.4
SH LP 93.7 93.2
EC HP 80.0 79.9
EV HP 119.5 118.9
SH HP 111.2 1103
Total

3048.3 3048.6
3015.0 3016.8
2879 289.2
3369.7 33711
5443.7 54741
2836.1 2860.9
18000.7 18060.7

The optimization results obtained in OD1 and OD2 have been
discussed in detail and they were compared with a reference case
reported by other authors [36]. Based on the optimal solutions, one
of the qualitative results reveals that a similar optimal configura-
tion was obtained in OD1 and OD2 which is more efficient than that
obtained in the RC. Precisely, the proposed superstructure
permitted a better allocation of heat exchangers and pumps in the
HRSG compared with the RC which allow to increase the power
production in about 8.00%,from 24419.4 (OD1) to 26380.5 kW (RC),
and to decrease the total heat transfer area in about 24.00%, from
20417.8 (RC) to 15557.9 m? (OD2).

The proposed model is being extended to include the following
points: a) three pressure levels, b) gas turbines available in the
market, c¢) detailed models of each heat exchanger in order to
include the pressure drop in the cold and hot sides, the variability of
the global heat transfer coefficients with velocity and temperature,
number and arrangement of tubes: square or triangular pitch and c)
a detailed cost model in order to minimize the total annual cost.
These considerations will increase the number of combinations,
and it may still be possible to find novel designs with substantially
improved efficiency. In addition, the proposed model will be also
complemented with other models developed previously by the

authors. In fact, mathematical models of thermal desalination
systems and/or CO, capture plants will be coupled into the model
presented in this paper in order to optimize the synthesis and
design of the entire process.
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Nomenclature

Continuous Variables

P: Pressure [Bar]

T: Temperature [K]

m: Mass flow-rate [kg/sec]
H: Specific enthalpy [k]/kg]
mH: Stream enthalpy [kKW]

A: Heat exchanged area [m

’)

AT: Logarithmic means temperature difference (Chen approximation) [K]
LMTD: Logarithmic means temperature difference [K]

U: Overall heat transfer coefficient [kW/m?K]

S: Specific entropy [k]/kgK]

Q: Heat transfer [kW]
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W: Power production or consumption [kW]
v: Specific volume [m3/kg]

TNP: Total net power [kW]

THTA: Total heat transfer area [m?]

Binary Variables

x: Heat exchanged existence
y: Pumps existence

Superscript

ec: Economizer
ev: Evaporator
sh: Superheater
pump: Pumps
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cond: Condenser

sat: Saturated condition

st: Steam turbine

ste: Steam turbine with extraction

Subscript

ijk,Im: Water stream
p.q,r: Exhaust gas stream
n,n’: Equipment number
L: Liquid state

V: Vapor state

G: Exhaust gas

lo: Lower bound

up: Upper bound
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