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THE SYMMETRIC RADON NIKODÝM PROPERTY FOR TENSOR
NORMS.

DANIEL CARANDO AND DANIEL GALICER

Abstract. We introduce the symmetric-Radon-Nikodým property (sRN property) for finitely

generated s-tensor norms β of order n and prove a Lewis type theorem for s-tensor norms

with this property. As a consequence, if β is a projective s-tensor norm with the sRN prop-

erty, then for every Asplund space E, the canonical map ⊗̃
n,s
β E′ →

(
⊗̃

n,s
β′ E

)′

is a metric

surjection. This can be rephrased as the isometric isomorphism Q
min(E) = Q(E) for certain

polynomial ideal Q. We also relate the sRN property of an s-tensor norm with the Asplund

or Radon-Nikodým properties of different tensor products. Similar results for full tensor

products are also given. As an application, results concerning the ideal of n-homogeneous

extendible polynomials are obtained, as well as a new proof of the well known isometric

isomorphism between nuclear and integral polynomials on Asplund spaces.

Introduction

A result of Boyd and Ryan [5] and also of Carando and Dimant [9] implies that, for an

Asplund space E, the space Pn
I (E) of integral polynomials is isometric to the space Pn

N (E)

of nuclear polynomials (the isomorphism between these spaces was previoulsy obtained by

Alencar in [1, 2]). In other words, if E is Asplund, the space of integral polynomials on

E coincides isometrically with its minimal hull (Pn
I )

min(E) = Pn
N (E). This fact was used,

for example, in [5, 6, 17] to study geometric properties of spaces of polynomials and tensor

products (e.g., extreme and exposed points of their unit balls), and in [7, 8] to characterize

isometries between spaces of polynomials and centralizers of symmetric tensor products. When

the above mentioned isometry is stated as the isometric coincidence between a maximal ideal

and its minimal hull, it resembles the Lewis theorem for operator ideals and (2-fold) tensor

norms (see [24] and also [15, Section 33.3]). The Radon-Nikodým property for tensor norms

is a key ingredient for Lewis theorem.

The aim of this article is to find conditions under which the equality Q(E) = Qmin(E)

holds isometrically for a maximal polynomial ideal Q. In terms of symmetric tensor prod-

ucts, we want conditions on an s-tensor norms ensuring the isometry ⊗̃
n,s
β E′ =

(
⊗̃

n,s
β′ E

)′
.

To this end, we introduce the symmetric Radon-Nikodým property for s-tensor norms and

we show our main result, a Lewis-type Theorem (Theorem 2.2): if an s-tensor norm has

the symmetric Radon-Nikodým property (sRN property), we have that the canonical map
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⊗̃
n,s
\β/E

′ →
(
⊗̃

n,s
/β′\E

)′
is a metric surjection for every Asplund space E (see the notation be-

low). As a consequence, if Q is the maximal ideal (of n-homogeneous polynomials) associated

with a projective s-tensor norm β with the sRN property, then Qmin(E) = Q(E) isometrically.

As an application of this result, we reprove the isometric isomorphism between integral

and nuclear polynomials on Asplund spaces (note that the result proved in [5, 9] is stronger).

We also show that the ideal of extendible polynomials coincide with its minimal hull for

Asplund spaces, and obtain as a corollary that the space of extendible polynomials on E has

a monomial basis whenever E′ has a basis.

We present examples of s-tensor norms associated to well known polynomial ideals which

have the sRN property. We also relate the sRN property of an s-tensor norm with the Asplund

property. More precisely, we show that, for β is projective with the sRN, then β′ preserves

the Asplund property, in the sense that ⊗̃
n,s
β′ E is Asplund whenever E is. As an application,

we show that the space of extendible polynomials on E has the Radon-Nikodým property if

and only if E is Asplund. One might be tempted to infer that a projective β with the sRN

property preserves the Radon-Nikodým property, but this is not the case, as can be concluded

from a result by Bourgain and Pisier [4]. However, we show that this is true with additional

assumptions on the space E.

In order to prove our main theorem, we must show an analogous result for full tensor norms,

which we feel can be of independent interest. It should be noted that, although we somehow

follow some ideas of Lewis Theorem’s proof in [15, Section 33.3], that proof is based on some

factorizations of linear operators and not on properties of bilinear forms. Therefore, the weaker

nature of the symmetric Radon-Nikodým property introduced in this work together with our

multilinear/polynomial framework makes our proof more complicated. As a consequence, we

decided to postpone the proof of the main result to Section 4. The article is then organized

as follows: In Section 1 we recall same basic definitions and facts about the theory of full

and symmetric tensor norms and set some notation. In Section 2 we define the symmetric

Radon-Nikodým property, state our main theorem and prove the related results described

above. We also exhibit some examples of tensor norms having the sRN property. In Section 3

we consider the sRN property in full tensor products and show the Lewis-type result for this

spaces (Theorem 3.5). In Section 4 we give the proof of Theorem 2.2 and conclude the article

with some questions.

We refer to [15] for the theory of tensor norms and operator ideals, and to [18, 19, 20, 21]

for symmetric tensor products and polynomial ideals.

1. Preliminaries

For a natural number n, a full tensor norm α of order n assigns to every n-tuple of Banach

spaces (E1, . . . , En) a norm α
(
. ;⊗n

i=1Ei

)
on the n-fold (full) tensor product ⊗n

i=1Ei such

that

(1) ε ≤ α ≤ π on ⊗n
i=1Ei.

(2) ‖ ⊗n
i=1 Ti :

(
⊗n

i=1 Ei, α
)
→
(
⊗n

i=1 Fi, α
)
‖ ≤ ‖T1‖ . . . ‖Tn‖ for each set of operator

Ti ∈ L(Ei, Fi), i = 1, . . . , n.
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We say that α is finitely generated if for all Ei ∈ BAN (the class of all Banach spaces) and

z in ⊗n
i=1Ei

α(z,⊗n
i=1Ei) := inf{α(z,⊗n

i=1Mn) : z ∈ ⊗n
i=1Mi},

the infimum being taken over all n-tuples M1, . . . ,Mn of finite dimensional subspaces of

E1, . . . , En respectively whose tensor product contains z.

We often call these tensor norms “full tensor norms”, in the sense that they are defined

on the full tensor product, to distinguish them from the s-tensor norms, that are defined on

symmetric tensor products.

We say that β is a s-tensor norm of order n if β assigns to each Banach space E a norm

β
(
. ;⊗n,sE

)
on the n-fold symmetric tensor product ⊗n,sE such that

(1) εs ≤ β ≤ πs on ⊗n,sE.

(2) ‖ ⊗n,s T :
(
⊗n,s E, β

)
→
(
⊗n,s F, β

)
‖ ≤ ‖T‖n for each operator T ∈ L(E,F ).

β is called finitely generated if for all E ∈ BAN and z ∈ ⊗n,sE

β(z,⊗n,sE) = inf{α(z,⊗n,sM) : M ∈ FIN(E), z ∈ ⊗n,sM}.

In this article we will only work with finitely generated tensor norms. Therefore, we will

assume that all tensor norms are always finitely generated.

If α is a full tensor norm of order n, then the dual tensor norm α′ is defined on FIN (the

class of finite dimensional Banach spaces) by

(
⊗n

i=1 Mi, α
′
)
:
1
= [
(
⊗n

i=1 M
′
i , α
)
]′

and on BAN by

α′(z,⊗n
i=1Ei) := inf{α′(z,⊗n

i=1Mn) : z ∈ ⊗n
i=1Mi},

the infimum being taken over all n-tuples M1, . . . ,Mn of finite dimensional subspaces of

E1, . . . , En respectively whose tensor product contains z.

Analogously, for β an s-tensor norm of order n, its dual tensor norm β′ is defined on FIN

by

(
⊗n,s M,β′

)
:
1
= [
(
⊗n,s M ′, β

)
]′

and extended to BAN as before.

The projective and injective associates (or hulls) of α will be denoted, by extrapolation of

the 2-fold case, as \α/ and /α\ respectively. The projective associate of α will be the (unique)

smallest projective tensor norm greater than α. Following [15, Theorem 20.6.] we have:

(
⊗n

i=1 ℓ1(Ei), α
) 1
։
(
⊗n

i=1 Ei, \α/
)
.

The injective associate of α will be the (unique) greatest injective tensor norm smaller than

α. As in [15, Theorem 20.7.] we get,

(
⊗n

i=1 Ei, /α\
) 1
→֒
(
⊗n

i=1 ℓ∞(BE′
i
), α
)
.
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With this, an n-linear form A belongs to
(
⊗n

i=1Ei, \α/
)′

if and only if A◦(QE1 , . . . , QEn) ∈(
⊗n

i=1 ℓ1(BEi), α
)′

where QEk
: ℓ1(BEk

) ։ Ek stands for the canonical quotient map. More-

over,

‖A‖(
⊗n

i=1Ei,\α/
)′ = ‖A ◦ (QE1 , . . . , QEn)‖(⊗n

i=1Ei,α
)′ .

On the other hand, an n-linear form A is
(
⊗n

i=1Ei, /α\
)′

if it has an extension to ℓ∞(BE′
1
)×

· · · × ℓ∞(BE′
n
) that is

(
⊗n

i=1 ℓ∞(BE′
i
), α
)′

. Moreover, the norm of A in
(
⊗n

i=1 Ei, /α\
)′

is the

infimum of the norms in
(
⊗n

i=1 ℓ∞(BE′
i
), α
)′

of all such extensions.

We will say that a tensor norm α is injective if α = /α\. Equivalently, α is projective

whenever α = \α/.

Note that in our notation, the symbols “\” and “/” by themselves lose their original mean-

ings, as well as the left and right sides of α.

The projective and injective associates for a s-tensor norm β can be defined in a similar

way:
(
⊗n,s ℓ1(E), β

) 1
։
(
⊗n,s E, \β/

)
.

(
⊗n

i=1 E, /β\
) 1
→֒
(
⊗n,s ℓ∞(BE′), β

)
.

The s-tensor norm β will be called injective or projective if β = /β\ or β = \β/ respectively.

The description of the n-homogeneous polynomial Q belonging to
(
⊗n,s E, \β/

)′
or to(

⊗n,s E, /β\
)′

is analogous to that for multilinear forms.

It is not hard to check, following the ideas of [15, Proposition 20.10.], the following duality

relations for a full tensor norms α or an s-tensor norm β:

(/α\)′ = \α′/, (\α/)′ = /α′\, (/β\)′ = \β′/, (\β/)′ = /β′\.

If U is the maximal ideal of n-linear forms associated to the tensor norm α we will denote

\U/ the maximal ideal associated to \α/ (i.e. \U/(E1, . . . , En) =
(
⊗n

i=1 Ei, /α\
)′

). Analo-

gously, if Q the maximal ideal of n-homogeneous polynomials associated to the s-tensor norm

β we will denote \Q/ the maximal ideal associated to \β/.

2. The symmetric Radon-Nikodým property

It is well know that the Radon-Nikodým property permitted to understand the full duality

of a tensor norm π and ε, describing conditions under which E′⊗̃πF
′ = (E⊗̃εF )′ holds. Lewis

in [24] obtained many results of the form E′⊗̃αF
′ = (E⊗̃α′F )′ or, in other words, results

about A
min(E,F ′) = A(E,F ′) (if A is the maximal operator ideal associated with α).

For Q a maximal ideal of n-homogeneous polynomials, we want to find conditions under

which the next equality holds:

(1) Qmin(E) = Q(E).

A related question is the following: If β is the s-tensor norm of order n associated to Q,

when does the natural map

(2) J : ⊗̃
n,s
β E′ 1

։ Qmin(E) →֒ Q(E)
1
=
(
⊗̃

n,s
β′ E

)′
,
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become a metric surjection? Note that, in this case, we get the equality (1). To give an

answer to this question we will need the next definition. In a sense, is symmetric version of

the one which appears in [15, 33.2].

Definition 2.1. A finitely generated s-tensor norm β of order n has the symmetric-Radon-

Nikodým property (sRN property) if

⊗̃
n,s
β ℓ1

1
=
(
⊗̃

n,s
β′ c0

)′
.

Here equality means that canonical arrow J : ⊗̃
n,s
β ℓ1 −→

(
⊗̃

n,s
β′ c0

)′
(as in (2) with E = c0) is

an isometric isomorphism.

It is clear from the definition that a s-tensor norm β has de sRN property if and only if its

projective hull \β/ does.

Since ℓ1 has the metric approximation property, by [19, Corollary 5.2 and Proposition 7.5]

we have that J is always an isometry. Therefore, to prove that β has the sRN property we

only have to check that J is surjective. Note that, for Q its the maximal n-homogeneous

polynomial ideal associated to β, our previous definition is equivalent to

(3) Qmin(c0) = Q(c0),

and the isometry is automatic.

Our interest in the sRN property is the following Lewis-type theorem:

Theorem 2.2. Let β be an s-tensor norm with the sRN property and E be an Asplund space.

Then

⊗̃
n,s
\β/E

′
։

(
⊗̃

n,s
/β′\E

)′

is a metric surjection.

As a consequence, if Q is the maximal ideal of n-homogeneous polynomials associated with

β, then

(\Q/)min(E) = \Q/(E) isometrically.

One may wonder if the projective hull of the tensor norm β is really necessary in Theo-

rem 2.2. Let us see that, in general, it cannot be avoided. Take any injective s-tensor norm

and let Q be the associated maximal polynomial ideal. If T is dual of the original Tsirelson

space (which is reflexive and therefore Asplund), then we can see that Q(T ) 6= Qmin(T ).

Indeed, if we write each x ∈ T in terms of the canonical basis x =
∑

j xjej , we can define a

sequence of n-homogeneous polynomials Pm on T as Pm(x) =
∑m

j=1 x
n
j . Since β is injective,

by [13, Lemma 3.7.], we have that ‖Pm‖Q(ℓ2) is uniformly bounded. Since T does not contain

(ℓm2 )m nor (ℓm∞)m uniformly complemented (see [14, pages 33 and 66]), we can conclude that

Q(T ) cannot be separable by [13, Proposition 4.9]. As a consequence, Q(T ) cannot coincide

with Qmin(T ).

In order to prove Theorem 2.2, an analogous result for full tensor products (and multilinear

forms) will be necessary. As a consequence, we postpone the proof of Theorem 2.2 to Section 4.
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Let us then present different tensor norms with the sRN. We begin with two simple exam-

ples. The following identities are simple and well known:
(
⊗̃

n,s
π′
s
c0

)′
=
(
⊗̃

n,s
εs c0

)′
= ⊗̃

n,s
πs

ℓ1

and (
⊗̃

n,s
ε′s

c0

)′
=
(
⊗̃

n,s
πs

c0

)′
= ⊗̃

n,s
εs ℓ1

(they easily follow from the analogous identities for full tensor products, since the symmetriza-

tion operator is a continuous projection). Therefore, we have:

Example 2.3. The tensor norms πs and εs have the sRN property.

In [1, 2], Alencar showed that if E is Asplund, then integral and nuclear polynomials on E

coincide, with equivalent norms. Later, Boyd and Ryan [5] and, independently, Carando and

Dimant [9], showed that this coincidence is isometric (with a slightly more general assumption:

that ⊗̃
n,s
εs E does not contain a copy of ℓ1). Note that the isometry between nuclear and integral

polynomials on Asplund spaces is an immediate consequence of Theorem 2.2 for β = πs:

Corollary 2.4. If E is Asplund, then Pn
I (E) = Pn

N (E) isometrically.

If we apply Theorem 2.2 and [19, Corollary 5.2] to β = εs, we obtain

Pn
e (E) = (Pn

e )
min(E) = ⊗̃

n,s
\εs/E

′ isometrically

for E′ with the bounded approximation property. Combining this with the main result in [22]

we have:

Corollary 2.5. Let E be a Banach space such that E′ has a basis. Then, the monomials

associated to this basis is a Schauder basis of Pn
e (E).

We now give other examples of s-tensor norms associated to well know maximal polynomial

ideals having the sRN property.

The ideal of r-factorable polynomials: For n ≤ r ≤ ∞, a polynomial P ∈ Pn(E)

is called r-factorable [20] if there is a positive measure space (Ω, µ), an operator T ∈

L
(
E,Lr(µ)

)
and Q ∈ Pn

(
Lr(µ)

)
with P = Q ◦ T . The space of all such polynomials will be

denoted by Ln
r (E). With

‖P‖Ln
r (E) = inf{‖Q‖‖T‖n : P : E

T
−→ Lr(µ)

Q
−→ K}.

Example 2.6. Let ρrn be the s-tensor norm associated to Ln
r (r ≥ n ≥ 2). Then, ρrn has the

s-RN property.

Proof. We can suppose that r < ∞ since Ln
∞(E) = Pn

e (c0) [20, Proposition 3.4]. For P ∈

Ln
r (c0) there is a measure space (Ω, µ), an operator T ∈ L

(
c0, Lr(µ)

)
and a polynomial

Q ∈ Pn
(
Lr(µ)

)
with P = Q ◦ T . Since Lr(µ) is reflexive, as a direct consequence of the

Schauder Theorem and the Schur property of ℓ1 we have that T is approximable. On the

other hand Q is trivially in Ln
r (Lr(µ)). Hence P belongs to (Ln

r )
min(c0). �
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The ideal of positively r-factorable polynomials: An n-homogeneous polynomial Q :

F → K on a Banach lattice F is called positive, if Q̌ : F → K is positive, i.e., Q̌(f1, . . . , fn) ≥ 0

for f1, . . . , fn ≥ 0. For n ≤ r ≤ ∞, a polynomial P ∈ Pn(E) is called postively r-

factorable [20] if there is a positive measure space (Ω, µ), an operator T ∈ L
(
E,Lr(µ)

)
and

Q ∈ Pn
(
Lr(µ)

)
positive with P = Q ◦ T . The space of all such polynomials will be denoted

by J n
r (E). With

‖P‖Ln
r (E) = inf{‖Q‖‖T‖n : P : E

T
−→ Lr(µ)

Q
−→ K}.

Using the the ideas of the previous proof we have:

Example 2.7. Let δrn be the s-tensor norm associated to J n
r (2 ≤ n ≤ r < ∞). Then, δrn has

the s-RN property.

The ideal of r-dominated polynomials:

For x1, . . . , xm ∈ E, we define

wr

(
(xi)

m
i=1

)
= sup

x′∈BE′

(
∑

i

| < x′, xi > |r

)1/r

.

A polynomial P ∈ Pn(E) is r-dominated (for r ≥ n) if there exists C > 0 such that for

every finite sequence (xi)mi=1 ⊂ E the following holds

(
m∑

i=1

|P (xi)|
r
n

)n
r

≤ Cwr((xi)
m
i=1)

n.

We will denote the space of all such polynomials by Dn
r (E). The least of such constants C is

called the r-dominated norm and denoted ‖P‖Dn
r (E).

In [10, Section 4], a n-fold full tensor norm αn
r′ was introduced, so that the ideal of domi-

nated multilinear forms is dual to αn
r′ . If we use the same notation for the analogous s-tensor

norm, we have that (αn
r′)

′ is the s-tensor norm associated to Dr.

Example 2.8. The s-tensor norm (αn
r′)

′ has the s-RN property.

Proof. By [26] we know that Dn
r = Pn ◦ Πr, where Πr is the ideal of r-summing operators

(see [19] for notation). Thus, for P ∈ Dn
r (c0) we have the factorization P = Q ◦ T where

T : c0 −→ G is an r-summing operator and Q : G −→ K an n-homogeneous continuous

polynomial. We may assume without lost of generality that G = F ′ for a Banach space F

(think on the Aron-Berner extension). By [15, Proposition 33.5] the tensor norm (αr′,1)
′ has

the Radon Nikodým property. Using this, and the identity (αt)′ = (α′)t (which holds for

every tensor norm of order two α) we easily get:

Πr(c0, G) = Πr(c0, F
′) =

(
c0 ⊗α1,r′

F
)′

=
(
F ⊗αr′,1

c0
)′
=

= F ′ ⊗(αr′,1)
′ ℓ1 = ℓ1 ⊗(α1,r′ )

′ F ′ = ℓ1 ⊗(α1,r′ )
′ G.

Therefore, we have proved that Πr(c0, G) = (Πr)
min(c0, G). Now is easy that Dn

r (c0) =

(Dn
r )

min(c0). �



8 DANIEL CARANDO AND DANIEL GALICER

A natural and important question about a tensor norm is if it preserves some Banach space

property. The following result shows that the symmetric Radon-Nikodým is closely related

to the preservation of the Asplund property under tensor products:

Theorem 2.9. Let E be Banach space and β a projective s-tensor norm with sRN property.

The tensor product ⊗̃
n,s
β′ E is Asplund if an only if E is Asplund.

Proof. Necessity is clear. For the converse, let S be a separable subspace of ⊗̃
n,s
β′ E and let us

see that it has a separable dual. We can take (zk)k∈K a sequence of elementary tensors such

that S is contained in the closed subspace spanned by them. Each zk can be written as

zk =

r(k)∑

j=1

⊗nxkj .

Let F = [xkj : 1 ≤ j ≤ r(k), k ∈ N]. Since β′ is injective, we have the isometric inclusion

S
1
→֒ ⊗̃

n,s
β′ F . Now, F ′ is separable (since E is Asplund) and therefore, by Theorem 2.2, the

map

⊗̃
n,s
β′ F ′ −→

(
⊗̃

n,s
β′ F

)′

is surjective. So,
(
⊗̃

n,s
β′ F

)′
is a separable Banach space and hence is also S′ (since we have a

surjective map
(
⊗̃

n,s
β′ F

)′
։ S′). �

The following is an application of the previous theorem to β = \εs/:

Corollary 2.10. For a Banach space E and n ∈ N, Pn
e (E) has the Radon-Nikodým property

if and only if E is Alplund.

Looking at Theorem 2.9 a natural question arises: if β is a projective s-tensor norm with

the sRN property, does ⊗̃
n,s
β E have the Radon-Nikodým property whenever E has the Radon-

Nikodým property? Burgain and Pisier [4, Corollary 2.4] presented a Banach space E with

the Radon-Nikodým property such that E⊗π E contains c0 and, consequently, does not have

the Radon-Nikodým property. This construction gives a negative answer to our question since

the copy of c0 in E ⊗π E is actually contained in the symmetric tensor product of E and πs

(which has the sRN property) is equivalent to the restriction of π to the symmetric tensor

product.

However, ⊗̃
n,s
β E inherits the Radon-Nikodým property of E if, in addition, E is a dual

space with the approximation property (this should be compared to [16], where an analogous

result for the 2-fold projective tensor norm π is shown):

Corollary 2.11. Let β be a projective s-tensor norm with the sRN property and E a dual

Banach space with the approximation property. Then, ⊗̃
n,s
β E has the Radon-Nikodým property

if and only if E does.

Proof. Let F be a predual of E and suppose E has the Radon-Nikodým property. Since F is

Asplund, by Theorem 2.9 so is ⊗̃
n,s
β′ F . On the other hand, by Theorem 2.2 we have a metric

surjection ⊗̃
n,s
β E ։

(
⊗̃

n,s
β′ F

)′
. Since E = F ′ has the approximation property, this mapping is
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also injective: this can be seen, for example, a consequence of the injectivity of the following

mapping [18, Section 4.3]:

⊗̃
n,s
πs

E → ⊗̃
n,s
β E ։

(
⊗̃

n,s
β′ F

)′
→֒ Pn(F )

Therefore, ⊗̃
n,s
β E is the dual of an Asplund Banach space and therefore has the Radon-

Nikodým property.

Since E is complemented in ⊗̃
n,s
β E, the converse follows. �

Any Banach space E with a boundedly complete Schauder basis {ek}k is a dual space with

the Radon-Nikodým property and the approximation property. Indeed, E turns out to be the

dual of the subspace F of E′ spanned by the dual basic sequence {e′k}k (which is, by the way,

a shrinking basis of F ). Then we have

(4) ⊗̃
n,s
β E

1
=
(
⊗̃

n,s
β′ F

)′

The monomials associated to {ek}k and to {e′k}k with the appropriate ordering (see [22]) are

Schauder basis of, respectively, ⊗̃
n,s
β E and ⊗̃

n,s
β′ F . By the equality (4), monomials form a

boundedly complete Schauder basis of ⊗̃
n,s
β E and a shrinking Schauder basis of ⊗̃

n,s
β′ F .

On the other hand, if we start with a Banach space E with a shrinking Schauder basis and

take F as its dual, we are in the analogous situation with the roles of E and F interchanged.

So we have:

Corollary 2.12. Let β be a projective s-tensor norm with the sRN property.

a) If E has a boundedly complete Schauder basis, then so does ⊗̃
n,s
β E.

b) If E has a shrinking Schauder basis, then so does ⊗̃
n,s
β′ E.

The corresponding statement for the 2-fold full tensor norm π was shown by Holub in [23].

3. The sRN property for full symmetric tensor norms

In order to prove Theorem 2.2 we must first show an analogous result for full tensor products

(see Theorem 3.5 below). So let us first introduce the sRN property for full tensor products

in the obvious way:

Definition 3.1. A finitely generated full tensor norm of order n α has the symmetric Radon-

Nikodým property (sRN property) if

(⊗̃
n
i=1ℓ1, α) =

(
⊗̃

n
i=1c0, α

′
)′
.

As in [15, Lemma 33.3.] we have the following symmetric result for ideals of multilinears

form.

Proposition 3.2. Let α be a finitely generated full tensor norm of order n with the sRN

property. Then,

(⊗̃
n
i=1ℓ1(Ji), α) =

(
⊗̃

n
i=1c0(Ji), α

′
)′

holds isometrically for all index sets J1, . . . , Jn.
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Proof. Fix J1, . . . , Jn index sets, and let us denote U(c0(J1), . . . , c0(Jn)) =
(
⊗̃

n
i=1c0(Ji), α

′
)′

.

We must show U(c0(J1), . . . , c0(Jn)) = Umin(c0(J1), . . . , c0(Jn)) with equal norms. Take

T ∈ U
(
c0(J1), . . . , c0(Jn)

)
. If we denote L = {(j1, . . . , jn) : T (ej1 , . . . , ejn) 6= 0}, let us prove

that L is countable. If not, there exist (jk1 , . . . , j
k
n)k∈N different indexes such that

|T (ejk1
, . . . , ejkn)| > ε.

Passing to subsequences we may assume without lost of generality that ejki
are weakly con-

vergent sequences and, moreover, ejk1
w

−→ 0. This contradicts the Littlewood-Bogdanowicz-

Pełczyński property of c0 [3, 25].

Let Ωk : J1 × · · · × Jn −→ Jk given by Ωk(j1, . . . , jn) = jk. And let Lk the set Ωk(L) ⊂ Jk.

Consider, ξk the mapping c0(Jk) → c0(Lk) given by

(aj)j∈Jk 7→ (aj)j∈Lk
.

And the inclusion ık : c0(Lk) → c0(Jk) defined by

(aj)j∈Lk
7→ (bj)j∈Jk ,

where bj is aj if j ∈ Lk and zero otherwise. Then, we can factor

c0(J1)× · · · × c0(J1)
T

//

ξ1×···×ξn
��

K

c0(L1)× · · · × c0(Ln)

T

55kkkkkkkkkkkkkkkkkk

,

where T := T ◦ (ı1 × · · · × ın). Since α has the symmetric Radon Nikodým property we have

that U(c0(L1), . . . , c0(Ln)) = Umin(c0(L1), . . . , c0(Ln)) with equal norms. Therefore T is in

Umin(c0(L1), . . . , c0(Ln)) with

‖T‖Umin = ‖T‖U ≤ ‖T‖U .

Thus T belongs to Umin(c0(L1), . . . , c0(Ln)) which implies that T also is Umin(c0(J1), . . . , c0(Jn)).

Moreover,

‖T‖Umin ≤ ‖T‖Umin‖ξ1 × · · · × ξn‖ ≤ ‖T‖U .

�

Let E1, . . . , En be Banach spaces. For every k = 1 . . . n denote by Ik : Ek → ℓ∞(BE′
k
)

the inclusion map. Also, let EXTk denote the canonical extension of a multilinear form to

the bidual in the k-th coordinate (i.e. the multilinear version of the canonical extension ϕ∧

and ∧ϕ of a bilinear for ϕ, as in [15, Section 1.9]). It is important to mention that, as in

[15, Section 6.7.], we also have (with a similar proof) a multilinear version of the Extension

Lemma. In other words, extending a multilinear form to any bidual preserves the norm as a

linear functional on the tensor product, for any finitely generated tensor norm.

For ϕ : E1 × · · · × En → K we denote ϕn the associated (n − 1)-linear mapping ϕn :

E1 × · · · × En−1 → E′
n. Now, if T : E′

n → F ′ is a linear operator, then the (n − 1)-

linear mapping ρ : E1 × · · · × En−1 × F ′ → K given by T ◦ ϕn induces a n-linear form on
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E1 × · · · × En−1 × F . It is not hard to check that

ρ(e1, . . . , en−1, f) = (EXTn)ϕ(e1, . . . , en−1, T
′JF (f)),

where JF : F → F ′′ is the canonical inclusion map.

For every k = 1 . . . n we define an operator

Ψk :
(
(⊗̃

k−1
j=1Ej)⊗̃c0(BE′

k
)⊗̃(⊗̃

n
j=k+1Ej), /α

′\
)′

→
(
⊗̃

n
i=1Ei, /α

′\
)′
,

by the composition
(
(⊗̃

k−1
j=1IdEk

)⊗̃Ik⊗̃(⊗̃
n
j=k+1IdEk

)
)′
◦EXTk.

The following remark is easy to see:

Remark 3.3. Let E1, . . . , En be Banach spaces. For every k the following diagram conmutes:
(
(⊗̃

k−1
j=1E

′
j)⊗̃ℓ1(BE′

k
)⊗̃(⊗̃

n
j=k+1E

′
j), \α/

)
//

(⊗̃
k−1
j=1 IdE′

j
)⊗̃Qk⊗̃(⊗̃

n
j=k+1IdE′

j
)

��

(
(⊗̃

k−1
j=1Ej)⊗̃c0(BE′

k
)⊗̃(⊗̃

n
j=k+1Ej), /α

′\
)′

Ψk

��

(E′
1⊗̃ . . . ⊗̃E′

k−1⊗̃E′
k⊗̃E′

k+1⊗̃ . . . ⊗̃E′
n, \α/) //

(
⊗̃

n
i=1Ei, /α

′\
)′
,

where Qk : ℓ1(BE′
k
) ։ E′

k is the quotient map.

Now an important proposition:

Proposition 3.4. Let E1, . . . , En be Banach spaces. If Ek is Asplund then Ψk is a metric

surjection.

Proof. We will prove it assuming that k = n (the other cases are completely analogous).

Notice that Ψn has norm less or equal to one (since EXTn is an isometry).

Fix ϕ ∈
(
⊗̃

n
i=1Ei, /α

′\
)′

and ε > 0 and let ϕ̃ ∈
(
(⊗̃

n−1
i=1 Ei)⊗̃ℓ∞(BE′

n
), /α′\

)′
a Hahn-

Banach extension of ϕ. Since E′
n has the Radon-Nikodým property, by the Lewis-Stegall

theorem the adjoint of the canonical inclusion In : En → ℓ∞(BE′
n
) factors through ℓ1(BE′

n
)

via

(5) ℓ∞(BE′
n
)′

I′n
//

A

%%LLLLLLLLLL
E′

n

ℓ1(BE′
n
)

Qn
;; ;;wwwwwwwww

where Qn is the canonical quotient map and ‖A‖ ≤ (1+ε). Let ρ : E1×· · ·×En−1×c0(BE′
n
) →

K given by the formula ρ(x1, . . . , xn−1, a) = (EXTn)ϕ̃(x1, . . . , xn−1, A
′Jc0(BE′

n
)(a)) (ρ is the

n-linear form on E1 × · · · ×En−1 × c0(BE′
n
) associated to A ◦ (ϕ̃)n). Using the ideal property

and the fact that the extension to the bidual is an isometry ρ ∈
(
(⊗̃

n−1
i=1 Ei)⊗̃c0(BE′

n
), /α′\

)′

and ‖ρ‖ ≤ ‖ϕ‖(1 + ε).

If we show that Ψn(ρ) = ϕ we are done. It is an easy exercise to prove that I ′n(ϕ̃)
n = ϕn.

It is also easy to see that In(x)(a) = Qn(a)(x) for x ∈ En and a ∈ ℓ1(BE′
n
).
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Now, Ψn(ρ) = (⊗̃
n−1
i=1 IdEi⊗̃In)

′ ◦ (EXTn)(ρ). Then,

Ψn(ρ)(x1, . . . , xn) = (Inxn)[ρ(x1, . . . , xn−1, ·)]

= (Inxn)A(ϕ̃)
n(x1, . . . , xn−1)

= QnA(ϕ̃)
n(x1, . . . , xn−1)(xn)

= I ′n(ϕ̃)
n(x1, . . . , xn−1)(xn)

= ϕn(x1, . . . , xn−1)(xn)

= ϕ(x1, . . . , xn).

�

The following result is the version of Theorem 2.2 for full symmetric tensor products. It

should be noted that it holds for tensor products of different spaces.

Theorem 3.5. Let α be a tensor norm with the sRN property and E1, . . . , En be Asplund

spaces. Then

(⊗̃
n
i=1E

′
i, \α/) ։

(
⊗̃

n
i=1Ei, /α

′\
)′

is a metric surjection.

In particular if (A,A) is the maximal ideal (of multilinear forms) associated with α, then

(\A/)min(E1, . . . , En) = \A/(E1, . . . , En).

Proof. Using Remark 3.3 we know that the following diagram commutes in each square.
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(
⊗̃

n
i=1ℓ1(BE′

i
), \α/

) R0
//

⊗̃
n−1
i=1 Idℓ1(BE′

i
)⊗̃Pn

��
��

(
⊗̃

n
i=1c0(BE′

i
), /α′\

)′

EXTn

��(
(⊗̃

n−1
i=1 c0(BE′

i
))⊗̃ℓ∞(BE′

n
), /α′\

)′

(
(⊗̃

n−1
i=1 Idc0(BE′

i
))⊗̃In

)′
��
��

((⊗̃
n−1
i=1 ℓ1(BE′

i
))⊗̃E′

n, \α/)
R1

//

(⊗̃
n−2
i=1 Idℓ1(BE′

i
))⊗̃Pn−1⊗̃IdE′

n

��
��

(
(⊗̃

n−1
i=1 c0(BE′

i
))⊗̃En, /α

′\
)′

EXTn−1

��(
(⊗̃

n−2
i=1 c0(BE′

i
))⊗̃ℓ∞(BE′

n−1
)⊗̃En, /α

′\
)′

(
(⊗̃

n−1
i=1 Idc0(BE′

i
))⊗̃In−1⊗̃IdE′

n

)′
��
��

((⊗̃
n−2
i=1 ℓ1(BE′

i
))⊗̃E′

n−1⊗̃E′
n, \α/)

R2
//

��
��

(
(⊗̃

n−2
i=1 c0(BE′

i
))⊗̃En−1⊗̃En, /α

′\
)′

��. . .

. . . . . . . . .

��
��

. . .

��

(ℓ1(BE′
1
)⊗̃(⊗̃

n
i=2E

′
i), \α/)

Rn−1
//

P1⊗̃(⊗̃
n
i=2IdE′

i
)

��
��

(
c0(BE′

1
)⊗̃(⊗̃

n
i=2Ei), /α

′\
)′

EXT1

��(
ℓ∞(BE′

1
)⊗̃(⊗̃

n
i=2Ei), /α

′\
)′

(
I1⊗̃(⊗̃

n
i=2IdE′

i
)
)′

��
��

(⊗̃
n
i=1E

′
i, \α/)

Rn
//
(
⊗̃

n
i=1Ei, /α

′\
)′

Looking at the first commutative diagram and using that R0 is a metric surjection (Propo-

sition 3.4) we get that R1 is also a metric surjection. The same argument can be applied to the

second commutative diagram now that we know that R1 is metric surjection. Thus, R2 is also

a metric surjection. Reasoning like this, it follows that Rn : (⊗̃
n
i=1E

′
i, \α/) →

(
⊗̃

n
i=1Ei, /α

′\
)′

is a metric surjection. �

We will call Ψ :
(
⊗̃

n
i=1c0(B

′
Ei
)
)′

→
(
⊗̃

n
i=1E

′
i

)′
the composition of the downward arrows in

the right side of the last diagram. The following proposition shows how to describe the map

Ψ more easily (it will be useful to prove the polynomial version the of the last theorem).
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Proposition 3.6. The arrow Ψ :
(
⊗̃

n
i=1c0(B

′
Ei
, /α′\)

)′
→
(
⊗̃

n
i=1Ei, /α

′\
)′

is the composition

map
(
⊗̃

n
i=1c0(B

′
Ei
), /α′\

)′ EXT
−→

(
⊗̃

n
i=1ℓ∞(B′

Ei
), /α′\

)′ (⊗̃n
i=1Ii)

′

−→
(
⊗̃

n
i=1Ei, /α

′\
)′
,

where EXT stands for the iterated extension to the bidual given by (EXTn) ◦ · · · ◦ (EXT1)

(we extend from the left to the right).

Proof. For the readers’ sake we will give a proof for the case n = 2. Let ρ ∈
(
c0(BE′

1
)⊗̃c0(BE′

2
), /α′\

)′
,

then

Ψ(ρ)(e1, e2) = (idE1⊗̃I2)
′(EXT2)(I1⊗̃Idc0(BE′

2
))
′(EXT1)(ρ)(e1, e2)

= (EXT2)(I1⊗̃Idc0(BE′
2
))

′(EXT1)(ρ)(e1, I2(e2))

= I2(e2)
(
(I1⊗̃Idc0(BE′

2
))
′(EXT1)(ρ)(e1, ·)

)

= I2(e2)
(
a 7→ I1(e1)ρ(·, a)

)

= I2(e2)
(
(EXT1)(ρ)(I1(e1), ·)

)

= (EXT )(ρ)(I1(e1), I2(e2))

= (I1⊗̃I2)
′(EXT )(ρ)(e1, e2).

�

Now, this proposition shows that the diagram

(⊗̃
n
i=1ℓ1(BE′

i
), \α/) // //

P
��
��

(
⊗̃

n
i=1c0(BE′

i
), /α′\

)′

Ψ
��
��

(⊗̃
n
i=1E

′
i, \α/)

//
(
⊗̃

n
i=1Ei, /α

′\
)′

conmutes and, by the proof of the Theorem 3.5, we have that, for E1, . . . , En Asplund spaces,

the map Ψ is a metric surjection.

The next remark will be very useful. It can be proved following carefully the proof of

Proposition 3.4 and using Proposition 3.6.

Remark 3.7. Let E an Asplund space and A : ℓ∞(BE′)′ → ℓ1(BE′) be the operator obtained

by the Lewis-Stegall Theorem with ‖A‖ ≤ 1+ε as in diagram (5). Given ϕ ∈
(
⊗̃

n
i=1E, /α′\

)′
,

if we take a Hahn-Banach extension ϕ̃ ∈
(
⊗̃

n
i=1ℓ∞(BE′), /α′\

)′
, then the linear functional

ρ ∈
(
⊗̃

n
i=1c0(BE′), /α′\

)′
given by

(6) ρ(a1, . . . , an) := (EXT )(ϕ̃)(A′J(a1), . . . , A
′J(an)),

satisfies Ψ(ρ) = ϕ and ‖ρ‖ ≤ ‖ϕ‖(1 + ε)n.

We end this section with the statement of the non-symmetric versions of Theorem 2.9,

Corollary 2.11 and Corollary 2.12, which readily follow:
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Theorem 3.8. Let E1, . . . , En be Banach spaces and α a full symmetric tensor norm with

sRN. The tensor product
(
E1⊗̃ . . . ⊗̃En, /α

′\
)

is Asplund if an only if Ei is Asplund for

i = 1 . . . n .

Corollary 3.9. Let α be a projective full symmetric tensor norm with the sRN property and

E1, . . . , En dual Banach spaces with the approximation property. Then,
(
E1⊗̃ . . . ⊗̃En, α

)
has

the Radon-Nikodým property if and only if every Ei does.

Corollary 3.10. Let α be a projective full symmetric tensor norm with the sRN property and

E1, . . . , En be Banch spaces.

a) If every Ei has a boundedly complete Schauder basis, then so does
(
E1⊗̃ . . . ⊗̃En, α

)
.

b) If every Ei has a shrinking Schauder basis, then so does
(
E1⊗̃ . . . ⊗̃En, α

′
)
.

4. The proof of Theorem 2.2 and some questions

To prove Theorem 3.5 we used a multilinear version of the Extension Lemma whose proof

follows identical to the one in [15, 6.7.]. For polynomials a similar result is needed:

Proposition 4.1. [11, Corollary 3.4.] Let β a finitely generated s-tensor norm. For each

P ∈
(
⊗̃

n,s
β E

)′
its Aron-Berner extension AB(P ) of P belongs to

(
⊗̃

n,s
β E′′

)′
and

‖P‖(
⊗̃

n,s
β E

)′ = ‖AB(P )‖(
⊗̃

n,s
β E′′

)′ .

This was obtained as a consequence of the isometry of the iterated extension to ultrapowers

for maximal polynomial ideals. However, this can also be proved without the ultrapower

techniques: just use local reflexivity instead of local determination of ultrapowers and proceed

as in [11].

Proof. (of Theorem 2.2)

As in the multilinear case, the next diagram commutes:

⊗̃
n,s
\β/ℓ1(BE′) // //

⊗̃
n,s

P
��
��

(
⊗̃

n,s
/β′\c0(BE′)

)′

Ψ
��

⊗̃
n,s
\β/E

′ //
(
⊗̃

n,s
/β′\E

)′

,

where Ψ is the composition map
(
⊗̃

n,s
/β′\c0(BE′)

)′ AB
−→

(
⊗̃

n,s
/β′\ℓ∞(BE′)

)′ (⊗̃n,s
I)′

−→
(
⊗̃

n,s
/β′\E

)′
.

Fix P ∈
(
⊗̃

n,s
/β′\E

)′
. Denote by P ∈

(
⊗̃

n,s
/β′\ℓ∞(BE′)

)′
a Hahn-Banach extension of P

and by A an operator obtained from the Lewis-Stegall theorem such that ‖A‖ ≤ 1 + ε (see

diagram (5)). Since the Aron-Berner is an isometry for maximal ideals (Proposition 4.1)

we have, as in Remark 3.7, that the linear functional L ∈
(
⊗̃

n,s
/β′\c0(BE′)

)′
given by L(a) :=

(AB)(P )(A′Jc0(BE′ )a) satisfies that Ψ(L) = P and ‖L‖(
⊗̃

n,s

/β′\c0(BE′ )

)′ ≤ ‖P‖(
⊗̃

n,s

/β′\E

)′(1+ε)n.
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Thus, Ψ is a metric surjection and, by the diagram, we easily get that ⊗̃
n,s
\β/E

′ →
(
⊗̃

n,s
/β′\E

)′

is also a metric surjection. �

We conclude the article with a couple of questions:

Since we do not know of any example of an s-tensor without the sRN property, we ask:

Does every s-tensor norm have the sRN property?

A more precise, but not necessarily easier, question is the following: Does /πs\ have the

sRN property? In the case of a positive answer we would have that every natural s-tensor

norm (see [12]) have this property.

References

[1] Raymundo Alencar. Multilinear mappings of nuclear and integral type. Proc. Am. Math. Soc., 94:33–38,

1985.

[2] Raymundo Alencar. On reflexivity and basis for P (mE). Proc. Roy. Irish Acad. Sect. A, 85(2):131–138,

1985.

[3] W. Bogdanowicz. On the weak continuity of the polynomial functional defined on the space c0. Bull.

Acad. Pol. Sci., Cl. III, 5:243–246, 1957.

[4] Jean Bourgain and Gilles Pisier. A construction of L∞-spaces and related Banach spaces. Bol. Soc. Brasil.

Mat., 14(2):109–123, 1983.

[5] C. Boyd and R.A. Ryan. Geometric theory of spaces of integral polynomials and symmetric tensor prod-

ucts. J. Funct. Anal., 179(1):18–42, 2001.

[6] Christopher Boyd and Silvia Lassalle. Extreme and exposed points of spaces of integral polynomials. Proc.

Amer. Math. Soc., to appear.

[7] Christopher Boyd and Silvia Lassalle. Isometries between spaces of homogeneous polynomials. J. Funct.

Anal., 224(2):281–295, 2005.

[8] Christopher Boyd and Silvia Lassalle. Centralisers of spaces of symmetric tensor products and applica-

tions. Math. Z., 254(3):539–552, 2006.

[9] Daniel Carando and Verónica Dimant. Duality in spaces of nuclear and integral polynomials. J. Math.

Anal. Appl., 241(1):107–121, 2000.

[10] Daniel Carando, Verónica Dimant, and Pablo Sevilla-Peris. Ideals of multilinear forms – a limit order

approach. Positivity, 11(4):589–607, 2007.

[11] Daniel Carando and Daniel Galicer. Extending polynomials in maximal and minimal ideals. Publ. Res.

Inst. Math. Sci., to appear.

[12] Daniel Carando and Daniel Galicer. Natural symmetric tensor norms. preprint.

[13] Daniel Carando and Daniel Galicer. Unconditionality in tensor products and ideals of polynomials and

multilinear forms. preprint.

[14] Peter G. Casazza and Thaddeus J. Shura, Tsirelson’s space. With an appendix by J. Baker, O. Slotterbeck

and R. Aron., Lecture Notes in Mathematics, 1363. Berlin etc.: Springer-Verlag. viii, 204 p. DM 30.00 ,

1989.

[15] Andreas Defant and Klaus Floret. Tensor norms and operator ideals. North-Holland Mathematics Studies.

176. Amsterdam: North-Holland. xi, 566 p. , 1993.

[16] J. Diestel and J. J. Uhl, Jr. The Radon-Nikodym theorem for Banach space valued measures. Rocky

Mountain J. Math., 6(1):1–46, 1976.

[17] Seán Dineen. Extreme integral polynomials on a complex Banach space. Math. Scand., 92(1):129–140,

2003.

[18] Klaus Floret. Natural norms on symmetric tensor products of normed spaces. Note Mat., 17:153–188,

1997.



THE SYMMETRIC RADON NIKODÝM PROPERTY FOR TENSOR NORMS 17

[19] Klaus Floret. Minimal ideals of n-homogeneous polynomials on Banach spaces. Result. Math., 39(3-4):201–

217, 2001.

[20] Klaus Floret. On ideals of n-homogeneous polynomials on Banach spaces. Strantzalos, P. (ed.) et al.,

Topological algebras with applications to differential geometry and mathematical physics. Proceedings of

the Fest-Colloquium in honour of Professor A. Mallios, University of Athens, Athens, Greece, September

16–18, 1999. Athens: University of Athens, Department of Mathematics. 19-38 (2002)., 2002.

[21] Klaus Floret and Stephan Hunfeld. Ultrastability of ideals of homogeneous polynomials and multilinear

mappings on Banach spaces. Proc. Am. Math. Soc., 130(5):1425–1435, 2002.

[22] Bogdan Grecu and Raymond A. Ryan. Schauder bases for symmetric tensor products. Publ. Res. Inst.

Math. Sci., 41(2):459–469, 2005.

[23] J. R. Holub. Hilbertian operators and reflexive tensor products. Pacific J. Math., 36:185–194, 1971.

[24] D.R. Lewis. Duals of tensor products. Banach Spaces anal. Funct., Proc. Pelczynski Conf., Kent 1976,

Lect. Notes Math. 604, 57-66 (1977)., 1977.

[25] A. Pełczyński. A property of multilinear operations. Studia Math., 16:173–182, 1957.

[26] Barbara Schneider. On absolutely p-summing and related multilinear mappings. Wiss. Z. Brandenburg.

Landeshochsch., 35(2):105–117, 1991.

Departamento de Matemática - Pab I, Facultad de Cs. Exactas y Naturales, Universidad de

Buenos Aires, (1428) Buenos Aires, Argentina, and CONICET.

E-mail address: dcarando@dm.uba.ar

E-mail address: dgalicer@dm.uba.ar


	Introduction
	1. Preliminaries
	2. The symmetric Radon-Nikodým property
	3. The sRN property for full symmetric tensor norms
	4. The proof of Theorem ?? and some questions
	References

