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Abstract We study an integro-differential parabolic problem arising in Financial Mathe-
matics. Under suitable conditions, we prove the existence of solutions for a multi-asset case
in a general domain using the method of upper and lower solutions and a diagonal argument.
We also model the jump in the related integro differential equation and give a solution pro-
cedure for that model assuming that the brownian motions are not correlated. For a bounded
domain, this model for the jump gives an elegant expression of the solution in terms of
hyper-spherical harmonics.

Keywords Integro-differential operator · Financial market · Levy model · Upper and lower
solutions · Spherical harmonics

1 Introduction

In recent years there has been an increasing interest on problems arising in Financial Math-
ematics and in particular on option pricing. The standard approach to this problem leads to
the study of equations of parabolic type.

In financial mathematics, usually the Black-Scholes model [7, 9, 15–17, 20] is used for
pricing derivatives, by means of a reversed-time parabolic partial differential equation. In
this model, an important quantity is the volatility, that is a measure of the fluctuation (risk)
in the asset prices and corresponds to the diffusion coefficient in the Black-Scholes equation.

In the standard Black-Scholes model, a basic assumption is that the volatility is constant.
Several models that have been proposed in recent years, however, allowed the volatility to be
non constant or an stochastic variable. For instance, in [14] a model with stochastic volatility
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is proposed. In this model the underlying security S follows, as in the Black-Scholes model,
a stochastic process

dSt = μSt dt + σtSt dZt ,

where Z is a standard Brownian motion. Unlike the classical model, the variance v(t) =
σ 2(t) also follows a stochastic process given by

dvt = κ
(
θ − v(t)

)
dt + γ

√
vt dWt ,

where W is another standard Brownian motion. The correlation coefficient between W and
Z is denoted by ρ:

E(dZt , dWt) = ρ dt.

This leads to a generalized Black-Scholes equation:

1

2
vS2 ∂2U

∂S2
+ ργ vS

∂2U

∂v∂S
+ 1

2
vγ 2 ∂2U

∂v2
+ rS

∂U

∂S
+ [

κ(θ − v) − λv
]∂U

∂v
− rU + ∂U

∂t
= 0.

A similar model has been considered in [4], for which the stationary equation has been
studied in [2].

More general models with stochastic volatility have been considered for example in [6],
where the following problem is derived from the Feynman-Kac relation:

{
ut = 1

2 Tr(M(x, τ )D2u) + q(x, τ ) · Du,

u(x,0) = u0(x)

for some diffusion matrix M and a payoff function u0.
The Black-Scholes models with jumps arise in the fact that the Brownian Random Walk

doesn’t fit the financial data presenting large fluctuations; the necessity of taking account of
large market movements, and a great amount of information arriving suddenly (i.e. a jump)
has led to the study of partial integro-differential equations (PIDE) in which the integral
term is modeling the jump.

In [3, 20] the following PIDE on the variables t and S is obtained:

1

2
σ 2S2FSS + (r − λp)SFS − Ft − rF + λE

{
F(SY, t) − F(S, t)

} = 0. (1.1)

Here r denotes the riskless rate, λ the jump intensity, and p = E(P − 1), where E is the
expectation operator and the random variable P − 1 measures the percentage change in the
stock price if the jump-modeled by a Poisson process-occurs (for details see [3, 20]).

The following PIDE is a generalization of (1.1) for d assets with prices S1, . . . , Sd :

d∑

i=1

1

2
σ 2

i S2
i

∂2F

∂S2
i

+
∑

i �=j

1

2
ρijσiσjSiSj

∂2F

∂Si∂Sj

+
d∑

i=1

(r − λpi)Si

∂F

∂Si

+ ∂F

∂t
− rF

+ λ

∫ [
F(S1Y1, . . . , SdYd, t) − F(S1, . . . , Sd, t)

]
g(Y1, . . . , Yd) dY1 . . . dYd = 0 (1.2)

where

ρij dt = E{dzi, dzj }
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are the correlation coefficients.
We recall that the case in which F is increasing and all jumps are negative corresponds

to the evolution of a call option near a crash. In the last section of this paper we shall model
the integral term in such a way that the problem admits an elegant solution.

When the volatility is stochastic we may consider the following processes

dS = Sσ dZ + Sμdt

dσ = βσ dW + ασ dt

where Z and W are two standard Brownian motion with correlation coefficient ρ. If
F(S,σ, t) is the price of an option depending on the price of the asset S then, by Ito’s
lemma [16]:

dF(S,σ, t) = FS dS + Fσ dσ + LF dt

where L is given by

L = ∂t + 1

2
σ 2S2 ∂2

∂S2
+ 1

2
β2σ 2 ∂2

∂σ 2
+ ρσ 2Sβ

∂2

∂S∂σ
.

Under an appropriate choice of the portfolio the stochastic term of the equation vanishes
(for details, see [4]).

In some of these models the high-frequency data has been described by a Lévy—like
stochastic process, and again the partial integro-differential equations have been widely used
for modeling the presence of jumps and critical stochastic processes.

Integro-differential models in exponential Lévy models, where the market price of an as-
set is represented as the exponential of a Lévy stochastic process have been also discussed by
several authors (see for example [8, 12]). The integro-differential equation for an European
option reads:

∂C

∂τ
+ LSC = rC (1.3)

with final condition

C(T ,S) = H̃ (S),

where LS is the integro-differential operator defined by:

LSf (S) = rS
∂f

∂S
(S) + σ 2S2

2

∂2f

∂S2
(S) +

∫ [
f

(
Sey

) − f (S) − S
(
ey − 1

) ∂f

∂S
(S)

]
ν(dy)

with ν(dy) a positive Radon measure.
If we introduce the change of variables given by x = ln(S), t = T − τ , u(x, t) = C(S, τ)

the following problem for u(x, t) is obtained:

σ 2

2

∂2u

∂x2
+

(
r − σ 2

2

)
∂u

∂x
− ru − ∂u

∂t
+ I (u) = Lu − ∂u

∂t
+ I (u) = 0 (1.4)

where I (u) is the term modeling the jumps,

I (u)(x, t) =
∫ [

u(x + y, t) − u(x, t) − (
ey − 1

)∂u

∂x
(x, t)

]
ν(dy)
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with the initial condition

u(x,0) = u0(x) x ∈ R.

We recall that, in this case, the evolution of a call option near a crash is given by a
spectrally negative Lévy process.

In a more general context, the previous discussion motivates to consider more general
integro-differential parabolic problems. This work is devoted to the study of the solutions to
the following general partial integro-differential equation in an unbounded smooth domain
 × (0, T ) for some  ⊂ R

d :
⎧
⎪⎨

⎪⎩

Lu − ut = G(·, u) in  × (0, T )

u(x,0) = u0(x) on  × {0}
u(x, t) = h(x, t) on ∂ × (0, T ).

(1.5)

Here, L = L(x, t) is a second order elliptic operator in non-divergence form, namely

Lu :=
d∑

i,j=1

aij (x, t)uxixj
+

d∑

i=1

bi(x, t)uxi
+ c(x, t)u,

where the coefficients of L belong to the Hölder Space Cδ,δ/2( × [0, T ]) and satisfy the
following conditions

�|v|2 ≥
d∑

i,j=1

aij (x, t)vivj ≥ λ|v|2 (� ≥ λ > 0)

∣
∣bi(x, t)

∣
∣ ≤ C, c(x, t) ≤ 0.

Moreover, G : [0, T ] × C( × [0, T ]) → C( × [0, T ]) is a completely continuous op-
erator as the ones defined in (1.1), (1.2) and (1.3), modeling the jump. Specifically, we
shall assume that G is continuous, and sends bounded sets into pre-compact sets. Note that
for u ∈ C( × [0, T ]) fixed, G(·, u) defines a continuous function given by G(·, u)(x, t) =
G(t, u(x, t)).

In this model, the case in which all jumps are positive and G is monotone nonincreasing,
in the sense that

If u(x, t) ≤ v(x, t) ∀(x, t) ⇒ G(·, u) ≥ G(·, v) ∀t, (1.6)

corresponds to the evolution of a call option near a crash.
We shall assume that u0 ∈ C2+δ() and h is the restriction to ∂ × [0, T ] of some

C2+δ,1+δ/2 function defined on ×[0, T ]. Furthermore, we shall assume the following con-
sistency conditions:

h(x,0) = u0(x) ∀x ∈ ∂ (1.7)

L(x,0)u0(x) − ht (x,0) = 0 ∀x ∈ ∂. (1.8)

We shall prove the existence of solutions of (1.5), using the method of upper and lower
solutions. We recall that a smooth function u is called an upper (lower) solution of problem
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(1.5) if
⎧
⎪⎨

⎪⎩

Lu − ut ≤ (≥) G(·, u) in  × (0, T )

u(x,0) ≥ (≤)u0(x) on  × {0}
u(x, t) ≥ (≤)h(x, t) on ∂ × (0, T ).

Our main results read as follows:

Theorem 1.1 Let L and G as before, such that (1.6), (1.7) and (1.8) hold, and assume there
exist α and β a lower and an upper solution of the problem. Furthermore, assume that α ≤ β

in  × (0, T ). Then problem (1.5) admits a solution u such that α ≤ u ≤ β in  × (0, T ).

Corollary 1.2 Let L and G as before, such that (1.7) and (1.8) hold. Furthermore, assume
that G(t, u) ≥ 0, G(t,0) = 0, and that the operator Gλ(t, u) := G(t, u) − λu satisfies (1.6)
for some λ > 0.

Let β = k(T − t)− d
2 e

θ
T −t

|x|2 . Then there exists θ0 = θ0(T , d,λ,�,‖b‖∞) such that for
any θ ≤ θ0 and u0, h as before, satisfying 0 ≤ u0(x) ≤ β(x,0) and 0 ≤ h(x, t) ≤ β(x, t) for
x ∈ ∂, t ∈ [0, T ] the problem admits a solution u with 0 ≤ u ≤ β .

Remark 1.1 Although G does not depend on ∇u, case (1.3) is still contained in prob-
lem (1.5). Indeed, it suffices to observe that the last term of I (u) in (1.4) can be added to
the operator L. It is not clear, however, whether or not the previous results can be extended
for a general operator G = G(t, u,∇u). At first sight, it might be expected that existence of
solutions can be obtained if G has some sort of sub-quadratic growth on ∇u, as it happens
in the case of a differential equation

Lu − ut = g(·, u,∇u)

with g : [0, T ] × R × R
d → R continuous (see e.g. [5]). However, the standard argument

uses local properties of second order differential parabolic operators, such as the maximum
principle, and cannot be easily generalized for a functional operator, which is nonlocal.

2 The Method of Upper and Lower Solutions

In this section, we give a proof of Theorem 1.1 and Corollary 1.2. Firstly, we solve an
analogous problem in a bounded domain; with this aim, we extend the boundary data to the
interior of  × (0, T ) in a convenient way:

Lemma 2.1 There exists a unique function ϕ ∈ C2+δ,1+δ/2( × [0, T ]) such that
⎧
⎪⎨

⎪⎩

Lϕ − (ϕ)t = 0,

ϕ(x,0) = u0(x) x ∈ 

ϕ(x, t) = h(x, t) (x, t) ∈ ∂ × [0, T ].
Moreover, if α and β are a lower and an upper solution of the problem with α ≤ β in
 × (0, T ), then

α(x, t) ≤ ϕ(x, t) ≤ β(x, t)

for (x, t) ∈  × [0, T ].
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Proof Existence and uniqueness follow immediately from [18, Thm. 10.4.1], and the com-
patibility condition (1.7). By the maximum principle, it is clear that if α ≤ β are a lower and
an upper solution, then

α(x, t) ≤ ϕ(x, t) ≤ β(x, t). �

Remark 2.1 As we shall deal with a bounded domain U ⊂ , the operator G cannot be ap-
plied directly to elements of [0, T ]×C(U ×[0, T ]). However, by the well known Dugundji
extension theorem [11, Thm. 5.1], there exists a linear operator PU : C(U × [0, T ]) →
C( × [0, T ]) satisfying

1. PU(u) extends the function u to  × [0, T ].
2. ‖PU(u)‖∞ = ‖u‖∞ for every u ∈ C(U × [0, T ]).
3. The range of PU(u) is contained in the convex hull of the range of u.

In particular, the last property says that if u ≤ v then, as the range of v − u is contained
in R≥0,

Range
(
PU(v) − PU(u)

) = Range
(
PU(v − u)

) ⊂ R≥0.

In other words, PU is monotone nondecreasing, and consequently condition (1.6) implies:

u ≤ v ⇒ G
(·,PU(u)

) ≥ G
(·,PU (v)

)
.

For notation convenience, we shall denote again G(·, u) := G(·,PU(u)).

Lemma 2.2 Let U ⊂  a bounded smooth domain, let T̃ < T and let ϕ be defined as in
Lemma 2.1. Then the problem

⎧
⎪⎨

⎪⎩

Lu − ut = G(·, u) in U × (0, T̃ )

u(x,0) = u0(x) in U × {0}
u(x, t) = ϕ(x, t) in ∂U × (0, T̃ )

(2.1)

admits at least one solution u with α ≤ u(x, t) ≤ β for x ∈ U , 0 ≤ t ≤ T̃ .

Proof Set u0 = α and V = U × (0, T̃ ). By standard results, we may define un+1 ∈ W 2,1
p (V )

as the unique solution of the problem
⎧
⎪⎨

⎪⎩

Lun+1 − un+1
t = G(·, un) in U × (0, T̃ )

un+1(x,0) = u0(x) in U × {0}
un+1(x, t) = ϕU(x, t) in ∂U × (0, T̃ ).

(2.2)

We claim that

α ≤ un(x, t) ≤ un+1(x, t) ≤ β ∀(x, t) ∈ U × [0, T̃ ], ∀n ∈ N0.

Indeed, by the maximum principle it follows that u1 ≥ α; moreover,

Lu1 − u1
t = G(·, α) ≥ G(·, β) ≥ Lβ − βt

and hence u1 ≤ β . Inductively,

Lun+1 − un+1
t = G

(·, un
) ≤ G

(·, un−1
) = Lun − un

t
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and thus un+1 ≥ un. In the same way as before, it follows that un+1 ≤ β .
Next, define

u(x, t) = lim
n→∞un(x, t).

By the standard Lp-estimates (see e.g. [19, Chap. 7]), the W 2,1
p -norm of un − um can be

controlled by its Lp-norm and the Lp-norm of its image by the operator L − ∂t , namely:

∥∥D2
(
un − um

)∥∥
Lp(V )

+ ∥∥(
un − um

)
t

∥∥
Lp(V )

≤ c
(∥∥L

(
un − um

) − (
un − um

)
t

∥∥
Lp(V )

+ ∥∥un − um
∥∥

Lp(V )

)
.

By construction,

L
(
un − um

) − (
un − um

)
t
= G

(·, un−1
) − G

(·, um−1
)
.

As G is a completely continuous operator, using the fact that α ≤ un ≤ β and Lebesgue’s
dominated convergence theorem it follows that {un} is a Cauchy sequence in W 2,1

p (V ).
Hence un → u in the W 2,1

p -norm, and then u is a strong solution of the problem. �

2.1 Proof of Theorem 1.1

Let us approximate the domain  by an non-decreasing sequence (N)N∈N of bounded
smooth sub-domains of , which can be chosen in such a way that ∂ is also the union of
the non-decreasing sequence ∂N ∩ ∂.

Then, define uN as a solution of the problem

⎧
⎪⎨

⎪⎩

Lu − ut = G(·, u) in N × (0, T − 1
N

)

u(x,0) = u0(x) in N × {0}
u(x, t) = ϕ(x, t) in ∂N × (0, T − 1

N
)

(2.3)

such that 0 ≤ uN ≤ β in N × (0, T − 1
N

). Define VN = N × (0, T − 1
N

) and choose p > d .
For M > N , we have that

∥
∥D2

(
uM

)∥∥
Lp(VN )

+ ∥
∥(

uM
)
t

∥
∥

Lp(VN )

≤ c
(∥∥LuM − (

uM
)
t

∥∥
Lp(VN )

+ ∥∥uM
∥∥

Lp(VN )

)

≤ c
(∥∥G

(·, uM
)∥∥

Lp(VN )
+ ‖β‖Lp(VN )

) ≤ C

for some constant C depending only on N . By the well known Morrey imbedding
W 2,1

p (VN) ↪→ C(V N) (see e.g. [1]), there exists a subsequence that converges uniformly

on V N .
Now, we apply the well known Cantor diagonal argument: for N = 1, we extract a subse-

quence of uM |1×[0,T −1] (still denoted {uM}) that converges uniformly to some function u1

over 1 × [0, T − 1]. Next, we extract a subsequence of uM |2×[0,T − 1
2 ] for M ≥ 2 (still de-

noted {uM}) that converges uniformly to some function u2 over 2 × [0, T − 1
2 ], and so on.

As the families {N } and {∂N ∩ ∂} are non-decreasing, it is clear that uN(x,0) = uN(x)

for x ∈ N , and that uN(x, t) = h(x, t) for x ∈ ∂ ∩ ∂N and t ∈ (0, T − 1
N

). Moreover,
as uN+1 is constructed as the limit of a subsequence of uM |N+1×[0,T − 1

N+1 ], which converges
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uniformly to some function uN over N ×[0, T − 1
N

], it follows that uN+1|N ×[0,T − 1
N

] = uN

for every N .
Thus, the diagonal subsequence (still denoted {uM}) converges uniformly over compact

subsets of  × (0, T ) to the function u defined as u = uN over N × [0, T − 1
N

]. For

V = U × (0, T̃ ), U ⊂⊂  and T̃ < T , taking M,N ≥ NV for some NV large enough we
have that

∥∥D2
(
uN − uM

)∥∥
Lp(V )

+ ∥∥(
uN − uM

)
t

∥∥
Lp(V )

≤ c
(∥∥L

(
uN − uM

) − (
uN − uM

)
t

∥
∥

Lp(V )
+ ∥

∥uN − uM
∥
∥

Lp(V )

)
.

By construction,

L
(
uN − uM

) − (
uN − uM

)
t
= G

(·, uN−1
) − G

(·, uM−1
)
.

As before, using that G is continuous, and that α ≤ uN ≤ β , by dominated convergence
it follows that {uN }N≥NV

is a Cauchy sequence in W 2,1
p (V ). Hence uN → u over V for

the W 2,1
p -norm, and then u is a strong solution in V . It follows that u satisfies the equa-

tion on  × (0, T ). Furthermore, it is clear that u(x,0) = u0(x). For M > N we have that
uM(x, t) = uN(x, t) = h(x, t) for x ∈ ∂ ∩ ∂N and t ∈ (0, T − 1

N
). Thus, u satisfies the

boundary condition u(x, t) = h(x, t) on ∂ × [0, T ).

2.2 Proof of Corollary 1.2

A straightforward computation shows that β satisfies:

Lβ − βt = β

{(
2θ

T − t

)2 d∑

i,j=1

aij xixj + 2θ

T − t

d∑

i=1

aii

+ 2θ

T − t

d∑

i=1

bixi + c −
[

d

2(T − t)
+ θ

(T − t)2
|x|2

]}

.

Using the fact that
∑d

i=1 aii ≤ �, and that 2
∑d

i=1 bixi ≤ ε|x|2 + 1
ε
‖b‖2∞, we deduce that

1

β
(Lβ − βt ) ≤ (

4θ� − 1 + ε(T − t)
) θ |x|2
(T − t)2

+ 1

T − t

[
2θ� − d

2
+ 1

ε
θ‖b‖2

∞ + c

]
.

We may take ε < 1
T

in such a way that

1 − T ε

4�
= dε

2‖b‖2∞ + 4�
:= θ0,

and it follows that

Lβ − βt ≤ 0 ≤ G(t, β)

for any θ ≤ θ0. (Observe that 0 ≤ G(t, β), follows from the hypothesis of this corollary.)
Thus, α ≡ 0 and β are respectively a lower and an upper solution of the problem, and it

suffices to repeat the proof of Theorem 1.1 for the equivalent problem Lλu − ut = Gλ(t, u),
with Lλu := Lu − λu.
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3 Another Approach to Integro-differential Equations in a Lévy Market with
Bounded Stocks

In this section we model the jump given in (1.2) in a special way so that it admits an elegant
solution when the domain is bounded (i.e. the stocks values cannot be arbitrarily large). We
shall assume that the brownian motions have no correlation, i.e., ρij = 0, for all i �= j , so
the system (1.2) becomes weakly coupled. As before, we assume d assets S = (S1, . . . , Sd)

and we assume the boundedness of the stocks, given by
∑d

i=1(ln
Si

|E| )
2 ≤ R′2, for some con-

stant R′. Let us define this region by U. Define αi = − 1
2 (

r−λpi

σ 2/2
− 1), for i = 1, . . . , d and

ω = ∑d

i=1 αi − 1. We consider the equation

∂C

∂t
+

d∑

i=1

1

2
σ 2

i S2
i

∂2C

∂S2
i

+
d∑

i=1

(r − λpi)Si

∂C

∂Si

− rC

+ λ|E|ω
∫

U

G(S,P )C(P, t)

(
d∏

i=1

P
αi+1
i

)−1

dP = 0, (3.1)

for some random variable P = (P1, . . . ,Pd) ∈ U, where λ is the jump intensity. We take
G(S,P ) = g(ln S1

P1
, . . . , ln Sd

Pd
), where g is a probability density function of its variables,

pi = E(Pi −1), where E is the expectation operator and the random variable Pi −1 measures
the percentage change in the stock price for Si if jump occurs. Further, we shall assume that
volatility is the same for all the assets, that is σi = σ , i = 1, . . . , d . So (3.1) becomes

∂C

∂t
+ 1

2
σ 2

d∑

i=1

S2
i

∂2C

∂S2
i

+
d∑

i=1

(r − λpi)Si

∂C

∂Si

− rC

+ λ|E|ω
∫

U

G(S,P )C(P, t)

(
d∏

i=1

P
αi+1
i

)−1

dP = 0. (3.2)

We set

Si = |E|exi , Pi = |E|eyi , t = T − τ

σ 2/2
,

and

C(S1, . . . , Sd, t) = |E| exp

(
d∑

i=1

αi

)

u(x1, . . . , xd, τ ).

Then we get

−∂u

∂τ
+ γ u + �u + λ

∫



g(x − Y )u(Y )dY = 0 (3.3)

where  := B(R′) = {x = (x1, . . . , xd) ∈ R
d |∑d

i=1 x2
i ≤ R′2} and

γ =
[

d∑

i=1

(
α2

i + (ki − 1)αi

) − k′
]

, ki = r − λpi

σ 2/2
, k′ = r

σ 2/2
.
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We choose a specific form of g, namely

g(X) = 1

NR′

Jν(c|X|)
(c|X|)ν

, (3.4)

where Jν is the Bessel function for order ν, with ν = d−2
2 and NR′ is a normalizing constant

such that
∫

B(R′) g(X)dX = 1. To solve the problem (3.3) with g given by (3.4) we need the
following two theorems. Proofs of them may be found in [21].

Theorem 3.1 Suppose x = (r, η) and y = (r ′, ξ) are in R
2 where η and ξ are angular parts

of x and y respectively. Then

∫

S1
J0

(
c|x − y|)eikξ dξ = 2πJk(cr)Jk

(
cr ′)eikη.

Theorem 3.2 Suppose x = (r, η) and y = (r ′, ξ) are in R
d where η and ξ are angular parts

of x and y respectively and ν = d−2
2 . Then

∫

Sd−1

Jν(c|x − y|)
(c|x − y|)ν

Ss
k(ξ) dξ = 23ν+1

πν−1
�n(ν, cr)�d

(
ν, cr ′)Ss

k(η),

where �m(ν, r) = ( π
2r

)νJν+m(r).

We consider here the case d ≥ 3. The case d = 2 will be similar and simpler. We denote
Hl as the space of degree l spherical harmonics on the d-sphere.

Theorem 3.3 If g is given by (3.4), then there exists a solution of (3.3) of the form

u(x, τ ) =
∞∑

N=0

h(N,p)∑

l=1

TNl(τ )RNl(r)S
l
N (η), (3.5)

where x = (x1, . . . , xd) = (r, η), and

T ′
Nl(τ ) = �TNl(τ ),

and

γRNl(r) + r1−d ∂

∂r

(
rd−1 ∂RNl(r)

∂r

)

− RNl(r)
N(N + d − 2)

r2
+ ζ�N(ν, cr)I = �RNl(r),

where � is a constant, ζ = 23ν+1λ

πν−1NR′ and

I =
∫ R′

0
�N

(
ν, cr ′)RNl

(
r ′)r ′p+1 dr ′.

Initial values for TNl(τ ) and the boundary values of R(r) are obtained from the initial-
boundary conditions of the original given problem.
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Proof With the substitution of (3.5) integral term of (3.3) becomes (with Y = (Y1, . . . , Yd) =
(r ′, ξ)) with the use of Theorem 3.2

λ

∫

B(R′)
g(x − Y )u(Y )dY

= λ

NR′

∫

B(R′)

Jν(c|x − Y |)
(c|x − Y |)ν

u(Y )dY

= λ

NR′

∞∑

N=0

h(N,p)∑

l=1

∫ R′

0
r ′p+1 dr ′

∫

Sd−1

Jν(c|x − Y |)
(c|x − Y |)ν

TNl(τ )RNl

(
r ′)Sl

N(ξ) dξ

= λ

NR′

∞∑

N=0

h(N,p)∑

l=1

∫ R′

0
r ′p+1dr ′ 2

3ν+1

πν−1
�N(ν, cr)�N

(
ν, cr ′)TNl(τ )RNl

(
r ′)Sl

N(η)

=
∞∑

N=0

h(N,p)∑

l=1

23ν+1λ

πν−1NR′
�N(ν, cr)TNl(τ )

(∫ R′

0
�N

(
ν, cr ′)RNl

(
r ′)r ′p+1 dr ′

)
Sl

N(η).

Therefore (3.3) becomes

−
∞∑

N=0

h(N,p)∑

l=1

T ′
Nl(τ )RNl(r)S

l
N (η) + γ

∞∑

N=0

h(N,p)∑

l=1

TNl(τ )RNl(r)S
l
N (η)

+
∞∑

N=0

h(N,p)∑

l=1

TNl(τ )r1−d ∂

∂r

(
rd−1 ∂RNl(r)

∂r

)
Sl

N(η)

−
∞∑

N=0

h(N,p)∑

l=1

TNl(τ )RNl(r)
N(N + d − 2)

r2
Sl

N(η)

+
∞∑

N=0

h(N,p)∑

l=1

23ν+1λ

πν−1NR′
�N(ν, cr)TNl(τ )

(∫ R′

0
�N

(
ν, cr ′)RNl

(
r ′)r ′p+1dr ′

)
Sl

N(η) = 0.

Since Sl
N(η) are linearly independent comparing the coefficients we have the following

equations for N = 0,1, . . . and l = 1, . . . , h(N,p).

T ′
Nl(τ )RNl(r) = γ TNl(τ )RNl(r) + TNl(τ )r1−d ∂

∂r

(
rd−1 ∂RNl(r)

∂r

)

− TNl(τ )RNl(r)
N(N + d − 2)

r2

+ 23ν+1λ

πν−1NR′
�N(ν, cr)TNl(τ )

(∫ R′

0
�N

(
ν, cr ′)RNl

(
r ′)r ′p+1 dr ′

)
.

Therefore we have the following equations

T ′
Nl(τ ) = �TNl(τ ), (3.6)
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and

γRNl(r) + r1−d ∂

∂r

(
rd−1 ∂RNl(r)

∂r

)

− RNl(r)
N(N + d − 2)

r2
+ ζ�N(ν, cr)I = �RNl(r), (3.7)

where � is a constant, ζ = 23ν+1λ

πν−1NR′ and

I =
∫ R′

0
�N

(
ν, cr ′)RNl

(
r ′)r ′p+1 dr ′.

Initial values for TNl(τ ) and the boundary values of R(r) are obtained from the given prob-
lem. �

Solution of (3.6) is given by

TNl(τ ) = TNl(0)e�τ .

Solution of (3.7) can be obtained by standard techniques such as homotopy perturbation
method (see [10, 13]). Here we give an outline of that. Observe that (3.7) can be rewritten as

∂2RNl(r)

∂r2
+ d − 1

r

∂RNl(r)

∂r
+

(
γ − N(N + d − 2)

r2
− �

)
RNl(r)

+ ζ�N(ν, cr)

∫ R′

0
�N

(
ν, cr ′)RNl

(
r ′)r ′p+1dr ′ = 0. (3.8)

By homotopy perturbation technique, we construct a homotopy

H(v,p) = ∂2v(r)

∂r2
− ∂2y0(r)

∂r2
+ p

∂2y0(r)

∂r2
− p

[(
N(N + d − 2)

r2
+ � − γ

)
v(r)

− d − 1

r

∂v(r)

∂r
− ζ�N(ν, cr)

∫ R′

0
�N

(
ν, cr ′)v

(
r ′)r ′p+1 dr ′

]
= 0, (3.9)

where y0(r) is the initial approximation. According to homotopy perturbation theory, we
can first use the embedding parameter p as a small parameter, and assume that the solution
of (3.9) can be written as a power series in p. That is

v(r) = v0(r) + pv1(r) + p2v2(r) + · · · . (3.10)

Setting p = 1, we can get the solution for (3.8) as

RNl(r) = v0(r) + v1(r) + v2(r) + · · · . (3.11)

Substituting (3.10) in (3.9) and equating the coefficients of like powers of p, we obtain

p0 : ∂2v0(r)

∂r2
− ∂2y0(r)

∂r2
= 0, (3.12)
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p1 : ∂2v1(r)

∂r2
+ ∂2y0(r)

∂r2
−

[(
N(N + d − 2)

r2
+ � − γ

)
v0(r) − d − 1

r

∂v0(r)

∂r

− ζ�N(ν, cr)

∫ R′

0
�N

(
ν, cr ′)v0

(
r ′)r ′p+1dr ′

]
= 0, (3.13)

pk : ∂2vk(r)

∂r2
−

[(
N(N + d − 2)

r2
+ � − γ

)
vk−1(r) − d − 1

r

∂vk−1(r)

∂r

− ζ�N(ν, cr)

∫ R′

0
�N

(
ν, cr ′)vk−1

(
r ′)r ′p+1dr ′

]
= 0, k ≥ 2. (3.14)

Then starting with an initial approximation y0(r) and solving successively the above equa-
tions we can find vk(r) for k = 0,1,2, . . . . Therefore we can get the k-th approximation of
the exact solution (3.11) as Rk

Nl(r) = v0(r) + v1(r) + · · · + vk−1(r). Observe that according
to homotopy perturbation theory limk→∞ Rk

Nl(r) = RNl(r).
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