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In this paper we present an integrated circuit implementing piecewise-linear (PWL)
functions with three inputs, where each input can be either analog or digital. The PWL
function to be implemented can be chosen by properly storing a set of coefficients in a 4 kB
external memory. Experimental results are shown that demonstrate the circuit working up
to 50 MHz with a maximum power consumption of 3.7 mW. Measurements corresponding
to both static and time-varying inputs are provided and discussed.

© 2010 Elsevier Inc. All rights reserved.

1. Introduction

The availability of dedicated integrated circuit (IC) implementations of n-variate functions is useful for many applications
where nonlinearities are needed but not at the expense of a DSP board or a microcontroller. In some applications in sensor
networks, low-power small-size units might be used for information compression and estimation in the individual nodes [1].
In other applications, like communications [2], control [3], and circuits mimicking biologically plausible neural networks [4],
embedded real-time circuit emulation of nonlinear dynamical systems is desired. A nonlinear calculation processor that
can operate at high speeds can be successfully exploited also in applications like signal generation [5,6], pre-distortion in
amplifiers and A/D converters [7], compensation of communication channels [8], among others.

In recent papers [9,10] two different (analog and mixed-signal, respectively) architectures related to a PWL approximation
technique [11–13] have been proposed. Both architectures realize PWL functions defined over compact domains partitioned
into simplices, and each PWL function is linear over any simplex and is expressed as a weighted sum of PWL basis functions.
Each architecture is related to a particular basis of functions.

In this paper we show experimental results of a digital circuit integrated in standard CMOS 0.5 μm technology, prelim-
inarily presented in [14]. The circuit is based on the architecture [10] and implements 3-variate PWL functions. The core
of the chip and its interface are digital, but a 3-channel 8-bit A/D converter allows the chip to be used with analog input
signals, if required. Since the A/D conversion can be viewed as a “boundary” operation with respect to the PWL function
evaluation, this paper focuses on the PWL digital block, which is the “core” of the chip. The circuit realization of the PWL
function is very compact, and only requires a 4-bit counter, three 8-bit registers, a comparator and a 12-bit adder. Therefore,
the proposed circuit can be used at high speeds with relatively low power consumption. The implemented PWL function is
also programmable, and the parameters are stored in an external 4 kB memory.

Two sets of measurements are included in this paper. The first series of measurements correspond to static inputs. In this
case, the experimental results demonstrate that the circuit represents with no error (except for the quantization error due to
the digital implementation) the PWL function stored in the external memory. The second series of measurements correspond
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Fig. 1. Example of simplicial partition.

to time-varying inputs in an attempt to evaluate the maximum processing speed. The circuit has been successfully tested
up to a clock frequency of 50 MHz showing, for this case, a maximum power consumption of 3.7 mW. Based on this, if
analog inputs are used, the maximum frequency content in their spectrum turns out to be limited by about one fortieth of
the clock frequency, to ensure a correct behavior. If digital input are used, the bandwidth limit is about one twentieth of
the clock frequency.

The paper is organized as follows. The theory foundations of the proposed architecture are summarized in Section 2. The
chip architecture is described in Section 3 and the testing results are shown in Section 4.

2. Basic elements

The mixed-signal circuit architecture proposed in [15,16] provides a simple PWL input-output relationship f (x) by per-
forming a weighted sum of the so-called α-functions [10]. Each α-function is of a local nature, since it is different from 0
only over a reduced number of simplices of the domain. As a consequence, the value of f (x) can be obtained, for any n-
dimensional input vector x, by combining a limited subset of the basis functions weighted by the corresponding coefficients.
Then all basis functions perform basically the same operation and the difference between two basis functions is that they
operate over two different regions of the domain. Therefore, f (x) can be evaluated by using only one function circuit block
and an algorithm to shift the inputs. For every input point x, all nonzero basis functions need to be evaluated, weighted
and added, but they are at most n + 1 (that is, linear with respect to the domain dimension), so that the implementation
is still remarkably efficient. This principle has been exploited in [17] to derive an electronic implementation for an image
processing CNN based on PWL coupled elements. In [10], this implementation has been generalized, by exploiting the tech-
nique proposed in [18] to automatically find the simplex containing a given input x. The approach has been experimentally
tested on an FPGA in [19], using a rank extractor.

In this paper too, the PWL function f is obtained as a linear combination of a set of α-functions. The function is defined
over an n-dimensional compact domain Ŝ ⊂ Rn , i.e., f : Ŝ → R, where Ŝ is a hyperrectangle (rectangle, if n = 2) in the form
of:

Ŝ = {
x ∈ Rn: ai � xi � bi, i = 1, . . . ,n

}
(1)

Since the generic variables xi have to be coded by electric variables, they need conditioning. In the following, we shall
suppose that the input signals are already scaled and transformed into digital values. In the considered architecture, the
domain Ŝ is scaled into (see [10])

S = {
z ∈ Rn: 0 � zi � mi, i = 1, . . . ,n

}
(2)

through a linear transformation z = T (x).
We will assume that every component zi of z is represented with p + q bits, p for the integer part, �zi�, and q for

the decimal part, δzi . Every dimensional component of the domain S is partitioned into m = 2p − 1 subintervals of unitary
length, that divide the whole space in hypercubes. Each hypercube contains n! non-overlapping hypertriangular (triangular,
if n = 2) regions called simplices and f is linear over each simplex. Summarizing, S is partitioned (simplicial partition) into
mn hypercubes (i.e. n!mn simplices) and contains N = (m + 1)n = 2pn vertices vk . We point out that N is the number of
α-functions whose linear combination provides f . Fig. 1 shows an example of partition with m = 3.

Once the scaled simplicial domain is defined, the α-basis is directly defined as well. Indeed, the k-th α-function is PWL,
holds the value 1 at the vertex vk and the value 0 at all the other vertices. An example for a two-dimensional domain is
shown in Fig. 2. Given the choice of the basis function, the coefficients ck , coding the shape of a given PWL function f ,
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Fig. 2. Example of α-function, centered in the vertex (1,1), for the domain in Fig. 1.

are the values of f at the vertices vk of its simplicial domain. They can be obtained, for instance, by applying optimization
procedures to a regression set of samples of a function to be approximated [12,13,20]. In this paper we shall assume that
the coefficients are already available and we will not focus on approximation problems.

The output function f is conditioned in turn, then also the codomain is scaled in a proper range [0, fMAX]. To sum up, we
shall focus on PWL functions f : S → [0, fMAX], expressed as linear combinations (through coefficients ck) of N α-functions.

As stated before, for a given input z, only the n + 1 α-functions corresponding to the vertices of the simplex containing
z are involved in the computation of f (z). In other words, the value of f (z) can be calculated as a linear interpolation of
the f values, i.e. by linearly interpolating a subset of n + 1 coefficients c j at the vertices of the simplex containing z. This
can be expressed by a sum extended to the n + 1 indices (collected into the set �z)

f (z) =
∑

j∈�z
μ jc j∑

j∈�z
μ j

(3)

where the interpolation weights μ j depend on δz [10]. The components of δz are first reordered from the larger to the
smaller: δ̂1 = maxi{δi} > δ̂2 > · · · > δ̂n = mini{δi}. Since the decimal parts of z are coded with q bits, the δ̂i ’s range from 0 to
2q − 1. Then, the weights μ j are calculated as simple differences: μ0 = 2q − δ̂1,μ2 = δ̂1 − δ̂2, . . . ,μn−1 = δ̂n−1 − δ̂n,μn = δ̂n .
As a consequence, the μ j are integers, 0 � μ j � 2q , then 0 � μ j

2q � 1,
∑n

j=0 μ j = 2q and

f (z) = 1

2q

∑
j∈�z

( μ j∑
i=1

c j

)
(4)

Fig. 1 shows a two-dimensional domain partitioned into m2 = 32 = 9 squares. Given a point z, one can easily find the
square that contains it, since it is unambiguously characterized by �z�, whereas the point position within the square is
coded by δz. The vertices with an overlapping dot correspond to the set of coefficients {c j}�z needed to compute f (z).

Summing up, in the proposed architecture, a circuit realization of a PWL function requires three elements (besides the
conditioning block):

1. a method to find, for any given z, the set �z of the n + 1 indices of the significant α-functions and the coefficients μ j
giving z as a weighted sum of the n + 1 vertices v j (with j ∈ �z);

2. a memory where the N ck coefficients are stored;
3. a circuit block performing the sum (4).

3. Chip architecture

3.1. Description

The proposed IC evaluates a PWL function fPWL by performing a weighted sum of the memory values, as explained in
[10]. The scaled domain S is partitioned with 16 vertices along each axis, i.e., m = 15. The output of the IC is a digital word
with 8-bit precision, then fMAX = 255. In the present version of the IC, the memory was left outside in order to reduce the
silicon occupation.

There are two alternatives to load the input values into the chip. The first alternative is to present three analog values at
three input pins. The second alternative is to set the digital values by clocking the internal counter and provide externally
the latch signals. In this way, just three pins are used in both cases to load the input values. This strategy was decided based
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Fig. 3. Address Generator.

on robustness, on the reduced number of available package pins, and on the several testing outputs which were necessary to
measure, i.e., mainly for testing purposes. In the following sections, it will become clear that this type of input acquirement
is slow with respect to the PWL core, so that other input managing approaches should be used if high-speed processing is
needed. The internal counter is also used for the PWL core calculation, therefore, this conversion scheme turns out to be
very efficient from the area viewpoint.

Whether the inputs are digital or analog, they are internally stored in 8-bit registers. The p most significant bits of the
inputs represent the integer part �z� of z and are used to select the simplex the input belongs to; the q less significant bits
represent the decimal part δz of z. In our architecture we have chosen p = 4 and q = 4, in order to obtain a good trade-off
between the number of subdivisions along each dimensional component of the domain (equal to 2p − 1 = 15) and the
accuracy in the representation of the decimal part. This is a reasonable choice whenever the functions to be implemented
are not too wrinkled. The N = 4096 weighting coefficients ck are stored in the 4 kB external memory, which is addressed
with a 12-bit word. The whole circuit is timed by a clock signal C K .

The value of f at each scaled input z is the sum (4) of n+1 = 4 parameter values. Each coefficient c j ( j ∈ �z) is retrieved
from the memory and summed and accumulated for a number of clock cycles equal to the corresponding weight μ j . As
stated before, with this approach it is possible to avoid the integration of multipliers saving area and power consumption.
As depicted in Fig. 3, the four addresses to the memory positions where the coefficients c j ( j ∈ �z) are stored are obtained
by comparing the values of the digital ramp (counter) with δz, i.e. with the four less significant bits (LSB) of the 8-bit
inputs. This ramp is implemented with the four LSB of the digital counter. Each 12-bit address is obtained by juxtaposing
n = 3 4-bit strings ai . The i-th string is equal to �zi�, the four most significant bits (MSB) of the i-th input, if the counter
count is greater than the four LSB of the input; otherwise, the i-th string is �zi� + 1, the value of the four MSB of the input
plus one. The comparison between the counter and each register is done using a digital comparator.

Each address is calculated by a block called Address Generator, and the sum is done with a 12-bit adder. The sum (4)
is obtained with no additional effort, since the memory position of c j is addressed by the Address Generator a number
of clock cycles proportional to μ j . The division by 2q is performed by shifting the result q = 4 bit to the right, i.e. by
forwarding to the output only the eight MSB in the accumulator. Accordingly, only the 12-bit adder is necessary to perform
the whole sum.

3.2. Architecture

The IC has an analog block and a digital block; both are powered up from different sources to allow them working and
being tested separately as shown in Fig. 4. Therefore, a digital signal can be used by latching the values in the registers
instead of using the A/D converters. As was mentioned before, this last alternative was used to obtain the experimental
results of the IC.

As depicted in Fig. 5, the chip has three different states called NOP, Acquiring and Processing, which are coded with two
registers. In the NOP state, the I/O bus works as an output bus and shows the value of the function calculated previously.
When the Start Processing (SP) input is “1”, the state machine (FSM) goes to the Acquiring state, to store the input in the
internal registers. The FSM stays in this state for 256 clock cycles and after that, it goes into the Processing state. In the
Processing state the I/O bus works as an input bus connected to the external RAM. In this state the chip performs the 16
additions reading the PWL parameter values from the external memory.

In order to produce the sum, necessary to obtain the value of fPWL , the adder adds successively the sixteen (8-bit) values
from the memory and the result is divided by sixteen. In order to add sixteen values of 8 bits, a 12-bit adder is needed; the
divide-by-16 operation is easily done by taking only the 8 most significant bits. The 12-bit adder has 8 inputs, so that the
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Fig. 4. Chip architecture.

Fig. 5. ASM diagram of the inner finite state machine.

4 most significant bits are connected to “0”. The adder circuit is comprised of two modules, one calculates the carry, and
another calculates the value of the sum. Appropriately sized buffers were designed to drive the clock and reset lines. Each
register is Master–Slave with a two-phase clock, where the Master reads input data with a logic “1” in phase one and locks
the data with a logic “0”. The slave works in a similar fashion but with the second phase. The 8-bit counter has a modular
structure, and is used for two different functions: to acquire the inputs, and also to time the addition of the sixteen sums
of the values of the memory (function parameters).

3.3. Comparison with other architectures

Most of the architectures proposed so far by the scientific community [21,22,19] evaluate a PWL function using a scheme
that is very similar to the one we propose in this paper, i.e. the output is obtained as a weighted sum of terms contained
in a memory. Despite of this fact, the cited works present relevant differences with respect to our circuit: they are based
on purely digital and more complicated architectures, which use multipliers to calculate the products in the weighted sum,
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Fig. 6. The IC digital core. The main blocks of the circuit are evidenced.

Table 1
Size of IC parts.

Chip Area [mm2] Percentage

Complete 2.25 100
PADS 1.44 64
Digital 0.43 19
Analog 0.13 5.76

and implement PWL functions using FPGA. As a result, the working frequency and the throughput are increased as well as
the circuit complexity and the power consumption.

In [23] the problem of implementing PWL multivariate functions (even discontinuous and defined over compact domains
non-regularly partitioned) for control purposes is tackled with an integrated circuit (ASIC). This solution, based on binary
search tree exploration, allows the implementation of a larger class of PWL functions but it contains some drawbacks. The
number of multiplications and the size of the memory are the highest among every other PWL circuit in the literature (at
the best of authors’ knowledge); moreover, the circuit has only been simulated and not actually implemented and tested.

Finally, we can state that our solution is more suited for low-power applications whit strictly area constraints (see the
Introduction for some examples).

4. Testing results

The IC (shown in Fig. 6) was integrated in an n-well non-silicided 0.5 μm CMOS process through the MOSIS service. This
process has 3 metal layers and 2 polylayers. All the digital transistors are minimum size, with PMOS sizes of 3 μm × 0.6 μm
and NMOS sizes of 1.8 μm × 0.6 μm. Table 1 shows the sizes of the different parts of the IC.

A board was designed to allocate the chip and allow the application of signals and the collection of data. All signals
(clock, inputs, control, etc.) were generated by an FPGA (Xilinx Spartan 3) using VHDL, and were measured using a digital
oscilloscope Tektronix TDS 3052 and a logic analyzer HP 1660EP. A voltmeter was used to measure the power consumption.

The testing focuses on the chip’s digital block and it consists of three parts:

1. Static check of the chip output data and comparison with expected data;
2. Calculation of power consumption and detection of the maximum working frequency;
3. Dynamical measures with time-varying inputs.

4.1. Static input/output measures

The output values produced by the chip in response to a set of input signals were compared with two models in Matlab.
The first model is a PWL version (floating point precision), fPWL , of the continuous Matlab function “peaks”; the second
model is a PWL function with 8-bit precision fPWL8 – same as the one implemented on chip.

Fig. 7 shows the results obtained by approximating the properly scaled (over the domain S = [0,15]2) two-dimensional
Matlab� ‘peaks’ function, with m = 15. The samples of fCHIP were measured from the chip by imposing 61 × 61 static input
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Fig. 7. Approximation results: left, PWL approximation fPWL of the original function; right, measured samples of the implemented PWL function fCHIP . The
red lines evidence the simplicial partition of the domain S .

Table 2

fCK [kHz] Current [mA] Power consumption [mW]

0.5–100 0.007 0.0231
500 0.013 0.0429
1000 0.025 0.0825
1500 0.036 0.1188
5 × 103 0.115 0.3795
104 0.234 0.7722
15 × 103 0.347 1.1451
20 × 103 0.454 1.4982
50 × 103 1.096 3.6168

pairs (z1, z2) regularly distributed over S . The first test was to check that fPWL8 was equal to fCHIP at all points. This test
was also checked with several functions generated randomly, and confirmed the correct computation of the chip.

The maximum and the mean error | fPWL − fCHIP| of the model implementation are 1.2262 and 0.3494, respectively. These
results evidenced the good accuracy of the obtained implementation, since fPWL ranges in the interval [13.47,228.98]. The
differences between fPWL and fCHIP are due only to the 8-bit integer precision of the chip (in the representation of both the
function fCHIP values and the coefficients ck), versus floating point accuracy of fPWL produced by Matlab.

Despite the use of a two-dimensional example (chosen to handle data easier to display), the result is significant since it
shows that the circuit runs exactly the algorithm described in [10].

4.2. Power consumption and maximum working frequency

The measurements of the power consumption at different clock frequencies fCK with a supply voltage of 3.3 V produced
the results summarized in Table 2.

4.3. Dynamic input/output measures

The aim of this testing phase is to establish the maximum clock speed of the IC, and the equivalent processing speed of
the PWL core, whether analog or digital inputs are intended to be used.

In order to test the maximum clock speed, the function of previous section was used and the clock frequency was
increased looking for a wrong chip output. The input vectors, generated by an FPGA, were sent in sequence to the chip.
Furthermore they were taken over an 11 × 11 = 121 points grid and “swept” completely over the function domain. As
shown in Fig. 8, the chip input signals z1 and z2 can be viewed as a pair of periodic ramps of period 11 Td and 121 Td ,
respectively, while the third input signal z3 is held constant.

Fig. 9 illustrates the results obtained at fCK = 10 MHz. The upper panel shows a PWL approximation of the ‘peaks’
function calculated with 8-bit finite arithmetic and the lower panel shows the function calculated by the chip, measured
with the logic analyzer. The error is zero over all points of the domain.

Several tests were run and the results were correct up to the maximum FPGA clock speed of 50 MHz. Operation beyond
this frequency continues, but could not be tested with the available laboratory instruments.
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Fig. 8. Chip input signals z1(t) and z2(t) used to test the IC.

Fig. 9. PWL functions: fPWL8 (left) is calculated with 8-bit finite arithmetic and fCHIP (right) is calculated by the chip.

Assuming now that the input signals are analog, the chip A/D converters (or other A/D converters) must be used. The
A/D must comply with Nyquist sampling theorem in order to take into account the input signal spectrum, providing a given
output sample rate at a given clock frequency. From then on, we have a digital system that only needs to process each input
sample in real time, i.e., before the next sample conversion is completed.

Once the input signal has been converted into the digital domain by the A/D, the speed limitation of the PWL core resides
primarily on the input/output memory access and also on the adder realization. The use of an internal cache memory
can increase the operation speed significantly. Especially, if the chip is implementing a dynamical system that follows a
continuous trajectory, because in that case, the possible regions where the system will go can be anticipated and the
vertices values can be pre-stored in the cache. In addition, the use of pipeline techniques can also lead to an increase of the
system speed.

According to the Nyquist theorem, the relationship between the bandwidth Bs and the time Td the chip needs to process
an input vector (i.e., the sampling time) is ruled by:

2Bs � 1

Td
(5)

Td is linked to the chip clock frequency fCK and can be calculated considering the number of clock cycles required to
perform every single operation. There are sixteen (16) cycles required to complete the PWL calculation, and two (2) more
overhead cycles of the state machine. At this point, note that the input acquisition time is not considered, as only the PWL
core processing time is of interest. It is clear that the user might select an acquisition method of his choice, considering
trade offs of speed, power consumption and area.

Based on these considerations, a total number of eighteen (18) clock cycles is required to completely process an input.
This means that:

Td = 18

fCK
(6)
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By substituting in Eq. (5), we obtain the relationship

Bs � fCK

36
(7)

that expresses the maximum input bandwidth in terms of the clock frequency. The maximum clock frequency tested was
50 MHz, which internally is converted into a 25 MHz bi-phase clock. This would imply, according to (7), a maximum
bandwidth of 694 KHz for analog operation. If digital inputs are used, the core can operate at most at 1.38 MHz.

As a final remark, we notice that if we want to work with input and output analog signals, the real maximum working
frequency depends on application. Indeed, the upper limit estimated through the Nyquist theorem is valid only for the input
signal.

If the digital output of the chip has to be converted back to analog, the real maximum clock frequency must be estimated
by taking into account both input and output signals spectra.

The frequency spectrum of the output signal cannot be directly inferred from that of the input signal, due to nonlinearity.
One can estimate this spectrum either a priori by simulations not involving the circuit or a posteriori by measuring the circuit
output and increasing the clock frequency until the output spectrum does not change anymore.

5. Concluding remarks

An IC has been designed to provide a platform for the realization of generic simplicial PWL functions with 8-bit precision.
The IC has been successfully tested and can be used to approximate with good accuracy many nonlinear functions, also
defining dynamical systems. The architecture is quite fast, and produces a valid result after 18 clock cycles. The simplicity
of the architecture has another beneficial side effect, which is the low power consumption. Another important advantage of
the architecture is the possibility of increasing the number n of inputs by adding relatively few elements to the chip, owing
to the high degree of parallelism in the architecture of Fig. 4.
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