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Externally driven glassy systems may undergo nonequilibrium phase transitions (NEPTs). In particular, ac-
driven systems display special features, such as those observed in the vortex matter of NbSe2, where oscillatory
drives reorganize the system into partially ordered vortex lattices. We provide experimental evidence for this
dynamic reorganization and we show an unambiguous signature of its connection with an NEPT driven by ac
forces. We perform a scaling analysis and we estimate critical exponents for this transition. Our results share
similarities with some glass-to-viscous-liquid NEPTs and invite a search for similar physics in other elastic
disordered media.
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Glassiness is a synonym of rich dynamics, closely re-
lated to metastability and history effects in which plastic-
ity may play a key role. Indeed, when externally driven,
glassy systems may adopt self-organized configurations and
undergo nonequilibrium phase transitions (NEPTs) [1–3].
Vortex matter in type-II superconductors shows aspects of
glassiness. These systems are often modeled as disordered
elastic media, a category which also includes magnetic [4,5]
and ferroelectric [6,7] domain walls, as well as interacting
particles in disordered substrates such as colloidal systems
[3,8,9], Wigner crystals [3,10], or skyrmion lattices [3,11].
Although the microscopic equations behind these systems are
completely different, under some reliable assumptions all of
them can be described as elastic manifolds in a disordered
landscape [12–14]. In all these cases, depinning occurs when
an external continuous drive is increased beyond a critical
value. The nature of this transition and its relation to the
proliferation or annealing of topological defects have been
thoroughly studied, though many questions still remain un-
solved in this field [3].

The dynamics of glassy systems driven by alternating (ac)
forces have received much less attention. Work carried out
mostly during the last decades showed that ac-driven systems
display special features, not directly translatable from the cor-
responding dc regimes, and may be dynamically reorganized
into different configurations [15–22]. In particular, molecu-
lar dynamics simulations of ac-driven two-dimensional (2D)
vortex lattices (VLs) revealed plastic ac depinning in the low-
frequency regime, when the driving ac Lorentz force FL over-
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comes a critical force Fc and moves vortices over distances
larger than the typical pinning radius in each ac cycle [19].
For FL < Fc, plastic random displacement produces a huge
number of VL dislocations, but most vortices remain trapped
around the pinning sites and the final configuration depends
strongly on the initial conditions. On the contrary, above Fc,
the memory of the initial configuration is lost after a transient
number of cycles (Nac) that depends on the amplitude and
frequency of FL. Past the transient, the density of VL disloca-
tions and the mean vortex velocity remain fluctuating around
stationary values which may still depend on the parameters
of the ac drive [19]. These dynamic steady states are remi-
niscent of the “fluctuating steady states” observed in colloidal
systems [8,9].

Driven 2D VLs can be used as simple models for a small
portion of the 3D vortex systems studied experimentally, for
which history effects in the response have been often observed
[20] and signatures of criticality at the depinning transition
were reported [3,23]. A prototype of such systems is the
vortex matter in clean NbSe2 single crystals in which the
stable vortex phase at low temperatures and weak magnetic
fields is an ordered Bragg glass (BG) without VL dislocations
[24]. When field cooled (FC) from the normal state, the sys-
tem is trapped in disordered metastable configurations where
the VL is strongly pinned [21,25]. However, by applying
high transport current densities [25–27] or large oscillatory
shaking magnetic fields [18,20,21], the system overcomes
energy barriers and reaches the ordered BG with lower ef-
fective pinning. With increasing field and/or temperature, the
system undergoes an order-disorder transition to a disordered
glass, whose fingerprint is the anomaly known as the peak
effect (PE) [28–30], consisting in a sudden increase of the
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FIG. 1. (a) Experimental setup: The dc field (Hdc) is parallel
to Hsh and Hac, aligned with the c axis. At selected times, the χ

measurement is interrupted to apply a burst of �N shaking pulses.
(b) In-phase component of χ ′(T ) in the PE region, corresponding to
field cooling a disordered VL (black) and warming an ordered VL
(red). Solid lines show the evolution up to Tsh (vertical dotted line),
the stable temperature during shaking; without shaking, χ ′(T ) would
follow the dotted lines. (c) Evolution of χ ′, after applying N shaking
pulses starting from the IC I (black) and IC II (red). After a transient
number of cycles Nac, an IC-independent value χ ′

∞ is reached.

effective pinning. Intermediate responses that broaden the PE
have been ascribed in part to surface contamination induced
by the probing transport current [27]. However, combined ac
susceptibility and small-angle neutron scattering experiments
support the existence of a narrow region between the ordered
and the disordered phases [18,31,32] where the application
of shaking magnetic fields gives rise to bulk VL configura-
tions with intermediate degrees of disorder, correlated with
intermediate vortex responses [21]. A consistent scenario also
emerges from tunneling spectroscopy experiments carried out
in the PE region of Co-doped NbSe2 single crystals [33].

In this Rapid Communication, we present experimental
results that show that these “intermediate” configurations are
originated from a VL reorganization driven by the oscillatory
dynamics. Moreover, unambiguous signatures of criticality
suggest that this reorganization is closely associated with a
NEPT, possibly related with the ac vortex depinning.

The vortex response may be accessed in different ways.
The best choice, given the purpose of the present work, is
to record the linear ac susceptibility χ ′ with a noninvasive
measurement [20,21]. In our experiments, this is achieved
with the setup and procedure sketched in Fig. 1(a): A perma-
nent dc field Hdc, applied on a superconducting single crystal,
generates a vortex arrangement, which is prepared in an initial
(history-dependent) configuration. At selected times, the ac
driving field, that we call the shaking field Hsh, is switched on,
as a way to reorganize the vortex configuration. Subsequently,

the shaking field is switched off. Before and after shaking
the system, the linear response is measured by applying a
very small ac field Hac that forces vortices to perform small
(harmonic) oscillations inside their effective pinning potential
wells, without modifying their spatial configuration. These
oscillations propagate through the sample due to the vortex-
vortex repulsion, with a characteristic penetration depth λac

that, for a fixed experimental geometry, determines the linear
ac susceptibility [34]. In the low-frequency Campbell regime
[35], vortices oscillate, in a mean-field approximation [36], in
phase with Hac. In this case, λac is related to the curvature
of the effective pinning potential and determines the in-phase
inductive component of χ ′, that is nearly frequency indepen-
dent.

We used a clean 1 × 1 × 0.2 mm3 NbSe2 single crystal
with Tc = 7.2 K grown at Bell Laboratories [37]. The phase
diagram for several crystals from this source shows only
minor variations, also compared to other samples reported
in the literature. Linear ac susceptibility measurements were
done using a homemade susceptometer based on the mu-
tual inductance technique, installed in a cryostat that allows
temperature regulation within �T � 2 mK. In our setup, the
dc field (Hdc = 1 kOe) is parallel to the perturbation field
(Hac = 10 mOe) and the c axis of the sample [Fig. 1(a)].
With these parameters, the linear response, low dissipation,
and frequency independence—characteristic features of the
linear Campbell regime—were verified. We then chose to use
fac = 90 kHz to have a good resolution.

Shaking fields were applied parallel to the dc field by
controlling the number, amplitude, and period of current
pulse trains applied to the primary circuit. Local self-heating
induced by the dissipation of ac shaking current inside the
sample at high shaking amplitudes and/or frequencies was
avoided by applying temporally spaced short bursts. Because
the order-disorder transition region is characterized by a sharp
increase in the ratio between effective pinning and elastic
forces with temperature, the system’s behavior is strongly
temperature dependent. Therefore, good control over the tem-
perature was assured.

Figure 1(b) displays different linear ac susceptibility re-
sponses in the PE region. The black curve shows the response
measured during a FC procedure, where the VL is disordered
and strongly pinned. The red curve displays the response
of an ordered, weakly pinned VL, recorded in a warming
procedure, after having shaken the system with 1000 cycles of
a large ac field (24 Oe, 1 kHz) at low temperature (∼6.5 K).
These responses, well defined and repeatable under the same
cooling/warming protocols, can be used as different initial
conditions (ICs) for our experiments. Condition I corresponds
to the disordered FC VL and condition II to the ordered VL.
Once an IC is selected, a temperature Tsh in the PE region is
chosen and made stable.

In the absence of any additional driving force, there is no
significant evolution of the susceptibility with time and the
system remains mainly trapped near these ICs. However, as
observed in other complex systems [38,39], large oscillatory
driving forces may dynamically assist the system to evolve
towards a stationary state, independent of the IC, but strongly
temperature dependent [18]. Hence, we chose Tsh = 6.9 K,
where the stationary state is conveniently distant to both ICs.
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FIG. 2. (a) Difference between the in-phase linear response after
N shaking pulses χ ′(N ) and its asymptotic value χ ′

∞ for different
shaking amplitudes Hsh at fsh = 3 kHz (log-linear scale). Continuous
lines are the functions in Eq. (3) and the vertical arrows indicate the
characteristic number of cycles Nac. (b) Finite difference approxima-
tion to the derivative of the functions above, against N , in double-log
scale. The slope of the continuous orange line yields the critical
exponent α. (c) χ ′

∞ vs Hsh for several fsh.

We move then to the proper dynamic measurements of our
interest. After stabilizing the temperature, we apply a series
of pulses of amplitude Hsh and period 1/ fsh, and we measure
χ after 1, 2, . . . , N pulses. The resulting in-phase component
as a function of the number of pulses N is shown in Fig. 1(c):
with red squares data for an IC in branch II, whereas with
black symbols two examples of the evolution starting from
condition I [see Fig. 1(b)]. The effect of the first pulse depends
strongly on the IC. However, after a transient number of
cycles that we call Nac, the responses converge to a common
stationary value χ ′

∞. We have checked that the evolution
χ ′(N ) does not depend on the number of pulses conforming
each applied shaking burst and that it is not modified by the
very weak perturbation used during the measurements.

Both the evolution and stationary response may depend
on the amplitude Hsh and frequency fsh of the shaking field.
The variation of χ ′

∞ as a function of Hsh is displayed for
selected fsh in the inset of Fig. 2(c). On the one hand, the
asymptotic value increases with fsh at frequencies higher than
3 kHz but is independent of the shaking frequencies at low
fsh � 1 kHz [20]. On the other hand, at a fixed fsh, the final
response is nearly Hsh independent, as well as independent
of the IC, for Hsh > 1 Oe, although it keeps its frequency
dependence even for these large field amplitudes. Therefore,
quite generally, the driven vortex system evolves to different
dynamically organized stationary configurations. Whether the
response easily converges to a final value independent of the
ICs depends on the shaking amplitude Hsh, which determines
the typical vortex displacements.

Figure 2(a) shows an example of the evolution of χ ′ with
the number of applied pulses N tending to the stationary
response χ ′

∞, for different amplitudes ranging from 0.5 to
12 Oe, at fsh = 3 kHz. A quick and good convergence to χ ′

∞
in a characteristic number of cycles Nac � 1000 is achieved
for Hsh � 1 Oe, that completely penetrates the sample, for
which we can estimate a vortex displacement larger than the
VL parameter in most of the sample [see the Supplemental
Material (SM) in Ref. [21]]. However, with decreasing ampli-
tudes, Nac increases by several orders of magnitude, beyond
the experimentally accessible range, suggesting a divergence.
A possible origin for this divergence could be the fact that
the shaking field plays the role of an “effective temperature”
in an activated process, where activation barriers grow when
approaching the stable state [40]. We have tested that our
data are not compatible with the expected behavior [41] and
we therefore discarded this possibility. On the other hand,
a divergent Nac at a critical shaking amplitude Hc

sh could be
indicative of a dynamic phase transition. We explore the latter
possibility in the following.

In case we were confronted to a NEPT, a critical behavior
should be observed near the critical field, where the charac-
teristic time τ diverges; in a dc-driven system, we should then
expect [3,9]

〈x(t )〉 ∝ e−t/τ

tα
∼

{
t−α if t � τ,

e−t/τ if t > τ,
(1)

for any observable coupled to the order parameter that tends
to 0 under the stationary condition.

In the ac-driven vortex system, we propose a similar critical
behavior with time measured by the number of applied cycles
N . We chose as our observable the rate of change of χ ′ per
shaking cycle and we expect

4π (χ ′(N ) − χ ′(N − 1)) = A
e−N/Nac(Hsh )

Nα
, (2)

which implies

4π

A
(χ ′

∞ − χ ′(N )) =
∞∑

k=N+1

e−k/Nac

kα
	

∫ ∞

N+1/2
dk

e−k/Nac

kα

= N1−α
ac �1−α

(
N + 1/2

Nac

)
, (3)

that in turn has been approximated, in the continuum limit,
by the incomplete Gamma function �ν (z) = ∫ ∞

z tν−1e−t dt .
Here, shifting the lower limit down by 1/2 compensates for
truncation errors [41].

Figure 2(b) shows the evolution of �χ ′/�N with N ob-
tained from the data shown in Fig. 2(a), in double-logarithmic
scale; the dashed line indicates the expected power-law behav-
ior for the exponent α = 1.07 ± 0.01, which best fits data for
this particular frequency. Continuous lines in Fig. 2(a) are fits
of the data with the function (3) using a unique exponent α and
prefactor A but different Nac(Hsh) [41], indicated by vertical
arrows.

Equation (3) implies that, after normalization by N1−α
ac , the

data should scale when plotted as a function of N/Nac, for
N 
 1. Such scaling is shown in Fig. 3, where all data sets
used in Fig. 2 are plotted. The data collapse is excellent up
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FIG. 3. (a) Scaling of the data shown in Fig. 2. The master curve
is well represented by �1−α (N/Nac ), plotted with a continuous orange
line. (b) The exponent α vs fsh.

to N/Nac 	 1, and the master curve �1−α (N/Nac) (continuous
line) represents the data very accurately. A similarly good
scaling is obtained for shaking frequencies ranging from fsh =
1 to 90 kHz [41].

The critical exponent α is expected to be unique for
each universality class of phase transitions. The resulting
exponents α( fsh) are plotted in the inset of Fig. 3. A single
frequency-independent α = 1.02 ± 0.02 is obtained for fsh up
to 10 kHz, but α increases at higher frequencies. Moreover,
the characteristic number of cycles Nac [indicated by vertical
arrows in the example of Fig. 2(b)] is expected to diverge at a
frequency-dependent critical field Hc

sh( fsh) as

Nac(Hsh, fsh) = N0
(
Hsh − Hc

sh( fsh)
)−β

, (4)

with β another critical exponent. By assigning weights to
the expected models [Eqs. (3) and (4)], we were able to
fit the whole set of data for all the shaking amplitudes and
frequencies between 1 and 30 kHz, obtaining a single β [41].
The main panel in Fig. 4 shows the transient number of
cycles Nac as a function of Hsh − Hc

sh( fsh) for different fsh.
All data collapse on a linear relationship with β = 2.4 ± 0.4,
supporting the existence of an ac dynamic transition. The inset
in Fig. 4 shows the resulting shaking critical field Hc

sh as a
function of fsh.

A similar NEPT has been found in an ac-driven mean-field
disordered spin model that mimics shaken granular systems
[39]. In this simple model, the linear response R converges to
a stationary form whenever the system is assisted with strong
enough ac fields. The transient time (measured in number of
cycles) grows with decreasing amplitudes and diverges at a
frequency-dependent critical amplitude Hc

sh, similarly to what
is reported in Fig. 4. This transition is, therefore, between a
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FIG. 4. (a) Dependence of Nac with the distance from the critical
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sh( fsh ) in log-log scale; the slope for the resulting expo-
nent β [see Eq. (4)] is indicated with dashed line. (b) Hc

sh as a function
of f c

sh.

viscous liquid and a glassy phase. The former is the steady-
state phase for field amplitudes above Hc

sh( fsh).
Qualitatively, the same picture seems to hold in the present

case: Reaching the memoryless steady state becomes more
and more difficult when the strength of the shaking field
decreases until it can no longer be done below the critical
curve Hc

sh( fsh). A rough estimate of the vortex displacements
during each shaking cycle indicates, under shaking fields of
the order of the measured Hc

sh( fsh), that vortices move over
distances that are smaller than the VL parameter and (on
average) of the order of the coherence length (i.e., the typi-
cal pinning radius). Therefore, at lower shaking amplitudes,
below the ac depinning, the system remains glassy. On the
other hand, beyond the ac depinning, vortices move and reor-
ganize into dynamic stationary states which lead to partially
ordered vortex configurations. Whether this dynamic phase is
characterized by steady fluctuating states [8], as suggested by
molecular dynamic simulations in a simpler 2D model [20], is
still an open question.

Although checking universal properties is notably difficult
in dynamic phase transitions, we have succeeded in using
critical slowing down and scaling arguments to character-
ize �χ ′/�N and the deviation of χ ′(N ) from the asymp-
totic value χ ′

∞(Hsh, fsh), respectively. We found parameter-
independent values of the critical exponents α and β, as
expected, for low fsh and all amplitudes. This accounts for
the existence of a critical behavior, associated with a non-
equilibrium phase transition driven by ac forces.

While universal independent values of the critical expo-
nents are expected, deviations from constant α were mea-
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sured at high fsh. This observation suggests a change in
the universality class of the NEPT. The influence of viscous
losses during shaking could promote a crossover from plastic
to elastic dynamics at depinning. This possible explanation,
supported by nonlinear ac susceptibility measurements [41],
deserves further investigation.

In summary, we were able to experimentally observe a
dynamic phase transition in a vortex system driven by ac
forces, probably associated with ac depinning. The close
similarity of vortex matter with other glassy systems opens the

perspective to observe similar behavior in systems belonging
to the broad class of elastic disordered media.
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