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ABSTRACT: We show that adapting the knowledge developed for the
disordered Mott—Hubbard model to nanoparticle (NP) solids can
deliver many very helpful new insights. We developed a hierarchical
nanoparticle transport simulator (HINTS), which builds from localized
states to describe the disorder-localized and Mott-localized phases of
NP solids and the transitions out of these localized phases. We also
studied the interplay between correlations and disorder in the
corresponding multiorbital Hubbard model at and away from integer
filling by dynamical mean field theory. This DMFT approach is
complementary to HINTS, as it builds from the metallic phase of the
NP solid. The mobility scenarios produced by the two methods are
strikingly similar and account for the mobilities measured in NP solids.

The mobility gap 4 due to the Coulomb blockade
persists with increasing disorder W

We conclude this work by constructing the comprehensive phase diagram of PbSe NP solids on the disorder-filling plane.
KEYWORDS: Coulomb blockade, metal—insulator transition, Hubbard model, nanoparticles, Monte Carlo, dynamical mean field theory

Nanoparticle (NP) solids are aggregates of nanometer-
scale particles with interesting and potentially useful
emerging electronic functionalities. In NP solids, the wave
functions are typically quantum confined to the NPs, making
their electronic properties tunable with the NP size." This
tunability makes them attractive for a wide variety of
optoelectronic applications,” including photovoltaics,”* light-
emitting diodes,” and field-effect transistors (FETs).%”
However, the same quantum-confined localization also drives
the NP solids to be insulating, hindering charge transport and
thus their utility. Therefore, driving NP solids from their
insulating phase across a metal—insulator transition (MIT)
into a conducting, metallic phase is a top priority to boost their
utility. Recent experimental attempts to cross the MIT
included atomic layer deposition (ALD),® substitutional
percolation,” chemical doping,'”"" and photodoping.'* ALD
infilling with metal oxides has already enhanced mobilities
above 7 cm?/(V s5).® Whether these enhanced-mobility NP
solids support coherent metallic transport is still debated.
Building on these advances, NP solar cells were developed with
impressive 13—16% power conversion efficiencies.* ™"

There is vast literature on the theory of the disorder-driven,
Anderson-type MIT of noninteracting electrons.'® The
disorder of the site energies breaks up the site-to-site phase
coherence of the originally extended wave functions, thereby
localizing the electrons. Introducing interactions into Anderson
localizaton makes the physical scenarios more complex, as
revealed by scaling methods.'”~"” Implications for transport
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were studied, e.g., via the concept of the Coulomb blockade/
gap, the energy cost of the attraction between the moving
electron and the hole it leaves behind, thus suppressing
transport at all fillings.”” These ideas were adapted to NP
solids, e.g,, in ref 10. Transport has been described as nearest-
neighbor hopping at high T*"** and as Efros—Shklovskii (ES)
variable range hopping at low T.**

Interactions are especially important at commensurate
fillings. An electron already on an NP blocks the transport of
additional electrons through that same NP because of the
Coulomb cost of double occupancy. This was referred to as a
Mott-gap or Coulomb blockade. This blockade fully blocks
transport only at integer ﬁllings.24_26

In recent years, the analysis of the interplay of disorder and
interactions was re-energized by adaptating the dynamical
mean field theory (DMFT) for analogous Hubbard mod-
els.”” 7% A surprising prediction of DMFT was that at n = 1, at
intermediate repulsion, increasing disorder first dissolved the
Mott-localized phase into a metal, which then transformed into
an Anderson-localized phase only at a higher disorder.
Accordingly, the gap of the Mott-localized phase did not
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persist into the Anderson-localized phase with increasing
disorder.”®*” Fillings with n # 1 have not yet been investigated
with DMFT.

Remarkably, despite all this progress, profound unmet needs
remain.

(1) In spite of inviting analogies, the vast amount of
knowledge developed for the disordered Mott—Hubbard
physics has not yet been adapted for NP solids, beyond
some early suggestions.””>° For example, even though the
mobility of some NP solids exhibits maxima and minima as the
filling is tuned, these features were not attributed to Mott—
Hubbard commensuration.”” Adapting Hubbard-based knowl-
edge to nanomaterials could inspire new pathways to improve
the transport properties of NP solids. In reverse, articulating
these connections could make nanoparticle solids a rich and
well-controlled testing ground for Hubbard-based research.

(2) We are not aware of a theory of the MIT that starts from
the insulating phase either in NP solids or in the Mott—
Hubbard field. Notably, both the scaling and the DMFT
techniques are built with extended wave functions and thus
indicate Anderson/disorder localization only as the boundary
where their applicability breaks down. Therefore, they are ill-
suited to describe the disorder-localized phase itself. Thus,
developing a theory of the MIT out of the insulating phase
would complement the MIT theories from the metallic phase,
thus creating a comprehensive characterization of the MIT.

In response to these needs, here are the main messages of
our paper. (1) We advocate that adapting disordered Mott—
Hubbard ideas for NP solids, and viewing NP solids as well-
controlled experimental platforms for Mott—Hubbard models,
provides extensive benefits for both fields. (2) To start this
adaptation, we developed a hierarchical nanoparticle transport
simulator to reach the MIT from the localized phase, and we
analyzed a multiorbital Hubbard model with DMFT to reach
the MIT from the delocalized phase. Using the combination of
these complementary methods we determined the compre-
hensive phase diagram of nanoparticle solids that consists of
two distinct localized phases defining two distinct MIT's, which
can be crossed by tuning various control parameters. (3)
Tuning the filling n toward integer values drives a disorder-
localized-to-Mott-localized transition. (4) For n = 1 and large
interactions, decreasing disorder drives a direct disorder-
localized-to-Mott-localized transition without an intervening
metallic phase, characterized by a persistent gap. (S) Forn # 1,
decreasing disorder drives a disorder-localized-to-metal,
Anderson-like MIT. (6) The DMFT-determined filling
dependence of the mobility at low disorder shows striking
similarities to that at high disorder, demonstrating the internal
consistence of our analysis.

HINTS Method. Our hierarchical nanoparticle transport
simulator HINTS is a kinetic Monte Carlo transport simulator
that is extended by an additional metallic transport channel.
This extension makes HINTS capable of reaching the MIT
from the insulating phase. In an introductory analysis at
generic fillings, we reported reaching the MIT and interpreted
it as a quantum percolation transition.”® However, we did not
connect this MIT to Mott—Hubbard phenomena, did not
consider its interplay with Anderson localization, and did not
analyze the model at commensurate fillings.

HINTS simulates NP solids by a multilevel hierarchical
approach. We start with computing the electronic energy levels
by using a parametrized band structure of individual PbSe NPs
with diameters in the 3—8 nm range.‘?’9 On the next level, we

account for the Coulomb interaction via the on-site charging
energy Ec:
-1
E. = n(ZO + MZ]

2 (1)

Here, n is the number of electrons on the NP after the
electron is added. X° is the total electrostatic energy cost of
loading an electron onto a neutral NP, while X is the energy
cost of the Coulomb repulsion with the (n — 1) electrons
already on the NP. We calculate E with the hybrid empirical-
perturbative method of ref 40.

We proceed by generating a superlattice of PbSe NPs with
diameters selected from a Gaussian distribution. We randomly
fill this superlattice with electrons to reach the filling n
electron/NP. As described below, the electrons will move from
these random initial NPs to the energetically favorable NPs
once their dynamics are simulated.

In our extended HINTS, the NP—NP transition rates are
either Miller—Abrahams phonon-assisted hoppings or non-
activated metallic transitions, depending on whether the energy
difference between the initial and final states was larger or
smaller than a hybridization energy:
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—AE; )
‘Bij € kb—T lf AE’/ Z EH

Ugi}ﬂi}. if AE; < Ey

@)

The attempt frequency v is chosen to be 10'* s™" to match
experimental data; g; is the product of the initial density of
states on NP; and the final density of states on NP;, and f; is
the WKB tunneling amplitude. The hybridization energy Ey is
determined by the overlap of the electron wave functions of
the NPs’ i and j. The energy difference between the initial and
final configurations AE; is

_ p F C
AEl.j = AEij + AEij + AEij 3)

where AE;P is the difference in single-particle band energies;
AE% is the difference in charging energies; and AEE is the
difference of the potential energy from the external electric
field.

Finally, we compute the mobility of the NP solid by an
extended kinetic Monte Carlo (KMC) algorithm with a
sufficiently small voltage bias. In particular, we measure the
mobility only after the transients, driven by the initial
conditions, have decayed and the flow of electrons reached a
steady state. See the Supporting Information for the full details
of the HINTS method. We move to presenting the results of
the HINTS simulations.

Disorder-localized-to-Mott-localized Transition with
a Scan of the Filling n. Experimentally, the electron/NP
filling n can be scanned by increasing the average NP diameter
at a fixed volumetric charge density. Two experimental groups
measured the dependence of the mobility on the NP diameter
in NP-FETs and reported an initial rise followed by a
maximum.””

We now use HINTS to compute the conductivity of PbSe
NP solids as a function of NP diameter (d). Figure 1 shows the
HINTS-computed conductivities with increasing d for two
representations of the disorder, i.e., fixed-diameter disorder of
+0.3 nm and variable-diameter disorder of +5%. These results
are overlaid on the experimental data of Kang et al.’” The

https://dx.doi.org/10.1021/acs.nanolett.0c03141
Nano Lett. XXXX, XXX, XXX—XXX


http://pubs.acs.org/doi/suppl/10.1021/acs.nanolett.0c03141/suppl_file/nl0c03141_si_001.pdf
pubs.acs.org/NanoLett?ref=pdf
https://dx.doi.org/10.1021/acs.nanolett.0c03141?ref=pdf

Nano Letters

pubs.acs.org/NanoLett

0357 ... Diameter corresponding to 1 e~/NP filling
0301 -~ HiNTS Result: Fixed Disorder
—_ --&- HINTS Result: Variable Disorder ,
S —#— Kang 2011 /
L 0.25
)
é‘ 0.20
2
‘C 0.15
S
©
S 0.10
O
0.05 4
0.00

3 4 5 6 7 8
NP Diameter d (nm)

Figure 1. Conductivity vs NP diameter. HINTS simulations of PbSe
NPs overlaid with experimental data. Volumetric electron density =
0.0016 ¢/nm? ligand length = 0.5 nm, and T = 200 K.

HINTS conductivities and the Kang et al. data exhibit
remarkable agreement.

The broad rising trend of the mobility/conductivity is driven
by two factors, i.e., (i) a larger d means that the electrons can
traverse a fixed length by fewer hops, and (ii) since the
electron energy-diameter relationship flattens with increasing
d, the energy disorder induced by the diameter disorder
decreases with increasing d.

The Kang experiments and our simulations both display a
nonmonotonic pattern overlaid on this broad rising trend.
Conspicuously, the conductivity maximum at d = 6 nm is
observed to be only the beginning of a maximum-minimum-
resumed rise pattern, centered on n = 1. The utility of adapting
Mott—Hubbard ideas to analyze NP solids is compellingly
demonstrated here by recognizing that such a conductivity
minimum also arises when n is scanned across n = 1 in the
repulsive Hubbard model, as the Coulomb repulsion opens a
Mott gap at n = 1, and thus suppresses transport through the
occupied NPs.

For context, we mention that earlier experiments41 reported
only a mobility maximum/plateau, which we reproduced by
simulation.*” However, neither works observed the maximum-
minimum pattern and correspondingly did not recognize that
Mott—Hubbard commensuration physics drives all these
phenomena.

Changing d also varies site energies and hopping rates and
thus convolutes the transition into the Mott-localized phase
with other trends. Therefore, next we isolate the mobility’s
dependence on 7 in fixed-diameter NP solids. Experimentally
this can be achieved by varying the FET gate voltage applied to
a NP solid.

Figure 2 shows the HINTS-simulated mobility of a PbSe NP
solid as n is varied. Visibly, the mobility exhibits minima at
integer fillings, accompanied by maxima close to half-integer
fillings, just as with increasing d. These features are much more
pronounced than in Figure 1.

The temperature dependence of the mobility/conductivity is
activated for all fillings in Figures 1 and 2, having a smaller,
disorder-induced gap away from n = 1 that is boosted by the
Coulomb blockade to a larger gap at n = 1. Thus, scanning
with n through n = 1 crosses from a disorder-localized phase
into a Mott-localized phase and then back to a disorder-
localized phase for n > 1, as expected from adapting the
Hubbard model for these NP solids. And in reverse, the fact
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Figure 2. Electron mobility as a function of carrier filling in the
disorder-localized phase of PbSe NPs with diameters of 6.6 + 0.3 nm.
T = 80 K. Average charging energy E- = 100 meV, and the average
hopping energy t = 7 meV.

that the experimental data and our simulations show such
remarkable correspondences is compelling evidence that NP
solids are well-controlled and tunable experimental realizations
of the disordered Hubbard model.

Experimentally, such filling-driven disorder-localized-to-
Mott-localized phase transitions have been reported in Si
quantum dot arrays, where the gate voltage was used to tune
the ﬁlling32 and in InAs quantum dot solids.”

Mott-localized-to-Disorder-localized Transition with
a Scan of Disorder W at n = 1. Next, we explore the
robustness of the Mott-localized phase as the disorder W/2t is
varied at fillings around n = 1. Here, the Hubbard t kinetic
energy was determined by mapping our tunneling probabilities
to Fermi’s golden rule. W was determined from the sum of the
disorder of the band and charging energies. We conduct this
study on PbSe NP solids with a mean diameter of 6.5 nm by
scanning the diameter dispersity up to 10%.

Figure 3 shows the dependence of the activation energy/gap
A on the disorder W/2t at n = 1 (scan 3a) and at n = 1 + §,
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Figure 3. Disorder-dependent gap A(W) for PbSe NPs: (a) n = 1, (b)
n=1+6 W.(Mott)/2t ~ 3.5; W.(MIT)/2t ~ 1.5.

where § = 0.001 (scan 3b). At n = 1 and where the small
disorder of the gap A is Mott-like, as its value is set by the
charging energy Ec, then A/E¢ & 1. This Mott gap suppresses
transport and creates a Mott-localized phase. With increasing
disorder, the gap A gets re-normalized to a lower value A(W).
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The physics of this lower gap region is clarified by scan 3b of
A(W) at the filling n = 1 + 5. The gap A(W) is the same for n
=1and n =1 + 6 above a critical value W_(Mott)/2t ~ 3.5.
This insensitivity of the gap to the charging energy and to
commensuration identifies this phase as a disorder-localized
phase, into which the Mott-localized phase of #n = 1 transitions
as W exceeds W_(Mott). Clearly, the transition at n = 1 across
W.(Mott) is direct, in the sense of having a persistent gap
across the transition and no intervening gapless metallic phase.
An analogous direct Mott-to-Anderson transition was reported
by DMFT studies with a disorder scan in the Hubbard model
at n = 1 at around W, (Mott) = 3, in good agrement with our
result. Both studies worked in the U/t = 10—14 range.”® It is
noteworthy that the gap is relatively insensive to W in the
disorder-localized phase. This is explained by the charging
energy E_ screening the disorder W.

Beyond the remarkable disorder-driven Mott-localized-to-
disorder-localized transition at n = 1, scan 3b also reveals that
as the disorder W is reduced at n = 1 + §, the gap shrinks to
zero at W.(MIT)/2t =~ 1.5. The vanishing of the gap indicates
the disorder below which the wave functions become
delocalized again. In this regime, the phases of the wafunctions
become important, and the metallicity of transport is restored.
HINTS does not track the phases of the electron wave
functions and thus can describe the transport with decreasing
disorder only down to W = W_(MIT) but cannot enter the
metallic phase itself. We identify W.(MIT) as indicating a
disorder-localized-to-metal transition, taking place at n # 1.
This MIT at W.(MIT) at n = 1 + § is disorder driven and is
therefore distinct from the interaction-driven Mott transition at
W = W.(Mott) at n = 1.

For context, we comment on the expectation that all
electronic states are localized in 2D. This expectation, however,
was demonstrated only in noninteracting systems.'® In
interacting systems, the complex interplay of interactions and
disorder has been shown to drive metal—insulator delocaliza-
tion transitions starting from the extended phase even in
2D."9** Our results, building from the insulating phase, are
consistent with and complement these claims.

These results have direct experimental relevance for NP
solids beyond just PbSe NPs. As shown in ref 11, the authors
developed strategies to cross the MIT and induce band-like
transport with the high mobility of 27 cm?/(V s) in CdSe NP
FETs by increasing the kinetic energy t and decreasing the
disorder W. The researchers'' increased the wave function
overlap, and thus t, by switching to the compact ligand
thiocynate and by annealing at the elevated temperatures of T
= 200—250 °C. They eventually reached values of t = 6—8
meV. They also reduced W by doping the CdSe NP FET's with
indium which filled up traps and thus reduced the trap-related
disorder, eventually giving rise to an effective gap of A = 6—7
meV.

Our simulations provide a firm foundation for these
strategies. To establish a quantitative correspondence, one
would need to redo our PbSe simulation for CdSe NP solids to
determine the additional disorder from polydispersity. Without
the benefit of this calculation, we only make the qualitative
observation that the W/2t ratio where ref 11 reports an MIT is
of the order 1 and is thus consistent with our W_(MIT)/2t =
1.5.

An additional strategy emerges from our simulations,
namely, the reduction of the charging energy E.. We showed
that E sets the Mott gap and screens the gap in the disorder-

localized phase, and thus reducing E is yet another strategy to
cross the MIT in NP solids.
Disordered-Metal-to-Mott-Localized Transition as a
Function of n. We already established that the physics of NP
solids is analogous to a disordered Hubbard model whose sites
represent the individual NPs. We take into account the 8-fold
degeneracy of the electronic states of the PbSe NPs** by
adopting a four orbital (labeled by a, b = 1, 2, 3, 4) Hubbard

model with diagonal disorder.*” The Hamiltonian reads:

H = Z t,'jdja,gd}',u,g + Z (Wz - ﬂ)ni,u,cf

(i)j),a,0 i,a,0
+ Z Un,,ym,,y + Z Uty o1,
a a#b,0,6' (4)
Here, (i, j) label nearest neighbor sites, 1, , = dj, ,d;,, is the

density of electrons of spin ¢ in orbital a on site i, y is the
chemical potential, t; is the nearest neighbor hopping, and U is
the Coulomb repulsion. The disorder is introduced through
the random site potential energy w; independent of orbital and
spin index. For further details, see the Supporting Information.

The NP solid is on a regular lattice to start from a bona fide
metallic state. We explore the combined effect of Coulomb
repulsion and site energy disorder. We simulate PbSe NPs by
associating the on-site Hubbard repulsion U with the NP
charging energy by taking U = Ec = 100 meV and the kinetic
term with the NP—NP hopping amplitude of t = 7 meV,
making U/2t = 7. These parameters match those of Figure 2,
and thus our Hubbard model is to be viewed as a quantitative
modeling of the PbSe NP solid.

Since t/U < 1, the Hubbard model is in strong coupling.
Therefore, we adopt the dynamical mean field theory
(DMFT), extended to include disorder effects.””>"**

The DMFT approach maps the original lattice model onto
an auxiliary quantum impurity model supplemented with a self-
consistency condition. The quantum impurity problem is then
tackled by numerical simulations that we performed using the
continuous-time quantum Monte Carlo (CTQMC) meth-
0d,**% described in ref 51. That method samples a
diagrammatic expansion of the partition function in powers
of the impurity-bath hybridization. For simplicity, for the
noninteracting electrons we adopt a semicircular density of
states (DOS) of bandwidth 4, since single-site DMFT is not
sensitive to the shape of the noninteracting DOS. DMFT is
exact in infinite dimensions, and it has been shown to remain a
good approximation for lower dimensional systems whose
physics is local, as is the case for the present Mott system. The
disorder is introduced through a random site energy with a
uniform distribution in the interval [—W, W] (see SI for
details).

Figure 4 shows the electron mobility and the chemical
potential y of this Hubbard model as a function of the filling n
for the clean and disordered cases, at T/t = 0.02. In the clean
case, ¢t shows a jump at n = 1; this indicates the emergence of a
Mott gap that localizes the electrons.”” This is a remarkable
result, as our DMFT technique finds this Mott-localized phase
at the band filling of 1/8, whereas band structure calculations
for PbSe, or traditional Hubbard mean-field theories, would
not find such a Mott insulator below the customary band filling
of 1/2. So, our DMFT work establishes PbSe as a Mott system,
where correlation effects play out in 4-fold degenerate orbitals.

At finite temperatures, this Mott gap makes the mobility
exhibit a minimum as the filling crosses n = 1. Clearly, DMFT
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Figure 4. Mobility and chemical potential y as filling scans from the
metallic phase through the Mott gap.

established that the Mott gap/Coulomb blockade also
suppresses the mobility in the metallic phase when the filling
is scanned across n = 1, just like in the insulating phase (cf.
Figure 2).

A main result of the DMFT study is that the clean trends
persist even for a substantial disorder W/2¢ = 1. Indeed, the
Mott gap (jump of y) at n = 1 only decreases by a small
amount and remains robust. This is reasonable since W/2t = 1
< W (Mott)/2t = 3.5. At the same time, the mobility away
from n = 1 is reduced much more notably because the W/2t =
1 disorder is relatively closer to the off-commensuration MIT
at W, (MIT)/2¢ = 1.5. Finally, Figure 4 shows that the relative
reduction of the mobility by the disorder is strongest at small n.
This makes physical sense, since at small n the Fermi energy
becomes comparable to the disorder, and thus, the relative
importance of the disorder grows. To our knowledge, the
present DMFT study is the first one done for a multiorbital
model with disorder as a function of electron filling.

The here-used coherent potential CPA-DMFT method does
not capture Anderson localization. While “typical medium”
DMET theories were proposed to capture a Mott—Anderson
transition, this issue remains debated.>*™>’

B CONCLUSIONS

We now bring together all the scans of our complementary
HINTS and DMFT work and construct the phase diagram of
PbSe NP solids on the filling—disorder plane, shown in Figure
5. We distinguished a disorder-driven MIT at n # 1 and an
interaction-driven MIT at n = 1. In particular, at n = 1, HINTS
showed that at large interactions the Mott-localized-to-
disorder-localized transition occurs with a persistent gap. We
complemented the studies building from the localized phases
with studies building from the extended phase. Reassuringly,
the complementary studies produced the same qualitative
scenarios, as illustrated by the strikingly similar behavior of the
mobility in Figures 2 and 4.

The totality of our studies demonstrated that adapting the
vast body of knowledge developed for the disordered Mott—
Hubbard model for NP solids can and will produce many new
insights into the physics of NP solids and, thus, can be used to
develop strategies to improve their optoelectronic properties.

Disorder-localized

@ Wc(Mott)—>|» :‘

Disorder W

146 Filling n (e/NP)

Figure S. Qualitative phase diagram of NP solids in the (disorder W—
filling 1) space, for U 3> W. The red dashed lines report the scans in
the correspondingly labeled figures.
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