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ABSTRACT

In a previous paper, we studied two statistical methods used to analyse the variability of ac-
tive galactic nuclei (AGNs): the C and F statistics. Applying them to observed differential
light-curves of 39 AGNs, we found that, even though the C criterion cannot be considered
as an actual statistical test, it could still be a useful parameter to detect variability, whereas
F is a good detector of non-variability. In order to test these results under controlled input
conditions, so that the different error sources could be individually evaluated, we generated
a series of synthetic differential light curves simulating astronomical images with different
atmospheric conditions, such as cloud cover, seeing or sky brightness, as well as several types
of intrinsic variability of the AGN, all with a specific instrumental configuration. Having
obtained light curves for each case, we applied both statistics to them in order to test their
reliability. We found that a weight factor should always be used with these indices. The F test
has a tendency to classify noisy non-variable curves as variable (i.e. false positives), although
it is reliable and robust to correctly classify non-variable curves. On the contrary, although the
C index tends to give false negatives, we found that whenever the C index indicates a source
to be variable, it effectively is. Finally, light curves with low amplitude variabilities are more
likely to be affected by changes in atmospheric conditions.

Key words: galaxies: active – techniques: photometry – methods: statistical.

1 INTRODUCTION

The phenomenon of variability in Active Galactic Nuclei (AGNs) is

present throughout the entire electromagnetic spectrum, being es-

pecially prominent in blazars (a sub-class of AGN with extremely

collimated relativistic jets pointing within 610◦ to the line of sight,

e.g., Falomo et al. 2014). Its study provides important information

about both the physical characteristics of the emission region and

the parameters for different models. In particular, from the causal-

ity principle, the variability time scales (∆t) restrict the size of

the emission region (R), through R < c∆t. The time scales in-

volved range from months or years, i.e. long-term variability, go-

ing through days or weeks, i.e. short-term variability, to minutes

or hours, i.e. microvariability or intra-night variability. The lat-

ter regime is mostly found in blazars, which can display vari-

ability time-scales (mainly in optical bands) in the order of min-

utes, that would imply an emission region smaller than the ex-

pected lower limit set by the SMBH event horizon. It is thus as-

sumed that, in those cases, variability arises from enhanced emis-

sion from sufficiently small regions within the relativistic jet (e.g.,

Begelman et al. 2008). In the optical range, variability is commonly

detected through the statistical analysis of differential light curves

(DLCs), which involve differential photometry between the AGN

and suitably selected field stars (see Sect. 2.1).

The detection of variations at scales of hours is affected by

several effects: systematic errors introduced by contamination of

the light from the host galaxy (Cellone et al. 2000), inappropriate

observational or photometric methodologies (Cellone et al. 2007),

inadequate use of statistical methods for the detection (de Diego

2010; Joshi et al. 2011), etc. Then, given the relevance of the phe-

nomena, it is crucial to have reliable procedures and to use suitable

statistical tests.

There are several works in the literature dedicated to the

study and application of different tools for the detection of mi-

crovariability in light curves, such as: the χ2 test, which compares

the distribution of the data in the light curve with the theoreti-

cal distribution of a non-variable object, which was proposed by

Kesteven, Bridle & Brandie (1976), and used for photometric and

polarimetric time series (Andruchow et al. 2003, 2005; de Diego

2010); the One Way ANOVA test (Analysis of Variances), which

consists on a family of tests that compare the means of a num-

ber of samples (de Diego et al. 1998; Ramı́rez et al. 2004, 2009;

de Diego 2010; Feng et al. 2017; Fraija et al. 2017; Liu et al. 2019;

Pandey et al. 2019); the C criterion, which involves the ratio of the
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standard deviations of two distributions (Romero et al. 1999, 2002;

Andruchow et al. 2005; de Diego 2010; Joshi et al. 2011); and the

F test, which takes into account the ratio between the variances of

two distributions (Howell et al. 1988; de Diego 2010; Joshi et al.

2011).

These tests simply compare the scatters of the target vs. com-

parison star, and control star vs. comparison star DLCs, thus relying

on the assumption that measurement errors can be correctly repre-

sented by the scaled scatter of the latter. However, these methods

disregard other valuable aspects already present in DLCs, like time-

domain information (e.g., Stetson 1996), which should be consid-

ered if one wants to construct a more sensible method for char-

acterising AGN microvariability. Scatter methods are very popu-

lar in AGN variability studies because of their simplicity; however,

the results are often contradictory when different tests are applied.

Thus, it is important to firmly assess the reliability of the different

statistical tools widely used by most authors (namely, the C and

F statistics), finding which of them should be preferred under a

wide range of conditions usually met in ground-based astronomical

observations. In Zibecchi et al. (2017, hereafter Paper I), we stud-

ied the C and F statistics with a large and homogeneous sample

of real observational data, consisting of 78 nightly DLCs from 39

southern AGNs observed with the 2.15-m ‘Jorge Sahade’ telescope

(CASLEO, San Juan, Argentina). We found that, for DLCs with

amplitudes ∆m near the rms error, the F test is more prone than the

C criterion to classify them as variable, while for DLCs with larger

amplitudes, both statistics tend to detect variability. With respect to

the elapsed time ∆t corresponding to ∆m, DLCs with large values

of this parameter are more frequently classified as variable. Both

statistics seem to be robust in the detection (or non-detection) of

variability when the DLCs present low instrumental dispersion. We

found that, even though the C criterion cannot be considered as a

theoretically well-grounded statistical test (see Paper I, and refer-

ences therein for details), it could still be a useful parameter to de-

tect variability, provided that the correct significance factor is cho-

sen. Thus, the C criterion allows reliable variability results to be

obtained, especially for small amplitude and/or noisy DLCs.

To analyse the reliability of different statistical tools usually

employed in AGN variability studies, previous works relied on syn-

thetic DLCs, where several known observational and atmospheric

effects were included (de Diego 2010, 2014; de Diego et al. 2015;

Emmanoulopoulos et al. 2013; Wang & Cao 2014). In those works,

photon shot-noise and a Gaussian distribution of errors were as-

sumed, though the latter is not the case for real, ground-based ob-

servations where the atmospheric and instrumental effects produce

correlated errors with non-Gaussian distributions1. A different ap-

proach was developed by Cellone et al. (2000), who generated ar-

tificial images, taking into account different seeing conditions, in

order to carry out a study on how seeing changes could lead to

spurious variations in the differential magnitudes, when the flux

contribution from the AGN host galaxy is not negligible. The ad-

dition of artificial stars to an observed field is a usual practice

to assess completeness and photometric errors (see for example,

Lee et al. (2003) for an application to transits of extra solar plan-

ets). This approach can be similarly extended to galaxy images (e.g.

Huang et al. (2018), where the authors studied how do variable see-

ing conditions affect photometric results).

1 In fact, error distributions in magnitude space —where tests are usually

applied— are always non-Gaussian, even assuming Gaussian error distribu-

tions in flux.

In the present work, we obtained the light curves from arti-

ficial astronomical images generated to contemplate as real situa-

tions as possible. In those images, the typical observation features

over an observing run were included, not only variations in the see-

ing, but also the presence of veil or clouds, the effects of the sky

brightness due to the Moon, as well as the instrumental configura-

tion, etc. (see Section 2.2 for more details).

We organized the paper as follows: in Section 2 we describe

the implementation of the simulations and the generation of the

synthetic differential light curves, and Section 3 is devoted to the

results. The discussion is presented in Section 4 and the conclusions

in Section 5.

2 SIMULATIONS

2.1 Statistical tools

We analysed both the C criterion and the F test. The former is

defined as the ratio of the standard deviations of the data series

to be compared; the latter, instead, is defined as the ratio of the

variances of those data series (see Paper I, for more details):

C =
σ1

σ2

, (1)

F =
σ2

1

σ2

2

, (2)

where, in our work, σ1 (σ2

1) is the dispersion (variance) of

the ‘object-comparison’ DLC and σ2 (σ2

2) that of the ‘control-

comparison’ light curve. These DLCs are those used in the dif-

ferential photometry technique, developed by Howell & Jacoby

(1986), which involves the object under study, plus one star used

as comparison and another used as control. Howell et al. (1988)

advised to take as control star one whose magnitude is close to

that of the source, while the comparison star should be slightly

brighter (the Howell’s criterion). Hereafter, we will refer to the

‘object-comparison’ DLC as the ‘AGN DLC’ and to the ‘control-

comparison’ DLC as the ‘control DLC’. The differences in magni-

tude between these three objects are taken into account by using a

scaling factor, Γ (see Howell et al. 1988, Eq. 13), which involves

the target, comparison and control stars fluxes, the corresponding

sky level, read-out noise, exposure time and the aperture area. The

parameters change to:

C =
σ1

Γσ2

, (3)

F =
σ2

1

Γ2σ2

2

. (4)

Throughout this work, the critical value for which the null

hypothesis (i.e. statistical equality of dispersions/variances) is re-

jected is established at a significance level α = 0.995. In the case

of the C criterion, the critical value is fixed at 2.576, that would

correspond to a normal distribution with mean 0 and dispersion 1

(with a 99.5% confidence level) if C were distributed as a Gaussian.

With respect to the F test, the critical value is constructed from the

significance level α and from the degrees of freedom (number of

points in the light curve minus 1) of both DLCs involved. For more

details, please refer to Paper I.
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Figure 1. Simulated CCD frame. Upper set: AGNs with different magni-

tudes. Lower set: candidates for comparison and control stars.

2.2 Implementation

Based on several tasks of the software IRAF
2 (Image Reduction and

Analysis Facility), we developed a script that generates synthetic

astronomical images. Since we required differential light curves, a

set of point-like objects were placed in each frame. In Fig. 1 we

show examples of these artificial objects. In the upper part there

are 200 objects representing AGNs with magnitudes between 16

and 17 mag (in steps of 0.005 mag); this interval was chosen be-

cause it closely matches the low-magnitude regime of most AGN

variability studies, including our own. An elliptical Moffat profile

was chosen for the point spread function of the sources. In the lower

part, there are 63 field stars, with magnitudes covering a range from

15 to 17 mag, used as comparison and control stars. The range of

magnitudes corresponds to values close to those of standard stars in

AGN fields (González-Pérez, Kidger & Martı́n-Luis 2001), so, this

allowed us to apply Howell’s criterion with several combinations

among the AGN and the comparison and control stars. Standard

magnitudes were converted into the corresponding counts (ADU)

on the simulated CCD images considering the telescope and in-

strumental setup used to obtain the data analysed in Paper I. The

Jorge Sahade telescope has a mirror size of 2.15 m, larger than

most telescopes used in AGN variability studies; the reader should

be aware of this when applying our results to evaluate variability

studies which use telescopes of smaller diameters.

The script3 included overheads (read-out time, etc.), which

were used for the computation of the Universal Time assigned to

each of the images, and also an additional component of random

noise. We also included:

• Instrumental noise: related to the properties of the CCD. We

adopted the values of the read-out noise and gain taken from the

TeK1024 CCD at CASLEO, to match the sample in Paper I. The

scale factor of the optical system is 0.813 arcsec/px.

2 IRAF is distributed by the National Optical Astronomy Observatories,

which are operated by the Association of Universities for Research in

Astronomy, Inc., under cooperative agreement with the National Science

Foundation.
3 The script is available upon request to the contact author.

Table 1. Values of the instrumental and atmospheric conditions used in the

simulations.

Readout noise Gain Seeing CC SB

e
−

e
−/adu ′′ mag mag arcsec−2

9.60 1.98 0.6 0.00 22.2

1.5 0.25 21.2

2.0 0.50 20.7

3.0 0.75 20.2

4.0 1.00 19.7

• Seeing (IQ Image quality): associated with the local atmo-

sphere.

• Cloud cover (CC): this effect simulates the extinction in mag-

nitude caused by clouds, taking also into account those cases in

which a veil is present. We took as the extinction its average during

the exposure time.

• Sky brightness (SB): this takes into account the presence of

the Moon and other light sources, affecting both the sky level and

its associated rms noise.

• Airmass: related to the altitude of the source.

The output resulted in a set of images with different observa-

tional and atmospheric conditions. In Table 1 we show the values

considered for each of these parameters. For the case of the airmass,

we used a total of 40 values spanning from 1.2 to 2.0, with a uni-

form step. Combining the different effects, a total of 5000 frames

(each containing 200 AGNs plus 63 stars) were generated.

The simulated atmospheric effects should be, in principle, can-

celled out by the differential photometry technique4. Their net ef-

fect would then just be an increase of photometric errors, hence

leading to higher DLCs dispersions. Systematic errors could how-

ever arise for extreme drops in S/N due to a combination of these

effects (e.g. Cellone et al. 2007). Other systematic effects affecting

real observations, such as crowding, host-galaxy light contamina-

tion, defects in the CCD, flat-fielding residuals, poorly corrected

cosmic rays hits, PSF variations across the field, and variations in

the seeing produced by the possible imperfect guiding of the tele-

scope were not taken into account. Early microvariability studies,

in turn, show that errors arising from colour mismatch between

the AGN and stars used to build the DLCs, coupled with differ-

ential extinction and airmass change, should be negligibly small

(e.g., Carini et al. 1992). Since we are simulating CCD images

taken at CASLEO, we checked with the extinction coefficients for

that site published in Fernández-Lajús et al. (2016), obtaining that

any systematic effect on the differential V magnitude should be

< 0.01mag for a colour difference ∆(B − V ) = 1.0 between

AGN and comparison star, and for our full simulated airmass range

(∆ sec(z) = 0.8). So, we have not considered this effect either.

Our results should then be taken as a general guide, to be comple-

mented with those from real observations (Paper I).

On all these images, we performed the usual reduction pro-

cess with the IRAF packages. The tasks of the APPHOT package

were used for the aperture photometry. We selected an aperture ra-

dius of 8 pixels (equivalent to 6.5 arcsec), which is the radius at

which the photometric growth curve stabilizes for all the seeing

4 We are supposing that atmospheric effects are homogeneous throughout

the relatively small simulated CCD field (≈ 9× 9 arcmin2).

c© 20XX RAS, MNRAS 000, 1–10



4 L. Zibecchi et al.

conditions considered, and for consistency with our real observa-

tions (Paper I). The resulting photometry files were the input for

a new IRAF script which built the DLCs taking into account the

different observational and atmospheric situations and the differ-

ent combinations of the magnitudes of the objects. In this way, by

selecting the same AGN on all the frames, we built a set of non vari-

able DLCs. On the other hand, we also constructed variable DLCs

through an appropriate selection of different AGN images on the

different frames; these simulated variable AGN curves were built

following nine distinct variability patterns (or types):

(i) linear trend: curves that correspond to a continuous incre-

ment (or decrement) of the magnitude throughout the entire obser-

vation. The decreasing linear trend variability was given an ampli-

tude of 0.2 mag, while the increasing one was given an amplitude

of 0.3 mag.

(ii) flickering: related to a random variation of the magnitude5.

In total, five amplitudes of flickering were considered: 0.3, 0.2,

0.15, 0.10 and 0.05 mag (which we identify as flickerings 1 to 5,

respectively).

(iii) wide peak: represents a gentle increase in the flux followed

by a mild decay with an amplitude of 0.15 mag.

(iv) shark teeth-like: two low amplitude (0.15 mag) bursts in a

short time scale.

A first subset of variable DLCs —including all nine patterns—

were generated from the synthetic images without atmospheric ef-

fects, except for the unavoidable airmass variation as the telescope

tracks the target along the observation. These DLCs were consid-

ered as representative of the intrinsic variability behaviour of the

AGNs (i.e., unaffected DLCs). Then, we used the images affected

by simulated atmospheric effects in order to construct the DLCs

that would allow us to study how the amplitude and shape of the

intrinsic variations are modified under different atmospheric condi-

tions (see Sect. 2.3). The different variability patterns are shown in

Fig. 2, together with an example of a control DLC.

Given that, in some real observations, there are too few stars

in the field, preventing the accurate application of Howell’s cri-

terion, we tested how a limited choice of comparison and control

stars influences the results. To this end, the non-variable DLCs were

subjected to three different restrictions on the allowed range of the

magnitude differences between the AGN and the comparison star,

and of the magnitude differences between both comparison and

control stars, i.e. on the Howell’s criterion. These restrictions were:

difference in magnitudes between 0.001 and 0.1, between 0.1 and

0.3 , and between 0.3 and 0.5. For the variable DLCs, no restric-

tions were applied.

2.3 Description

The conditions that commonly occur when observing AGNs with

ground-based telescopes, were simulated considering exposure

times of 120 s plus the overheads, splitting the observation into 40

points at different airmasses, along a total simulated observed time

of ∼8 h. In order to be able to compare the different situations, we

included the effects one at a time, assuming different degrees of in-

fluence for each one. In this way, we built sets of DLCs as follows:

• Control cases (CTR): the Moon was absent (sky brightness

22.2 mag arcsec−2, i.e. dark night), and no extinction by clouds

5 The term flickering refers here to a stochastic variation, as defined in the

radio band (Wagner & Witzel 1995).

HJD-2456047

0.9

Figure 2. Different types of variations, along with the control DLC. From

top to bottom: increasing linear trend variability, decreasing linear trend

variability, wide peak variability, shark teeth-like variability, flickering vari-

ability, and control DLC.

was included. Five sets of DLCs, each for a fixed seeing along the

entire night, were built (Table 1).

• Variable seeing (IQ): like the CTRs (five sets), but consider-

ing a variable seeing during the night.

• Cloud cover (CC)6: similar to the CTRs but including five

different values of cloud cover. A total of 25 sets were obtained.

• Sky brightness (SB): similar to the CTRs, but with five dif-

ferent cases with the presence of the Moon, as seen in Table 1, and

without clouds (25 sets).

• Variable seeing and cloud cover (IQ-CC): without the pres-

ence of the Moon. 25 sets were obtained from the combination of

seeing and cloud variations.

• Variable seeing and sky brightness (IQ-SB): similar to the

IQ-CC cases but with changes in the sky brightness and without

clouds (25 sets).

• Variable seeing, sky brightness and cloud cover (IQ-SB-

CC): 125 sets of DLCs built by taking into account the three effects

together.

A summary of the combinations of values taken for the image

quality, cloud cover and sky brightness situations is shown in Table

2. The data points in each DLC were divided into five groups of

eight points each, in order to apply the different combinations of

6 The values of the extinctions were the average of the decrease in the

magnitudes that occurred when the objects were observed with the presence

of clouds.
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Figure 3. Examples of synthetic differential light curves for the situations

IQ1, IQ1-CC1, IQ1-SB1 and IQ1-SB1-CC1. The mV-mC label in the y-axis

corresponds to the AGN light curve, while the mK-mC label corresponds to

the control curve. V is for the AGN, C for the comparison star and K for the

control one, as defined in Howell & Jacoby (1986).

the atmospheric effects. Taking into account the total of 235 sets of

simulated situations, along with the three restrictions of the How-

ell’s criterion for the non-variable AGNs, and the nine variability

patterns (which were not subjected to the Howell’s restrictions),

and taking into account 200 possible AGNs and 63 field stars, a to-

tal of 5.6×107 synthetic DLCs were generated. As an example, we

present in Fig. 3 a case of a variable AGN (decreasing linear trend

variability) for four particular situations.

3 RESULTS

Although the goal of the synthetic DLCs was to explore some pos-

sible cases of observational and atmospheric parameters in a real

night of observation, they do not represent an unbiased statistical

sample of what one could expect when observing. Thus, the per-

centages reported here should not be taken as probabilities to be

expected in a real campaign, but as an indication of the relative be-

haviour of the statistical tests under different observing conditions.

The detailed analysis of all the results presented in this section, to-

gether with the corresponding figures and tables can be found in

the appendix A (on-line material).

3.1 Influence of the scaling factor

When working with observational data, the most common problem

is the lack of stars in the field that meet Howell’s criterion. Because

of this, a value of the scaling factor Γ was calculated for each set of

parameters taken in the differential photometry. Therefore, Γ was

not unique for all the DLCs neither for all the objects (see Paper I).

Figure 4. Example of a differential light curve for a non-variable AGN (top)

and the control DLC (bottom). The situation considered is IQ1-SB5-CC5.

The mAGN-mC label in the y-axis corresponds to the AGN light curve,

while the mK-mC label corresponds to the control curve.

By definition, Γ > 1 when the AGN is fainter than the control star,

and Γ < 1 when it is brighter (the role of the comparison star is

not relevant to whether Γ > 1 or Γ < 1). We found this expected

behaviour in our simulations. As an example of a choice of compar-

ison and control stars not following Howell’s criterion, we present

in Fig. 4 a synthetic DLC where the use of Γ is essential. We chose

one of the non-variable AGNs with a value of instrumental magni-

tude of 17.255 and comparison and control stars with magnitudes of

15.429 and 15.398, respectively. The curve is one of the set which

involves the first variable seeing, the fifth sky brightness and the

fifth cloud cover situations (IQ1-SB5-CC5). When using the C and

F parameters without the Γ factor, both tools detected variability

in the curve. When the scaling factor (Γ = 3.526) was included,

both parameters returned the correct non-variable state.

Using the control cases for the non-variable AGNs, we com-

puted the percentages of variable and non-variable DLCs detected

with C and F , both when Γ was included and when it was not.

We found that the C criterion recovered 100% of the cases of non-

variability of the AGNs, both with and without the scaling factor.

Instead, for the F test there were several hundreds of false posi-

tives without Γ, whereas this number dropped to tens when Γ was

applied, that is, the difference was over one order of magnitude.

This behaviour also occurred when all the restrictions in the How-

ell’s criterion were applied. Similar results were found when no

restrictions were applied. All in all, the F test resulted more sen-

sitive than C in (wrongly) classifying these non-variable DLCs as

variable, especially when no Γ weighting was applied. In view of

these results (and in full agreement with Paper I), we strongly rec-

ommend using the factor Γ for variability analysis. From now on,

all the analysis will be made using this scaling Γ factor.

3.2 Number of points in the DLCs

One of the main issues in variability studies is to obtain well-

populated curves. This goal is generally not achieved for DLCs

c© 20XX RAS, MNRAS 000, 1–10



6 L. Zibecchi et al.

Table 2. Details for the different situations of image quality, cloud cover and sky brightness added to the simulated images. Column 1 shows the sets of eight

points of the DLC. The different values of seeing, cloud cover and sky brightness are shown in columns 2 to 16. The last row indicates the mean value of the

seeing for the IQs considered.

P
P
P
P
P
P

N

Cases
IQ1 IQ2 IQ3 IQ4 IQ5 CC1 CC2 CC3 CC4 CC5 SB1 SB2 SB3 SB4 SB5

arcsec arcsec arcsec arcsec arcsec mag mag mag mag mag mag/arcsec2 mag/arcsec2 mag/arcsec2 mag/arcsec2 mag/arcsec2

1-8 1.5 1.5 2.0 3.0 0.6 0.0 0.0 0.25 0.75 0.0 19.7 20.5 22.2 21.1 22.2

9-16 0.6 2.0 2.0 3.0 0.6 0.25 1.0 0.25 0.50 0.0 19.7 21.1 21.1 22.2 21.1

17-24 1.5 2.0 3.0 2.0 1.5 0.50 0.0 0.50 0.25 0.25 19.7 22.2 20.5 22.2 21.1

25-32 2.0 3.0 4.0 2.0 1.5 0.75 0.75 0.25 0.0 0.50 19.7 22.2 20.5 22.2 21.1

33-40 2.0 3.0 3.0 3.0 2.0 0.75 0.0 0.25 0.0 0.0 19.7 22.2 20.5 22.2 21.1

Mean value of IQ 1.5 2.3 2.8 2.6 1.2 – – – – – – – – – –

of astronomical sources, particularly AGNs, which are usually

weak objects requiring relatively long exposures; moreover, in most

ground-based studies any given source cannot always be followed

throughout the entire night. The ideal situation would be to have

hundreds to thousands of points in the curves (Sokolovsky et al.

2017). However, in practice we usually have at most 40-50 points

per curve (and substantially less in many microvariability stud-

ies). This makes the number of available variability indices lim-

ited, where the most appropriate tests to study light curves with a

low number of points are those that involve the scatter of measure-

ments (Sokolovsky et al. 2017). In this sense, the C criterion and

the F test are the most appropriate, especially for microvariability

analysis.

We analysed how the variability results changed with the num-

ber of points in the DLCs. We studied DLCs with the original num-

ber of points considered in the simulations, N = 40, and four ad-

ditional cases with N = 30, 20, 10 and 5 points, uniformly dis-

tributed along the observation night. We found that both, the C

criterion and the F test, were stable in their variability classifica-

tion down to N = 20, both for variable and non-variable AGNs.

An increment in the number of false positives and false negatives

was observed in either indicator when using fewer points. In par-

ticular, the C criterion was less stable and robust than the F test.

This is something to be expected because the F test depends on the

degrees of freedom (N − 1), whereas the C criterion does not (see

Sect. 2.1).

The cases with fewer points in the DLCs gave the following

results. For non-variable AGNs and N = 10, the percentage of

false positives was 0.3% for both parameters. When N = 5, this

value reached 5%. The dispersions increased for curves with de-

creasing number of points, especially in the AGN DLC. For the

variable AGNs —except the cases of flickering— and N = 10,

both C and F always recovered 100% of the variability state of the

AGNs. With N = 5, while the C criterion still classified as vari-

able 100% of the DLCs, the F test yielded 18% of false negatives.

Regarding the flickering variabilities, N = 10 gave the same re-

sults as before. But for N = 5, we found two main groups which

behaved differently according to their original amplitude in magni-

tude. For the flickerings with ∆m > 0.15 mag, the C parameter

again classified 100% of the DLCs as variable, whereas the F test

recovered almost 95% of the variability state. On the other hand,

for flickerings with ∆m < 0.15 mag, the numbers of false neg-

atives were higher: with the C criterion, the percentages of false

negatives were between 0% and 6%, and for the F test, between

11% and 75%.

As it was expected, a well-sampled curve minimized the pos-

sibility of getting false results in the state of variability, while for

light curves with small number of points, the performances of the

C and F tests were poorer, which is likely due to a less accurate

estimation of σ and σ2. Unless the amplitude of the variation is

high, it is then not recommended to accept the statistical results

without any additional consideration when working with less than

20 points.

3.3 Behaviours with the IQ

We first analysed the relationship between the dispersions of the

AGN and control DLCs and the scaling factor for the control and

variable seeing cases of the non-variable AGNs. The comparison

and control stars were not exactly the same in both cases, since

seeing variations slightly change the total amount of light inside

the apertures, thus leading the script to select a different star. Be-

cause of this, Γ reached higher values in the cases of variable see-

ing, though this was not a problem since we took it into account

in the statistical results of the C and F parameters. We found, for

the three restrictions of Howell, that the σ1 and σ2 range values

were the same for the control and variable cases. Also, there were

no statistical differences in the distribution of values of σ1 and σ2

between the control and variable cases.

We repeated the foregoing computations for the case of vari-

able AGNs, obtaining as before that the distributions of σ2 were

statistically indistinguishable, but —obviously— not so the distri-

butions of σ1. As expected, the range of values of σ2 was the same

in all cases since, for variable AGNs, the choice of the comparison

and control stars was left free and all the possible combinations

were considered. On the contrary, the set of values reached by σ1
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was different among the different cases because of their different

original variability amplitudes and seeing conditions, the flicker-

ing 1 variability (that with the highest amplitude) being the most

notable. Despite the differences in the distributions of σ1, all the

variable AGNs cases yielded 100% of variable classifications with

both F and C, except that the C criterion gave between 30% and

70% of false negatives for the flickering 5 (i.e., lowest amplitude)

variability.

Summarising, we found that it is the mean seeing value what

really counts for the performance of the different tests, rather than

seeing variations along the DLC.

3.4 General results

We now study the behaviour of the DLCs when different combi-

nations of changes in sky brightness and cloud cover, and seeing

variations, are considered (Section 2.3 and Table 2).

As an example, we present in the following the comparison

between the second control case (CTR2, 1.50 arcsec fixed seeing),

the first variable seeing case (IQ1, 1.52 arcsec mean seeing value),

the first variable seeing plus the presence of the Moon case (IQ1-

SB1), the first variable seeing plus first cloud cover changes case

(IQ1-CC1), and the last case, including the first variation of see-

ing, clouds and the presence of the Moon (IQ1-SB1-CC1). Like

in the previous sections, we started by studying the behaviour of

the non-variable AGN DLCs. As the different effects were added,

the magnitudes of the objects were affected, so, the range of values

of Γ increased. Notwithstanding this, the Γ distribution is clearly

around 1.00 for all the restrictions of Howell (see Section 2.2). The

values of σ2 for the IQ1-SB1-CC1 cases were about three times

higher than those from the CTR2 cases. Indeed, since σ2 is a mea-

sure of the lack of quality of the observing run, it was expected

to be higher when more effects are taken into account, making the

DLCs noisier. The changes in sky brightness have a stronger ef-

fect on both, σ1 and σ2, than cloud cover variations; in each case,

both dispersions seem to be equally affected. Adding the three ef-

fects together, σ1 and σ2 reached values that triple those that were

obtained for the second control case. On the other hand, when dif-

ferent atmospheric situations were applied, the range of values of

σ1 and σ2 increased and the range of the AGN magnitudes moved

to weaker values. We found both changes whenever an atmospheric

effect was added. These results give support to our confidence on

the reliability of the simulations implemented in the present work.

The changes of σ1, σ2 and Γ described in the previous para-

graph were reflected in the results of the C and F tools. It is worth

to notice that the C parameter recovered 100% of the DLCs as non-

variable. In contrast, the F parameter detected some DLCs as vari-

able, although their percentage is low (less than 0.5%). The highest

percentage of these false detections corresponds to the restriction of

Howell where the difference in magnitude is between 0.3 and 0.5.

This was due to the fact that this restriction has the highest values

of σ1 and σ2 and a significant number of AGNs weaker than the

comparison stars, and all these factors contributed to make nois-

ier DLCs. In this respect, we were obtaining again the results of

Paper I, i.e. the F test is more sensitive to the different observa-

tional error sources than the C parameter.

For the case of the variable AGNs, σ2 was affected in the same

way as in the non-variable cases. On the other hand, the factor Γ
presented an increment in the high tail (from 2.60 to 3.10), which

was largest when the effect of cloud cover was taken into account.

Even so, the mean value of Γ remained close to 1.00. The disper-

sion σ1 also reached higher values when all the effects were in-

cluded. The effects of the Moon presence have a larger incidence

on σ2, while σ1 is more affected by the cloud cover. Considering

all the effects together, the values of σ2 spread along a range three

times larger than that of the control case. It is clear that the con-

trol DLCs were relatively more affected by the atmospheric effects

than the AGN DLCs, whose dispersions were already high due to

the imposed variabilities.

For the foregoing cases of DLCs affected by the variations of

the atmospheric conditions, both the C and F parameters recov-

ered the original variability state of the AGNs. The cases of false

negatives mostly occurred when all the atmospheric effects were in-

volved. When the cloud cover effect was considered, the only vari-

ability affected was the flickering 5, whose original amplitude was

0.05 mag (comparable in order of magnitude to the expected noise

in the control curves). In this case, both the C and F tools found

non-variable DLCs, reaching the C criterion a striking ∼ 80% of

the cases. On the other hand, the presence of the Moon is noticed

not only in the flickering 5 case, but also in the shark teeth-like

variability, as well as in the flickering 4, whose original amplitudes

were 0.15 mag and 0.10 mag, respectively. For these types of vari-

ability, the F test recovered 100% of the state of variability for the

DLCs, except for the flickering 5, while the C criterion detected

a small percentage of non-variable DLCs for the shark teeth-like

and the flickering 4 variabilities, and a very high percentage for

the flickering 5. Finally, when considering all the effects together,

false negatives were detected whenever the original amplitude was

∆m < 0.15mag, irrespective of the variability type. In the case of

the F test, low values of false non-variable DLCs resulted for flick-

ering 4, while for flickering 5 the percentage grew up to ∼ 70%.

On the other hand, the C parameter found non-variable DLCs for

the five variabilities. As expected, a larger number of false non-

variable cases were detected when the amplitude of the variability

was smaller. This behaviour confirms that the C parameter is too

conservative when dealing with noisy DLCs.

3.4.1 Comparison between other cloud cover situations

Taking the first cases of the variations in the seeing and sky

brightness (IQ1-SB1) as a base, we analysed what happened when

changes in the cloud cover occurred other than the first case CC1

(see Table 2 for the types of cloud cover). For the non-variable

AGNs, similar percentages were obtained in the statistics as in the

CC1 cases. With each of the different restrictions, both the C and

F parameters correctly classified 99.70% of the DLCs.

With respect to the variable AGNs, when considering only the

cloud cover and the sky brightness variations it turned out that the

only affected variability was the flickering 5, whose original ampli-

tude was ∆m = 0.05 mag. In this last case, the difference was in

the number of non-variable DLCs for each cloud cover. Going from

the different cloud cover situations, the F test recovered 99.6% to

100% of the variability. Applying the C parameter, the percent-

age of variable DLCs was between 19% and 60%, the latter corre-

sponding to the cloud cover situation, where a thin veil represented

the mildest cloud cover and its mean dilution in the images was

0.15 mag. This dilution was 0.45 mag for the first cloud cover case,

in which the false negatives were near 80%. Since the cloud covers

basically blocked up the light of the objects, making them weaker,

this had a direct impact on the amount of noise of the DLCs. Thus,

we found again that the F test tended to classify noisy DLCs as

variable, whereas the C parameter did not detect the variability for

curves with low amplitude, i.e. those most affected by changes in

observational conditions. With the addition of the Moon, more of
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the variability types were affected in comparison to when each ef-

fect was taken individually. As we had noticed before, the most

affected variabilities were those whose original amplitudes were

∆m < 0.15 mag.

3.4.2 Comparison between image quality situations

Finally, we analysed the results of the C criterion and the F test

when adding to the cases of the previous section the variations in

seeing other than the first case of variable seeing (Table 2). For the

non-variable AGNs, the results of the C and F tools were similar

to those already obtained: the C criterion recovered 100% of the

variability state, while the F test classified correctly 99.2% of the

DLCs. Again, for the variable AGNs, the most affected variabilities

were those that had an original amplitude of ∆m < 0.15 mag,

specially for the C parameter with the shark teeth-like, flickering 4

and 5 variabilities.

3.4.3 Behaviour of the noisiest DLCs with the number of points

on the curves

As in Section 3.2, we analysed the statistical results when the num-

ber of points in the DLCs of the variable AGNs, N , changed from

40 to 30, 20, 10 and 5. As long as the variability amplitude of

the AGNs was ∆m > 0.15 mag and N > 20, both the C and

F tools recovered 100% of the variability state for the DLCs of

the variable AGNs. When N dropped to 10, the false negatives of

the F test were 35%, and 20% for the C criterion. For N = 5,

the percentages were 25% for the C criterion and 75-80% for the

F test. When the amplitude of the variability was less than 0.15

mag, false negatives were obtained even for DLCs with N = 40,

and the percentages became higher as the amplitude decreased. For

∆m = 0.15 mag, these percentages for the C criterion were less

than 15% for N = 40, reaching 95% for N = 5. With respect to

the F test, the false negatives appeared when N was less than 20,

scaling up to 99% when N = 5. In all the cases, the highest per-

centages of false negatives corresponded to those situations where

cloud cover variations were the most extreme. For ∆m = 0.1 mag

and ∆m = 0.05 mag, false negatives reached numbers up to al-

most 100%. The explanation for this behaviour can be found in a

combination of changes in the dispersion σ2 of the control DLC,

which is affected by the different atmospheric effects, along with

the lack of enough points in it, resulting in a higher value of σ2. So,

variable DLCs with few points and with large errors were statisti-

cally indistinguishable from the non-variable curves. On the other

hand, we obtained the amplitude of the DLCs after being affected

for the atmospheric conditions, ∆mp. When we analyzed the cases

for a given pattern of variability affected with the same atmospheric

conditions, the value of the amplitude ∆mp was close to the origi-

nally proposed (∆m). We found this behaviour with the DLCs with

N > 10. As the number of points was lower, the value of ∆mp de-

creased with respect to the corresponding ∆m. This happened for

all the variability patterns.

4 DISCUSSION

By means of simulated CCD images including photometric error

sources as well as different atmospheric effects (variable cloud

cover, seeing, sky brightness), we studied the influence of several

effects on the AGN DLCs and their variability state. The difference

between the magnitude of the AGNs and that of the comparison

and control stars used for differential photometry may lead to false

results. This can be avoided by using the scaling factor Γ, as seen

in Section 3.1. Joshi et al. (2011) proposed another weight factor,

κ, which involves the ratio of the noise in the AGN DLC and the

control DLC through their mean squared error. Like Γ, the factor κ

was defined to deal with the fact that the choice of the comparison

stars may not be the ideal one. However, unlike Γ, κ remains fixed

for each object regardless its DLC. In this respect, the Γ factor is

more specific since it depends on each observing run and its calcu-

lation is based on the number of photons in the individual images

(Howell et al. 1988). Therefore, it is more sensitive to changes in

the observational conditions than κ. And, as we found, those condi-

tions are the most important when analysing the state of variability

of the source. The importance of applying a scaling factor to the sta-

tistical tools was already established in Paper I and is confirmed in

the present work (Section 3.1; see also Cellone et al. 2007). More-

over, the results from our simulations are in good agreement with

those obtained in Paper I, from the analysis of real observations.

Previous evaluations of statistical tests used to detect AGN

variability (de Diego 2010, 2014; de Diego et al. 2015), have gen-

erally concluded that C is not a proper statistical test (about this

particular, there was an extensive discussion in Paper I), while the

F and the ANOVA tests would be among the more suitable tools

to correctly analyse the variability state of AGN DLCs. The differ-

ences between our work and previous studies based on simulated

DLCs are the way in which they were built, the error sources con-

sidered, and their treatment. In particular, we used a wide variety of

combinations among AGNs and stars for the differential photome-

try, making it possible to study, for example, the importance of us-

ing a scaling factor. Moreover, the way we built the DLCs allowed

us to assume different types of intrinsic variabilities for the AGNs,

with a variety of amplitudes, and including different atmospheric

situations, photometric errors, etc. A number of new factors, not

considered before, actually affecting the state of variability could

also be studied, like the threshold in the original variability ampli-

tude above which there were no errors in the variability classifica-

tion of the DLCs.

Sokolovsky et al. (2017) found that the results obtained by us-

ing tests that involve dispersions are more reliable as the number

of points increases. Our results do not only agree with this, but we

also found that, if the number of points is less than 10, the statistical

reliability of the results decreased no matter the state of variability

or the amplitude of the original variability.

In Paper I, we studied DLCs built from photometry of field

stars. Since we have all the night logs with the observing conditions

for all the observations, we can compare those observations with

the results of the non-variable AGNs of this work. We found that

the number of false positives increased when the number of points

decreased and when the night conditions were worse. These results

are in total agreement with those in the present work. Also, the

number of false positives (type-I errors) was always larger with the

F test than with the C parameter, thus confirming that the former

tends to classify noisy curves as variable. Conversely, type-II errors

(false negatives) for noisy DLCs are common with the C criterion,

while quite infrequent with F . This contrasts with previous claims

(de Diego 2010, 2014) of the F test having a low power.

The large amount and variety of simulated DLCs built in the

present work, allowed us to try a detailed comparison of obser-

vations and simulations, by finding —in some cases— a simu-

lated curve that was close to a real DLC. Particularly, for curves

with N > 10, it was possible to reproduce both variable and

non-variable observational DLCs. Regarding the observed AGN
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DLCs, in the cases were the night was photometric (absence of

the Moon, no clouds and low values of seeing), all the combina-

tions of field stars yielded non-variable DLCs for both tests (e.g.

PKS 1101−232, PKS 2320+114). According to the results of Sec-

tion 3.4, these variability results are reliable. Another interesting

case is PKS 1622−297, observed during two nights with N = 13
and N = 22, respectively. Using the C parameter, the AGN DLC

resulted non-variable with all the possible combinations of the field

stars. The F test, however, classified the DLC as variable for the

second night. Although the second night had more points, the see-

ing was better during the first one. Thus, according to the results

of the present work, the C criterion results are more reliable than

those of the F test, interpreting the last behaviour as a false positive

due to a combination of N ∼ 20 and a noisy DLC.

We also studied the possibility of having had false posi-

tives/negatives in Table 2 of Paper I. To this end, we inspected

whether the night conditions were sufficient to explain a possible

change in the state of variability of the DLCs. Analysing the σ1, σ2

and Γ sets, we found that it is possible to have had these changes

but only when all the factors are taken into account (i.e. situations

of variable seeing, cloud cover and sky brightness), plus low vari-

ability amplitudes. We also found that it is more probable to have

had false negatives than false positives, the former being variable

AGNs observed through bad atmospheric conditions that masked

the variability.

As for the differences between the F test and the C param-

eter, we take as an example the case for PKS 0208−512. It was

observed along two consecutive nights, 03-04 Nov. 1999, with 40

and 39 points in the DLC, respectively. According to the night

logs, both nights had similar atmospheric conditions, with seeing

around 2.5 to 3 arcsec and with the presence of some veil and scat-

tered clouds. The values of Γ were close to one: 0.973 and 0.934;

and those of σ2 were 0.005 and 0.003. Using field stars with pub-

lished standard magnitudes, it was possible to have the standard

magnitude curves for the AGN. The peak-to-peak amplitudes were

∆m = 0.136mag (first night) and 0.023 mag (second night), with

〈mv〉 = 15.857±0.004 and 〈mv〉 = 15.814±0.004, respectively,

which yielded σ1 = 0.046 (night 1) and σ1 = 0.006 (night 2). The

source resulted variable in the first night according to both C and

F tools, and non-variable for the C criterion and variable for the

F test during the second night. Taking into account the results of

Section 3.4, we conclude that the reliable classification was that ob-

tained with the C parameter. On the other hand, though we do not

have observations where the F test yielded non-variability and the

C criterion variability, from the simulations we found that this may

happen in those cases where the seeing varied and the number of

points in the DLCs was N < 10. In these cases, up to 3.42% of the

non-variable AGN DLCs were missclassified by the C criterion,

whereas up to 38.17% were missclassified by the F test.

Finally, an important result was the one obtained with the

shark teeth-like variability. This variability was built considering

groups of eight points for each increasing/decreasing behaviour;

the same eight point segments were considered for the variations of

the different atmospheric parameters (Table 2). Even if such a situa-

tion where the intrinsic variations of the source and the atmospheric

conditions are correlated/anti-correlated might be quite infrequent,

it is valid to explore whether this could influence the DLCs clas-

sification. From the results obtained, we see that there were false

negatives when applying the C index. We found that in those cases

the source was increasing its brightness but the cloud cover also

increased, thus, while the dispersion of the control DLC increased,

the dispersion of the AGN DLC decreased.

5 CONCLUSIONS

The variability state of a light curve allows us to know the physi-

cal mechanisms occurring at the source and to explain the observed

behaviour. One drawback in the ground-based study of AGN mi-

crovariability is that their DLCs are usually not well sampled, es-

pecially for faint objects, which require relatively long exposure

times to achieve a sufficient S/N ratio with small to medium size

telescopes. Our study is then based on simulated light-curves with

a maximum number of 40 points, which is representative of most

studies of intra-night variability. On the other hand, in order to ob-

tain robust statistical results, tests need, in general, a significant

amount of points, around one hundred or more. Therefore the sta-

tistical tools that can be used to study AGNs variability are lim-

ited. Sokolovsky et al. (2017) pointed out that, when the number of

points is less than 100, the statistical tests that involve dispersions

are more stable (see their Fig. 5). Therefore, we chose the C index

and the F test, both based on the dispersions of the DLCs, as tools

to test on a series of simulated curves. The simulations were made

by generating a series of images on which different instrumental

and atmospheric conditions were included: changing airmass, see-

ing variations, different cloud coverage and different Moon phases.

Based on these images, we built light curves where several errors

present in real observations were included.

We found that a scaling factor should always be used. In par-

ticular, we analysed Howell’s scaling factor (Howell et al. 1988),

which takes into account the differences between the magnitudes

of the objects involved in the differential photometry, and which is

computed using the photon counts of the images. The inclusion of

this factor turns out to be indispensable, regardless of the difference

in magnitude.

When using statistical tests that involve dispersions, one of the

crucial issues to obtain statistically supported variability results is

to have a well-populated curve. The number of points in the DLC

is thus also a relevant factor. We found that DLCs with at least 20

points are necessary to get reliable results. On the other hand, less

than 10 points may yield false positives or false negatives, even in

the best of situations (fixed and low seeing values, dark night, no

clouds).

An important result we have found was that neither variations

nor large seeing values (more than 3.0 arcsec) influenced the ro-

bustness of the statistical tool used to classify the DLCs. In all

cases (control and variable seeing cases), 100% of the variability

was recovered. In other words, and within the seeing values pro-

posed for the simulations, we found that there were no differences

between considering the values of the seeing point-to-point and tak-

ing an average value representative of it. Since our study was based

on differential photometry and thus the seeing affected equally the

source and all the field stars, it impacted on the quality of each

individual image, not on the state of variability over an observing

run. We note that the effect of crowding in the images, which may

affect the foregoing conclusion, was not considered in our study

because, in general, for the AGN fields we have the inverse prob-

lem (poorly populated star fields). We have also not considered the

possible effects of the AGN host galaxies flux under variable seeing

conditions since we are supposing that the host galaxy flux is non

variable (see Cellone et al. 2007, for a treatment of this effect). Re-

sults may also be different if a smaller photometric aperture —i.e.,

more sensitive to seeing changes— is used.

When both the C criterion and the F test classify the DLCs

as non-variable, we can trust in the obtained result. On the other

hand, we also found that neither tool could distinguish real (but
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low-amplitude) variations from spurious ones due to atmospheric

conditions introducing errors in the DLCs. This is because these

external factors increase the dispersion of the DLCs, masking the

AGNs intrinsic variability. In their study on the efficiency of dif-

ferent variability indices to detect variable stars, Sokolovsky et al.

(2017) found similar results, although they did not use either the

C index or the F test, but a set of indices commonly used for the

detection of variable stars.

Considering the different combinations of the variable seeing

with the sky brightness, we found that the largest influence of the

Moon occurs when there is a low-amplitude flickering (less than

0.10 mag), with the C index yielding a larger number of false non-

variable cases than the F test. The same behaviour of the C pa-

rameter was found when the cloud cover was added. The affected

amplitudes were those lower than 0.05 mag; in this range and with

the highest value of the seeing, the C criterion yielded 90% of false

negatives. This is due to the combination of a change in the qual-

ity of the image with a decrease in the number of counts (presence

of clouds), or an increase in the sky noise (presence of the Moon).

This combination increases the noise in the DLCs masking out low-

amplitude variations. This is reflected mostly on the C index since,

as seen in the non-variable AGNs, it never detects noise as variabil-

ity.

Summarising, the F test can yield false positives, but it is a

good tool to detect non-variability. Vice versa, we found cases in

which the C index showed false negatives, though we can safely

claim that a source is variable if the C parameter indicates so. When

it comes to detecting intra-night variability, the combination of the

three atmospheric effects simultaneously in low amplitude varia-

tions could lead to masking the intrinsic variability present in the

source, while each effect separately has a lower impact. In partic-

ular, when crowding and host galaxy light contribution are not is-

sues, seeing changes have little effect on variability results. While

these scatter methods give a simple means to obtain (with the lim-

itations and caveats discussed here and in Paper I) reliable results,

the next natural step will be to study specific methods to evaluate

variability in AGN, taking into account time-domain information

present in the light curves.
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J. N., 2004, A&A, 421, 83

Romero G. E., Cellone S. A., Combi J. A., 1999, A&AS, 135, 477

Romero G. E., Cellone S. A., Combi J. A., Andruchow I., 2002,

A&A, 390, 431

Sokolovsky K. V., Gavras P., Karampelas A., Antipin S. V.,

Bellas-Velidis I., Benni P., Bonanos A. Z., Burdanov A. Y., Der-

lopa S., 2017, MNRAS, 464, 274

Stetson P. B., 1996, PASP, 108, 851

Wagner S. J., Witzel A., 1995, ARA&A, 33, 163

Wang Q.-J., Cao X., 2014, APSS, 352, 51

Zibecchi L., Andruchow I., Cellone S. A., Carpintero D. D.,

Romero G. E., Combi J. A., 2017, MNRAS, 467, 340

APPENDIX A: ON-LINE MATERIAL

c© 20XX RAS, MNRAS 000, 1–10


	1 Introduction
	2 Simulations
	2.1 Statistical tools
	2.2 Implementation
	2.3 Description

	3 Results
	3.1 Influence of the scaling factor
	3.2 Number of points in the DLCs
	3.3 Behaviours with the IQ
	3.4 General results

	4 Discussion
	5 Conclusions
	A On-line material

