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ABSTRACT
We present results from path integral molecular dynamics simulations that describe effects from the explicit incorporation of nuclear quantum
fluctuations on the topology of the free energy associated with the geared exchange of hydrogen bonds in the water–water dimer. Compared
to the classical treatment, our results reveal important reductions in the free energy barriers and changes at a qualitative level in the overall
profile. Most notable are those manifested by a plateau behavior, ascribed to nuclear tunneling, which bridges reactant and product states,
contrasting with the usual symmetric double-well profile. The characteristics of the proton localizations along the pathway are examined. An
imaginary time analysis of the rotational degrees of freedom of the partners in the dimer at the vicinities of transition states shows a clear
“anticorrelation” between intermolecular interactions coupling beads localized in connective and dangling basins of attractions. As such, the
transfer is operated by gradual concerted inter-basin migrations in opposite directions, at practically no energy costs. Modifications operated
by partial deuteration and by the asymmetries in the hydrogen bonding characteristics prevailing in water–methanol heterodimers are also
examined.
Published under license by AIP Publishing. https://doi.org/10.1063/5.0016122., s

I. INTRODUCTION

The water dimer represents the simplest aqueous moiety
exhibiting hydrogen bonded (HB) intramolecular connectivity. The
direct inspection of the nuclear arrangement corresponding to the
global minimum of its potential energy surface, characterized by
a practically linear O–H⋯O arrangement, clearly reveals one key
characteristic of the intermolecular connectivity of water, i.e., the
high degree of orientational correlation that prevails between donor
and acceptor partners. This correlation, observed in the gas phase,
persists to a non-negligible extent in liquid environments at tem-
peratures well beyond ambient conditions, representing the corner-
stone of the distinctive tetrahedral coordination of the individual
molecules with their nearest neighbors.

Despite the apparent simplicity of the latter description, the
landscape of the underlying potential energy surface controlling

nuclear configurations in the dimer presents a series of interest-
ing features. Most notable is the collection of eight isoenergetic
local minima, each one describing non-superimposable configura-
tions obtained by site-permutations of the H-nuclei, without break-
ing intramolecular bonds.1,2 Transitions between these local min-
ima involve large amplitude tunneling motions, which are clearly
manifested in the rich variety of signals that appear in the far-
infrared branch of the cluster spectra. Adequate interpretations of
these rovibrational signals were made possible by the advent of a
series of sophisticated spectroscopic techniques such as ringdown
laser absorption spectroscopy3,4 and terahertz vibration–rotation
tunneling spectroscopy,5 to cite two relevant examples.

From a theoretical perspective, several formalisms have also
been successfully devised to provide adequate rationalizations of
the experimental tunneling signals.6 Without being exhaustive, the
list includes diagonalization techniques,7 diffusion Monte Carlo,8
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time evolution methods,9 path-integral techniques,10 flip analy-
sis,11 quantum calculations,12 and, more recently, instanton based
methodologies.13–19 Moreover, experimental spectra also served as
appropriate test benchmarks to validate predictions from highly
accurate force fields.20,21

Coming back to the consideration of the characteristics of the
dimer potential energy surface, the gross features describing the
reactive pathways connecting the different local minima are nor-
mally cast in terms of three different collective modes: (i) the first
one corresponds to the positional exchange of the two protons in the
acceptor molecule; (ii) bifurcation events represent a second kind of
pathway along which the H-exchange takes place in the donor part-
ner; and (iii) the third category corresponds to isomerization pro-
cesses where the two partners of the pair interchange their original
HB donor and acceptor roles. These transitions can evolve via geared
and anti-geared coordinated rotations. In the three cases, trajectories
joining reactant and product configurations include passages over
relatively low energy tunneling barriers; quantum calculations show
that barrier heights for the last pathways are intermediate between
the corresponding values of the other two channels.6

In what follows, we will concentrate on the examination of
the latter mode from a complementary perspective. More specifi-
cally, our interest here will be centered in the analysis of the com-
bined effects of quantum and thermal fluctuations that modulate
the characteristics of the free energy profile projected along a col-
lective coordinate describing the HB exchanges in the water–water
(W–W) dimer. In addition, we also explore asymmetries in the free
energy profiles introduced by partial deuteration and by analyzing
heterodimers combining partners with different HB acceptor and
donor characteristics, such as the water–methanol (W–MeOH) case.
In a more general context, the analysis of these free energy pro-
files provides important information with direct implications in both
equilibria and dynamical characteristics of nanoclusters. On the one
hand, the imbalances between the corresponding free energy val-
ues assigned to reactants and products determine chemical equilib-
ria between different conformers, which can be clearly detected in
the corresponding intensities of spectroscopic signals.22–24 On the
other hand, the magnitudes of free energy barriers determine reac-
tion rates for interconversions and provide elements to determine
relative prevalences of classical, i.e., over-the-barrier, vs tunneling-
controlled mechanisms of the reactive paths. Our description will
rely on results from Path-Integral Molecular Dynamics (PIMD)
simulations.

The organization of the presentation is as follows: in Sec. II, we
briefly overview details of the model and the simulation procedure.
The main results of our simulations are presented in Sec. III. Finally,
the main conclusions of this article are recapitulated in Sec. IV.

II. MODEL AND SIMULATION PROCEDURES
The systems under investigation consisted of W–W and W–

MeOH dimers at cryogenic conditions, spanning the 20 K–50 K
temperature interval. Nuclear quantum fluctuation effects were ana-
lyzed by running standard PIMD simulation runs.25,26 The lat-
ter scheme exploits the well known isomorphism27 that can be
established between quantum statistical mechanics and the clas-
sical treatment of harmonic cyclic-polymers, via an appropriate

P-discretization of the canonical partition function. As such, for
an N particle system with coordinates {rN}, at a temperature T,
and with potential energy V({rN }), expectation values of position
dependent observables O({rN}) can be computed as

⟨O⟩ = lim
P→∞
⟨

1
P

P

∑
k=1

O({r(k)N })⟩

HP

, (1)

where ⟨⋯⟩HP denotes a statistical average collected along molecular
dynamics trajectories generated by the following Hamiltonian:

HP({p(k)i },{r
(k)
i }) =

N

∑
i=1

P

∑
k=1

⎡
⎢
⎢
⎢
⎢
⎣

(p(k)i )
2

2Mi
+

Mi P
2(βh̵)2 (r

(k)
i − r(k+1)

i )
2
⎤
⎥
⎥
⎥
⎥
⎦

+
1
P

P

∑
k=1

V(r(k)1 , r(k)2 , . . . , r(k)N ). (2)

In the previous equation, β−1 = kBT, and r(k)i and p(k)i denote the
position and momentum of the ith particle of mass Mi evaluated at
the kth imaginary time slice, respectively.

The potential energy describing W–W interactions were mod-
eled with the non-harmonic, q-TIP4P/F flexible model developed by
Habershon et al.28 This force field was originally designed to provide
adequate descriptions of nuclear quantum effects on several static
and dynamical properties of bulk water. Its direct implementation
to model cluster environments is also known to provide reasonable
descriptions,29,30 although it overestimates binding energies when
compared to much more sophisticated models.10,31 In order to pro-
vide a unified level of description of all interactions, for MeOH, we
implemented a modified version of a similar, non-harmonic poten-
tial, developed by Homna et al.32 The modifications operated in the
original parameterization included the incorporation of a full atom
description of the methyl group and minor changes of some param-
eters so as to reproduce characteristics of the gas phase infrared
spectrum of the MeOH monomer. Full details of the model and the
spectrum calculations can be found in the supplementary material.
On the other hand, W–MeOH cross interactions were modeled by
implementing the usual arithmetic and geometric means for the
length and energy Lennard-Jones parameters, respectively.

The thermodynamic information that will be presented in what
follows was collected along simulation runs that included a transfor-
mation from Cartesian to normal mode coordinates,33,34 coupled to
a multiple time step algorithm35 that differentiated fast intramolecu-
lar and intrapolymer interactions from the rest of the slowly variant,
Lennard-Jones and Coulomb contributions. The long time step was
set to Δt = 0.1 fs, while the short one was δt = Δt/3. The number of
beads was set to P = 256. A few test runs performed with a number
of beads twice as large showed differences in the computed aver-
ages that never exceeded ∼2%. Appropriate thermal control along
the runs was obtained by coupling each component of each tagged
nth polymer-normal mode with frequency ωn to a chain of three
Nosé–Hoover thermostats with masses set at Qn = (βω2

n)
−1.36

III. RESULTS
A. Water dimers

We will start our analysis by examining the characteristics of a
collective mode that describes isomerization paths along which two
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molecules comprising a W–W dimer interchange their hydrogen-
bond donor/acceptor roles, namely,

HO1Hcon
1 ⋯O2Hdng

2 H → HHdng
1 O1⋯Hcon

2 O2H. (3)

In the previous equation, the subscripts identify atoms in a tagged
member of the dimer, whereas the superscripts con and dng denote
hydrogen atoms at connecting and dangling positions, respectively
[see the sequence (a) through (c) on the left-hand side of Fig. 1].

Following a previous analysis,37 we found it useful to consider
a simple order parameter, ξflp({rN}), that clearly allowed us to dis-
criminate reactant from product states in the previous expression.
Based on simple geometrical considerations, the latter magnitude
was defined in terms of the subtraction of two angular variables
describing individual flippings [see Fig. 1(b)] as follows:

ξflp({rN}) = cos θ2({rN}) − cos θ1({rN}), (4)

where

cos θ1 =
rH1O1 ⋅ rO2O1

∣rH1O1 ∣∣rO2O1 ∣
(5)

and

cos θ2 =
rH2O2 ⋅ rO1O2

∣rH2O2 ∣∣rO1O2 ∣
. (6)

In the previous expressions, rαγ = rα − rγ and rα denotes the coor-
dinate of a tagged atom α. From these definitions, reactant states in
Eq. (3) are characterized by values of ξ close to or below −1, whereas
product states are characterized by values of ξ close to or beyond 1.

FIG. 1. Snapshots of representative configurations of W–W (left-hand side) and
W–MeOH (right-hand side) dimers at different stages of the geared HB exchange
isomerization: (a) reactant state, (b) transition state, and (c) product state.

The construction of the free energy profile A(ξ) along the
reactive path dictated by ξ represented the next step of our analysis,

− βA(ξ†)∝ ln ⟨δ (ξ({rN}) − ξ†)⟩, (7)

where ⟨⋯⟩ denotes a statistical average. In consonance with Eq. (1),
the implementation of the latter expression within the path-integral
formalism is straightforward and the resulting expression is the
following “bead average”:

− βA(ξ′)∝ ln[
1
P

P

∑
k=1
⟨δ(ξ({r(k)N }) − ξ

′
)⟩] . (8)

Unfortunately, the implementation of the latter expression pre-
sented important statistical noise when the sampling required the
use of non-Boltzmann biasing tools, as we will describe shortly.
As a reasonable alternative, considering the natural correspondence
between nuclear positions and centroid coordinates, we adopted a
classical-like expression expressed in terms of nuclear centroids,

− βA(ξ′)∝ ln ⟨δ(ξ({rcnt
N }) − ξ

′
)⟩, (9)

where

rcnt
α =

1
P

P

∑
k=1

r(k)α . (10)

The expression in Eq. (9), albeit an approximate one, does not
present convergence problems, and it is known to yield reasonable
estimates.

Flipping episodes involve partial ruptures and reconstructions
of hydrogen bonds that, in the gas phase, require energy costs of
the order of 3 kcal mol−1–4 kcal mol−1. Consequently, at cryogenic
temperatures below, say, 100 K, such interconversions represent rare
events. As such, proper sampling along the relevant phase space nor-
mally requires the implementation of some kind of biased sampling
scheme. For this case, we found that the incorporation of additional
harmonic umbrella sampling potentials of the type38

Vbias
i ({r

cnt
N }) = kbias [ξ({r

cnt
N }) − ξi]

2
(11)

was sufficient to provide adequate sampling along the complete ξ
interval of interest described by the exchange path. In the present
case, we used 10 overlapping windows centered at equidistant ξi val-
ues and harmonic constants kbias set at typical values of the order
of ∼3 kcal mol−1–4 kcal mol−1. In passing, we note that a rigor-
ous treatment of umbrella potentials within path-integral schemes
requires the implementation of either P-different biasing potentials
or, alternatively, a single one applied on a tagged bead.39 Although
the latter procedure has been successfully implemented to treat free
energy profiles characterized by a single minimum, all our attempts
to reconstruct free energy profiles with double-well characteristics
showed important convergence problems.

Plots for A(ξ) corresponding to PIMD simulations performed
at T = 50 K and at T = 20 K are displayed in Fig. 2. As a refer-
ence, we have also included results from classical simulations with
solid symbols. In all cases, the curves are symmetric, with reactant
and product states characterized by values of ξ ∼ ±1.4 and separated
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FIG. 2. Free energy profiles associated with the hydrogen bond donor/acceptor
interchange for the water dimer. Red curves: T = 20 K and black curves: T = 50 K;
blue curve: results for a partially deuterated dimer at T = 20 K. Solid symbols
correspond to classical results, whereas open symbols correspond to path-integral
results. The vertical lines indicate boundaries between quadratic and tunneling
regimes.

by barriers centered at the ξ = 0 = ξ† transition state. Typical con-
figurations for the reactant/product states exhibit roughly collinear
alignments of the OiHcon

i ⋯Oj centroids and values of θj close to
115○. On the other hand, configurations corresponding to transition
states are characterized by practically coplanar arrangements of the
centroids of the four atoms involved in the definition of the order
parameter. For example, at T = 20 K, we registered ⟨cosϕ⟩ = −0.9 ±
0.1, where ϕ corresponds to the H1–O1–O2–H2 dihedral angle [see
left panel (b) of Fig. 1], and ⟨cos θi⟩ = 0.67 ± 0.07 for i = 1, 2. As such,
the biased potential scheme naturally drove the sampling along the
geared exchange collective mode pathway.

At both temperatures, the incorporation of nuclear quantum
fluctuations promotes sensible reductions in the magnitudes of the
free energy barriers separating reactant from product states. Con-
trasting with the virtually constant ΔA†

∼ 1.45 kcal mol−1 values
of the classical barrier energies, the quantum estimate at T = 50 K
is reduced by a factor of 0.8 and by a factor of approximately one
half at T = 20 K. We also remark that, although at the first glance,
all plots could be described in terms of standard double-well pro-
files, the curve for T = 20 K flattens considerably at the vicinities of
the transition state, exhibiting sharp transitions at ξ ∼ ±0.5 between
quadratic-like and practically plateau-like behaviors.

Looking for key elements that would allow a physical inter-
pretation of the latter characteristics, we analyzed the behaviors
of a series of observables along the interconversion process. More
specifically, we are referring to conditional averages of the type

⟨O⟩ξ=ξ′ =
⟨O({rN}) δ(ξ − ξ′)⟩
⟨δ(ξ − ξ′)⟩

(12)

for different values of ξ′ along the reaction path. The first magni-
tude that we considered was the difference between classical and
quantum estimates for the free energies associated with transi-
tion and reactant/product states. We are referring to the following
magnitude:

ΔAcl→qn
ξ′ = ∫

1

0
dλ ASC

ξ′ (λ), (13)

where the integrand in the previous expression is given by40

ASC
ξ′ (λ) =

1
P

N

∑
i=1

P

∑
k=1
⟨(r(k)i − rc

i)
∂V({r̃(k)i })

∂r̃(k)i

⟩

ξ=ξ′ ,λ
. (14)

The second subindex λ in Eq. (14) denotes an average collected along
trajectories controlled by the following scaled Hamiltonian:

HSC
P (λ) =

N

∑
i=1

P

∑
k=1

⎡
⎢
⎢
⎢
⎢
⎣

(p(k)i )
2

2Mi
+

Mi P
2(βh̵)2 (r

(k)
i − r(k+1)

i )
2
⎤
⎥
⎥
⎥
⎥
⎦

+
1
P

V({r̃(k)i }), (15)

with

r̃(k)i = λ r(k)i + (1 − λ) rcnt
i . (16)

For the stable reactant/product states, at T = 20 K, we registered a
ΔAcl→qn

ξ′=±1.5 = 21.4 ± 0.4 kcal mol−1 free energy difference, whereas,
at the transition state, the change in free energy was found to
be ΔAcl→qn

ξ′=0 = 20.7 ± 0.6 kcal mol−1. The difference between
these two results leads to a net change in ΔA† between the classi-
cal and quantum estimates of [ΔA†

]
cl→ qn

= ΔAcl→ qn
ξ′=0 − ΔAcl→ qn

ξ′=±1.5

= −0.7 kcal mol−1, a value that agrees reasonably well with the
−0.75 kcal mol−1 difference obtained by implementing the biased
sampling scheme.

The results for the evolution of the individual rotations of the
Oi–Hi bonds are presented in the bottom panel of Fig. 3 with red
curves. Note that along the ξ ≲ −0.7 stage, the angular displace-
ments of the Hi-centroids evolve at different paces: the net change
for the dangling H2 atom along this stage is Δ cos θ2 ∼ 0.7, whereas

FIG. 3. Evolution of different geometrical parameters along the HB donor/acceptor
exchange path. Bottom panel: individual rotations in W–W (red curves) and
W–MeOH (blue curves) dimers. Open symbols: cos θ1 and solid symbols: cos θ2.
Top panel: O1–O2 distance evolutions in W–W dimers. Red circles: bead-to-bead
distance; blue circles: centroid-to-centroid distance; and black circles: classical
results.
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for the connecting H1 atom, that value is only Δ cos θ1 ∼ −0.1, prean-
nouncing the tighter confining characteristics prevailing at connect-
ing positions that will be described later. Yet, the two sweep rates
become much more comparable as cos θ2 attains ∼0.25 (θ2 ∼ 75○),
remaining so as the interconversion evolves toward the transition
state.

The changes operated in the O1–O2 distance along the reactive
path are presented in the top panel of Fig. 3. In all cases, the modi-
fications do not exceed a few hundredths of Angstroms. Along the ξ
< 0 interval, the classic treatment yields a curve exhibiting a steady
∼0.05 Å increment that roughly reproduces the characteristics of the
corresponding free energy. On the other hand, the quantum coun-
terparts show even milder modifications, suggesting the weak nature
of the coupling between the collective rotations and the tagged
O–O intermolecular stretching mode. Yet, note that the plateau-like
behavior observed in the quantum free energy can also be detected
here along the |ξ| ≲ 0.7 interval. The comparison between mean
values corresponding to centroid-to-centroid and bead-to-bead
O1–O2 distances reveals small shifts toward smaller values in the
latter values.

Bead statistics provide additional insights that complete our
description. The plots on the left panel of Fig. 4 correspond to the
results for the imaginary time mean square displacements for the
tagged Hi-atoms,

R2
i (k; ξ) =

1
P

P

∑
j=1
⟨∣r(j+k)

Hi
− r(j)Hi

∣
2
⟩
ξ
. (17)

The characteristics of the plots at the reactant state contrast
sharply with the one observed at the transition state. In particular,

FIG. 4. Imaginary time mean square displacement for different hydrogen atoms in
W–W (left panel) and W–MeOH (right panel) dimers at T = 20 K. Black symbols
correspond to sampling at the vicinity of the transition states. Blue and red sym-
bols correspond to atoms at dangling and connective positions at stable states,
respectively. Squares correspond to H1 atoms, and circles correspond to H2 atoms
[see Eqs. (1) and (22)]. In the right panel, red symbols are indistinguishable in the
scale of the figure. The dashed line corresponds to results for thermalized, non-
interacting protons. For clarity purposes, in both panels, only half of the imaginary
time intervals are displayed.

note the disparity in the corresponding correlation lengths com-
puted from the values of Ri(k = P/2; ξ), which provide rough esti-
mates for the overall quantum dispersions of the protons along the
reactive path. Combined effects from the particular local character-
istics of the intramolecular and intermolecular Coulomb-coupling
provoke stronger localizations of protons located at connecting posi-
tions (blue squares) compared to those registered at dangling posi-
tions (red squares). The near constancy of the plot for the con-
nective protons along the whole imaginary time interval reveals a
clear signal of ground state dominance41 and indicates that the over-
all shape of the isomorphic polymers can be portrayed in terms
of a closely packed moiety of ∼0.3 Å diameter. As we mentioned,
dangling protons look somewhat more delocalized, and their cor-
responding spatial descriptions include a larger variety of char-
acteristic length scales spanning up to ∼0.7 Å. Much more dra-
matic modifications of the proton-polymer shape are operated at
the vicinity of the transition state, where the correlation length
becomes comparable to the value for the thermalized, free (i.e.,
non-interacting) proton,41 indicated by the dashed line in Fig. 4:
Ri(k = P/2; ξ = 0) = 0.9 ×Rfree = 1.2 Å.

A more vivid characterization of the latter proton delocaliza-
tion can be obtained from spatial bead densities. Exploiting the
already mentioned, quasi-perfect coplanar arrangement of the cen-
troids at the transition state, we found it illustrative to compute the
following two-dimensional distribution:

ρ2D(x, y) =
1
P

2

∑
i=1

P

∑
k=1
⟨δ(x(k)Hi

− x)δ(y(k)Hi
− y)⟩ξ=0, (18)

where x(k)Hi
and y(k)Hi

denote the coordinates of the kth bead of pro-
ton Hi measured with respect to a local coordinate system centered
at the midpoint between the positions of the oxygen centroids. The
axes of this local system were oriented so that (i) its x axis was coin-
cided with the direction of the rcnt

O2O1
vector; (ii) its z axis was oriented

along the direction of the rcnt
H2H1
× rcnt

O2O1
vector; and (iii) its y axis was

oriented according to the usual right-handed convention, namely,
ŷ = ẑ × x̂ (here, the hat signs denote unit vectors). The results for
ρ2D are displayed as 3D-surface and 2D-contour plots in Figs. 5(a)
and 5(b), respectively. Several observations are worth comment-
ing: (i) as expected, the overall profile looks centrosymmetric with
respect to the origin; (ii) the spatial distribution of the beads spreads
along locations lying ∼1 Å away from the positions of the two oxy-
gen atoms, spanning the 0○ ≲ θi({r(k)N }) ≲ 75○ interval; (iii) yet,
bead distributions along these angular domains do not look uniform
and clearly reveal the presence of four basins of attractions dictated
by the local characteristics of the underlying potential energy sur-
face at the transition states. Two of them [hereafter referred to as
Ci (i = 1, 2)] are located at cos θi ∼ 1, coinciding with connective
positions; the other two (hereafter referred to as Di) are located at
θi ∼ 75○ and are reminiscent of the original ones at dangling posi-
tions in reactive/product states. As expected, the basins correspond-
ing to each H-atom are separated by local minima at the classical
transition state loci [indicated by black dotted arrows in Fig. 5(a)]. As
a result, the picture that emerges from this description can be cast in
terms of stretched polymers localized at two local minima, exhibit-
ing fleeting imaginary time transitions between Ci and Di basins
of attraction. Clearly, this scenario exhibits the basic finger prints
indicative of nuclear tunneling effects.
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FIG. 5. 3D-surface plot (a) and 2D-contour plot (b) of the projected bead spatial
density at the transition state of the W–W dimer at T = 20 K. Lengths are expressed
in Å; ρ2D is expressed in Å−2. The solid red and green arrows in panel (a) indicate
D and C basins of attractions, respectively. The black dotted arrows indicate H-
positions at classical transition states.

The next aspect that we examined concerns the characteristics
of the imaginary time concertedness of the nuclear tunneling. We
started by computing probability densities for the order parameter
of the type

Pξ̃(ξ
′
) =

1
P

P

∑
k=1
⟨δ(ξk({r

(k)
N }) − ξ

′
)⟩

ξ=ξ̃
, (19)

which, according to Eq. (12), were recorded for values of the centroid
order parameter ξ corresponding to reactant/product, i.e., ξ̃ ∼ ±1.4,
and transition, i.e., ξ̃ = 0, states. In the previous equation,

ξk({r
(k)
N }) = cos θ2({r(k)N }) − cos θ1({r(k)N }), (20)

which corresponds to the order parameter evaluated at the kth
imaginary time slice. The plots in Fig. 6 describe bead probabilities
at reactant and transition states at two different temperatures. At
T = 50 K (red curves), both distributions look fairly localized,
suggesting that the overall isomorphic polymers of the two pro-
tons retain, to a large extent, their compact shapes all along the

FIG. 6. Bead probability densities at the transition state [see Eqs. (19) and (20)] at
T = 50 K (red curves) and at T = 20 K (blue curves). Open symbols correspond to
samplings at reactive states; solid symbols correspond to samplings at transition
states.

reactive path. The latter characteristics contrast sharply with the
distributions evaluated at T = 20 K. By lowering the tempera-
ture, the symmetric gaussian-like profile registered at the transi-
tion state at T = 50 K transforms into a doubly peaked curve,
with a depletion at ξ′ = ξ†. Two conclusions can be drawn from
these results: (i) at T ∼ 50 K, the particular characteristics of the
intramolecular and intermolecular potentials that we adopted con-
trolling O–H bond rotations combined the inherent quantum char-
acteristics of the protons—expressed in terms of the magnitude of
the thermally accessible spatial sampling available for the isomor-
phic polymers—are such that the latter exhibit several recrossings
over the transition states. It is only by moving down to tempera-
tures below, or of the order of, say, 30 K–20 K that the two tagged
H-atoms exhibit clear bimodal, i.e., connective and dangling, bead-
articulations; (ii) interestingly, the observation of the latter charac-
teristics in the plots of Pξ̄=0(ξ), with local maxima located at positive
and negative values of ξ, also reveals that the intermolecular inter-
actions are established between the H-beads located at basins of
attraction of different categories. Note that, for a tagged value of
k, values of ξk({r

(k)
N }) ∼ −1 are consistent with configurations in

which r(k)H1
lies at the D1 basin, while rH

(k)
2 lies at C2 locations; con-

versely, values of ξk({r
(k)
N }) ∼ 1 correspond to the opposite bead

localizations.
The results shown in Fig. 7 illustrate the latter feature in a

more clear fashion. In the bottom and top parts of the figure, we
show results for ξk({r(k)}) and the corresponding decomposition into
cos θi({r(k)}) (i = 1, 2) along the complete 0 ≤ k/P ≤ 1 imaginary
time interval. The results correspond to six representative, statis-
tically independent transition state configurations that were arbi-
trarily time ordered so that, in all cases, ξ(k = 0.25) vanishes. The
plots at the top part of the figure are particularly enlightening since
they reveal that the set of transition states is characterized by con-
figurations in which ∼40% of the H1 beads exhibits cos θ1 close to
1, while a similar second fraction exhibits values of cos θ1 close to
0.1. A similar description holds for the locations of the beads in H2;
however, at each imaginary time slice, one observes a clear “anti-
correlation” between the angular variables of the two protons. In
passing, the simple inspection of the magnitude of the fluctuations
at both basins indicates the more confining conditions prevailing
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FIG. 7. Bottom panel: imaginary time collective geared exchange coordinate at the
vicinity of the transition state of the W–W dimer. Top panel: imaginary time decom-
position of the collective variable in terms of individual rotations. The results cor-
respond to six statistically uncorrelated configurations, arbitrarily time aligned so
that, in all cases, ξ(k/P = 0.25) = 0. Right axis: cos θi for the same configurations.
Red lines: cos θ1 and blue lines: cos θ2.

at Ci domains. We also remark that the interdependence observed
between the positions of different particles at equal imaginary time
slices can be assimilated to the generalities of a wider variety of col-
lective proton modes describing proton transfers in ice42 and water
autoprotolysis pathways in aqueous clusters.43

The information provided in the previous paragraphs pro-
vides sufficient clues to afford a physically sound description of
the nuclear quantum effects on the free energy profile of the HB
donor/acceptor character exchange in terms of the following con-
siderations: (i) starting from reactive configurations, the increments
in the free energy registered along the ξ ≲ 0.75 interval are mainly
controlled by the energy costs required to rotate the tagged dan-
gling proton from typically θ2 ∼ 115○ down to ∼75○. This change
is accompanied by a much more modest, ∼15○ opposite rotation of
the O1–Hcon

1 bond counterpart; (ii) these evolutions are also accom-
panied by rotations of the unlabeled protons in Eq. (1) that remain
dangling along the complete reactive path; (iii) during this initial
stage, the isomorphic polymers of both protons exhibit compact
structures, retaining their overall original dimensions; (iv) beyond
ξ ∼ −0.75, and at sufficiently low temperatures, a second realm
prevails along which modifications in the orientations of the Oi–
Hi bonds, and consequently the evolution of the exchange pro-
cess, are controlled by nuclear tunneling operated by concerted
migrations of proton beads corresponding to equal imaginary time
slices in opposite directions, i.e., connective-to-dangling (H1) and
dangling-to-connective (H2); and (v) finally, the previous consid-
erations naturally explain the presence of the intermediate plateau
regime observed in the profile of the quantum free energy since
the concerted transfers can be undertaken without involving signifi-
cant modifications in the overall bead–bead intermolecular potential
energy.

We close this section by briefly commenting on the modifica-
tions in the energetics involved in the exchange mechanism operated

by partial deuteration. We are referring to interconversions of the
type

HO1Hcon
1 ⋯O2Ddng

2 H → HHdng
1 O1⋯Dcon

2 O2H. (21)

In Fig. 2, the corresponding free energy profile computed at T = 20 K
is depicted with blue squares. Note that the magnitude of the barrier
measured from the reactant side looks practically unchanged com-
pared to the previous fully H scenario. Yet, the asymmetry in the
isotope masses gets translated into two modifications: first, a barely
discernible shift of the position of the transition state toward ξ† ∼
0.25, along with a narrowing in the plateau-like regime, and second,
and more importantly, a −0.3 kcal mol−1 free energy imbalance for
the net interconversion. The latter result is consistent with the ther-
modynamic stabilization of light isotopes at dangling positions,29

which, in turn, can be rationalized in terms of the stronger spa-
tial confinement, and consequently, higher quantum kinetic ener-
gies, at connective positions. Moreover, this propensity has been
corroborated by spectroscopic signals from ice-surfaces44 and in
joint experimental–theoretical research focused on the characteris-
tics of local isotopic densities45 and orientational correlations at the
water–vapor interface.46

Note that an alternative interpretation of the free energy imbal-
ance can be obtained by considering the increment in the result-
ing free energy barrier measured from the product side, in agree-
ment with the ∼0.4 kcal mol−1, higher energy cost required to
break D-articulated W–W bonds compared to H-articulated coun-
terparts.10,47,48

B. W–MeOH dimers
We have just showed that the mass imbalance introduced by

partial deuteration is mainly translated into the thermodynamic sta-
bilization of W–W dimers with D-articulated intermolecular con-
nectivity. The analysis of similar exchange mechanisms in dimers
combining water and methanol promotes a different kind of modi-
fication as a consequence of the asymmetries between the donor and
acceptor strengths of the two species.49,50 Within this context, we
focused attention on the following exchange isomerization:

HO1Hcon
1 ⋯O2Hdng

2 Me → HHdng
1 O1⋯Hcon

2 O2Me, (22)

described in terms of an order parameter similar to the one pre-
sented in Eqs. (4)–(6) [see snapshots (a)–(c) on the right-hand side
of Fig. 1]. In Fig. 8, we present results for classical (black circles)
and PIMD free energy plots (red open squares). At a first sight, the
inspection of the plots reveals two main features: first, a 1.8 kcal
mol−1 classical free energy difference between reactant and product
states. This difference agrees at a qualitative level with experimental
evidence49,51 although clearly overestimates the relative stabilization
when compared, for example, with predictions from quantum cal-
culations.51–55 Second, and more importantly in the present context,
the PIMD plot reactant and product states are bridged by a quasi-
linear intermediate regime, which now replaces the aforementioned
W–W plateau behavior (see plots with red open squares in the two
panels).

Compared to the corresponding W–W results, the analysis of
the evolutions of the O–H rotations (see blue lines in Fig. 3) and of
the corresponding polymer sizes (see plots on the right-hand side
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FIG. 8. Free energy profiles associated with the hydrogen bond donor/acceptor
interchange for the water–methanol dimer at T = 20 K. Black circles: classical
results; red squares: HOH–MeOH; green triangles: HOH–MeOD; and violet dia-
monds: HOD–MeOH. Solid symbols correspond to the classical results, whereas
open symbols correspond to the path-integral results. The vertical lines indicate
boundaries between quadratic and tunneling regimes.

of Fig. 4) shows no substantial modifications that might lead to
microscopic interpretations of this new intermediate, linear regime.
The examination of imaginary time bead correlation did prove to
be more instructive. In Fig. 9, we present results for the angular
variables of H1 and H2 along the complete 0 ≤ k ≤ P interval. For
clarity purposes, the plots for the seven representative configura-
tions are now time aligned so that ξ(k = 0) vanishes. The plots at
the bottom part of the figure correspond to a sampling just beyond

FIG. 9. Imaginary time individual rotations for configurations characterized by
ξ = −0.5 (bottom plots) and ξ = 0.45 (top plots) in the W–MeOH dimer. The same
labeling as the one shown in Fig. 7. Vertical dashed lines indicate boundaries for
bead locations within different basins of attractions (see text).

the parabolic-to-linear transition, i.e., ξ = −0.45. Two stages are
self-evident: along the initial, 0.05 ≲ k/P ≲ 0.55 imaginary time
interval, there is a clear “anticorrelation” between water-connective
beads (located at the Cw basin) and methanol-dangling pseudopar-
ticles (located at the DMeOH basin); along the subsequent, 0.6 ≲
k ≲ 0.9 stage, the previous trend reverses. Roughly speaking, one
could conclude that, throughout this ξ realm, water–donor config-
urations prevail upon water–acceptor counterparts. The plots at the
top correspond to a sampling at ξ = 0.45, just before the linear-to-
parabolic crossing occurs. Here, the opposite case, dominated by
larger numbers of water–acceptor/methanol–donor bead configura-
tions, is also clearly observed. Given the energy difference that exists
between these two limiting connectivities, the gradual and concerted
migrations of beads between the different basins of attractions nat-
urally provoke a linear increment of the free energy that can be
ascribed to a population-weighted average between local minima of
an underlying potential energy surface, with asymmetric double-well
characteristics.

For the sake of completeness, we will close our analysis by
briefly referring to the effects of partial deuteration on water–
methanol dimers. More specifically, we are referring to the following
exchange processes:

HO1Dcon
1 ⋯O2Hdng

2 Me → HDdng
1 O1⋯Hcon

2 O2Me (23)

and

HO1Hcon
1 ⋯O2Ddng

2 Me → HHdng
1 O1⋯Dcon

2 O2Me. (24)

The plots that appear in Fig. 8 reveal that the free energy difference
between reactants and products for the fully H exchange isomeriza-
tion shown in Eq. (22) lies intermediate between the corresponding
values of the other two isotopic variants, the largest difference being
the one corresponding to the process shown in Eq. (23) (see the
violet diamond plot of Fig. 8). This observation can be rationalized
invoking two basic zero-point energy considerations:29,56 (i) regard-
less of the particular position considered, H-to-D transformations
normally imply negative changes in free energies and (ii) moreover,
free energy differences associated with isotopic changes are more
marked when they are operated at connecting, i.e., more confined,
positions, in contraposition to dangling positions. Armed with these
arguments, let us analyze the free energy differences corresponding
to exchanges involving partially deuterated water [Eq. (23)]. The lat-
ter values can be computed along an indirect path comprising three
stages: the first one involves performing a reversible [Dcon

1 → Hcon
1 ]

transformation at connective positions; the second one represents
the exchange isomerization of fully H species shown in Eq. (22),
whereas, during the last stage, the reverse [Hdng

1 → Ddng
1 ] transfor-

mation is operated at the dangling position. Clearly, the magnitude
of the positive free energy change corresponding to the first stage
surpasses the negative change registered in the last one, confirming
a net increment in the free energy difference with respect to the fully
H exchange.

To bring additional support to the previous qualitative consid-
erations, we computed the free energy differences associated with the
first and last steps of the previous indirect path by performing the
reversible mass transformations described in Ref. 29. The procedure
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relies on the previous results by Vanicek and Miller.57 In particu-
lar, for the [Dcon

1 → Hcon
1 ] transformation, we found ΔAI = 1.67 kcal

mol−1, whereas, for the [Hdng
1 → Ddng

1 ] process, we obtained ΔAIII

= −1.39 kcal mol−1. Consequently, the net free energy imbalance
between the violet-diamond and red-square plots obtained from the
mass transformation is ΔA = ΔAIII + ΔAI = 0.28 kcal mol−1.

Invoking similar arguments, the tandem

[Ddng
2 → Hdng

2 ] → [HB-exchange] → [Hcon
2 → Dcon

2 ] (25)

necessarily leads to lower free energy differences. In this case, our
simulations yielded ΔAI = 1.51 kcal mol−1 and ΔAIII = −1.65 kcal
mol−1, which leads to a net ΔA = −0.14 kcal mol−1 additional stabi-
lization of the product state. Note that in the two cases, the numerical
results agree reasonably well with the results obtained by building up
the complete free energy plots shown in Fig. 8.

IV. CONCLUDING REMARKS
The PIMD simulation results presented in this paper reveal that

the explicit incorporation of nuclear quantum fluctuations gives rise
to important modifications in the landscape of the free energy asso-
ciated with the HB donor/acceptor exchange in the W–W dimer.
At cryogenic temperatures of about ∼50 K, tunneling effects are
moderate and the main changes are manifested by a sensible reduc-
tion in the magnitude of the free energy barrier. Still, the overall
shape of the profile maintains the bistable characteristics of the clas-
sical curve and the isomorphic polymers exhibit a fairly compact
structure. Much more dramatic modifications take place by low-
ering the temperature even further. At temperatures of the order
of 20 K, the free energy plot exhibits three stages with well dif-
ferentiated characteristics: at the vicinities of reactant and product
states, the profile retains its original quadratic characteristics. Along
these limiting stages, the isomorphic proton-polymers still resem-
ble wounded moieties and the reactive path is operated by a geared
internal rotation of the dangling-H in the acceptor molecule with
respect to the connecting-H in the donor partner. These concerted
rotations, though, evolve at different paces, revealing the more con-
fining characteristics of the underlying potential energy surface at
connecting positions. Sharp transitions into an intermediate plateau
regime occur at ξ ± 0.5, along which the mechanism is controlled
by nuclear tunneling operated by gradual migrations of polymer
beads from different basins of attractions in a concerted fashion.
The analysis of imaginary time correlations between bead localiza-
tions at the transition states shows that these transfers are brought
about along opposite directions and, as such, do not require mean-
ingful energy costs. Asymmetries introduced by partial deuteration
do not modify the previous description at a qualitative level. Still,
the simulations corroborate the more marked thermodynamic sta-
bility of light isotopes at dangling positions in contraposition with
connecting ones. Although this qualitative trend could be antici-
pated based on zero-point considerations,22 numerical estimates of
the free energy differences, adequately converted into isomer popu-
lations or, equivalently, spectral intensities, could provide informa-
tion to estimate cluster temperatures, which are normally of difficult
detection.29

The analysis of the asymmetries introduced by replacing one
of the W-partners by MeOH does provide additional insights. In
this case, the gross features of the differences between the accep-
tor and donor strengths of the two species are reflected in differ-
ences between the confining characteristics of the corresponding
basins of attractions of each partner. Invoking a similar migration
mechanism, the energy costs involved in the transfer of beads from
connecting-to-dangling realms in the W donor surpass the ones
required for the opposite transfers in the acceptor MeOH. Conse-
quently, the origins of the intermediate linear regime joining reac-
tant and product states are the result of a population-weighted aver-
age of an effective asymmetric potential. The consideration of basic
elements combining zero-point energy arguments and a simple indi-
rect thermodynamic cycle provides plausible arguments to justify
that the free energy difference between reactants and products for
the fully H exchange isomerization is intermediate between the other
two differences corresponding to partially deuterated partners. We
have corroborated this feature from an alternative quantitative route
by performing the reversible mass transformations at reactant and
product states.

The free energy profiles that we examined are the result of
an approximate sampling produce based on an order parameter
defined in terms of centroid coordinates. Consequently, given the
highly nonlinear nature of the latter parameter, such implementa-
tion is likely to neglect a part of quantum fluctuations originated
in the spatial delocalization of protons. Nevertheless, our results
have important implications at the time to estimate rates for the
exchange process. For example, centroid-based free energies rep-
resent an essential ingredient within the ring-polymer-molecular-
dynamics methodology to evaluate quantum rates from flux-side
correlation functions.58,59 This is particularly relevant in the present
deep tunneling context where the estimates obtained from the latter
approach are known to be accurate.60

To conclude, we will briefly comment on a technical issue con-
cerning the choice of the force field that we implemented. It is
well documented that the dissociation energies for the water dimer
obtained from the most widely used pseudopotentials, normally
tailored to reproduce bulk water properties, are higher than the
experimental results;61,62 in this respect, the q-TIP4P/F parameter-
ization makes no exception.10 In addition, similar trends are reg-
istered in the W–MeOH dimer case. As a result, from quantitative
grounds, the free energy barriers that appear in Figs. 2 and 8 are
likely to be also overestimated. In the present case, we refrained
from implementing more elaborate models for water dimer poten-
tial20,21,48 to maintain a uniform level of description between water–
water and water–methanol interactions. Nevertheless, we have no
elements that might lead us to suspect that the physical picture that
emerges from our results may include artifacts originated in the
deficiencies of the potential models. In fact, imaginary time corre-
lations between intermolecular bead-to-bead interactions, similar to
ones presented here, have also been reported in simulations that
implemented much more elaborate ab initio molecular dynamics
schemes.42 As such, we believe that our description captures the
basic elements that distinguish quantum from classical descriptions
of the free energy profiles. We are currently pursuing a new param-
eterization of the methanol force field that may lead to an improve-
ment in the agreement between simulation and direct experimental
results.
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SUPPLEMENTARY MATERIAL

Details of the force field for MeOH are presented in the supple-
mentary material.
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